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The Workshop on Exact Matching Methodologies
was held on May 9-10, 1985, at the Rosslyn
Westpark Hotel in Arlington, Virginia. The
conference grew out of the efforts of the
Matching Group, Administrative Records
Subcommittee, of the Federal Committee on
Statistical Methodology. It was co-sponsored
with the Washington Statistical Society. This
volume contains the papers from that event.

The current volume, Record Linkage Technigues
-- 1985, is more than just a proceedings of the
May conference. It is intended to serve as a
handbook on modern matching theory, as well as
to report on the current state of the art. For
this reason, not only were the papers from the
Workshop included here, but extensive background
material and bibliographic citations have also
been added.

Contents. -- The format for this volume
essentially follows that of the Workshop agenda,
with several sections added to help round out
the actual presentations. The collection begins
with an Introduction, which summarizes the
objectives of the Matching Group in conducting a
Workshop of this sort. It also proposes some
recommendations for the statistical community to
consider with regard to the future of exact
matching. (This latter portion is based on
comments made by the participants during and
after the Workshop.)

The rest of the volume is set up as follows:

o Section 1 provides selected background
material, which lays the historical
groundwork for current methodological
thought, Some of these papers were
distributed at the conference, but they
were not presented as part of the
agenda.

o Section Il begins the program for the
Workshop. This contains three papers
presented at the Opening Session, to
introduce the theory and provide an
overview of matching applications. A
fourth (contributed) paper, describing
the present state of general methodo-
logical issues, is also included.

o Section 111 focuses on current theory and
practice. It 1is comprised of three
invited papers and their resulting
discussions, as well as two related
contributed papers.

o Sections IV and V follow with papers
which describe recent application case
studies. Once again, two relevant papers
have been added to the six invited papers
and their discussions presented at the
conference.
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o Finally, Section VI deals with computer
software for exact matching. It provides
the papers presented during the last
portion of the Workshop.

The volume also contains two appendices:

0  Appendix A consists of selected
bibliographies of exact matching
methodologies and applications. Five

separate collections of references are
provided, each with a slightly different
orientation,

o Appendix B concludes the volume with
information specific to the workshop,

itself -- the agenda, the 1list of
attendees, and the 1ist of sponsors.
Copy Preparation. -- The contents of the papers

included here are the responsibility of the
authors. With the exception of previously
published background papers, which were simply
reproduced as is, all of the papers in this
volume underwent only a limited peer review
process. Each paper was read by at least one
person familiar with the subject matter. It
should be noted, however, that reviewers were
instructed to focus on editorial concerns and
gross factual problems. Since this did not
constitute a formal referee process, authors
were also encouraged to obtain their own
technical review. Corrections and changes were
either made by the authors themselves or cleared
through them by the editors. Final layout of
the papers was done by the editorial staff, with
minor changes of a cosmetic nature considered
the prerogative of the editors,
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INTRODUCTION

In June 1984, the Administrative Pecords
Subcommittee recommended to the Federal Commit-
tee on Statistical Methodology that a subcom-
mittee be set up to explore integration of
surveys and administrative records. The result
was the creation of a Matching Group, whose
initial (ambitious) goals were to examine policy
strategies in conducting data linkages; look at
such methodological d{ssues as measurability of
matching and analysis of statistical techniaues
in view of matching errors; and study previous
linkage studies for suggestion of possible
alternative approaches to matching problems.
Both population-based linkages and establishment
matches were of interest.

The Matching Group began by reviewing the
available literature on exact matching. It soon
became apparent that some gaps in knowledge
existed that perhaps could be addressed by a
workshop conducted by experts currently working
in that field. Thus was born the HWorkshop on
Exact Matching Methodologies.

The Workshop was designed to balance the
disparate interests of the many different people
involved in exact matching: statisticians,
research analysts, and computer programmers.
Subject matter interests ranged from the
epidemiologists' concerns about person-matches
to occupation and mortality data, to economists'
desires to create estimates based on establish-
ment linkages. As such, the VWorkshop was viewed
as a means of summarizing the work done on
matching over the past ten to fifteen years,
filling in some of the holes we had discovered,
and drawing this more current information
together in one place -- this volume -- for use
as a ready resource aid by the statistical
cormunity and 1its users. The conference was
also seen as a means of building a network of
people interested in matching, with a view
towards establishing a more coordinated approach
to future policy and research efforts.

The Workshop

The Workshop drew 140 registrants from both
the U.S. and Canada, representing 47 different
agencies, universities, and businesses -- a very
sizable segment of the major contributors to the
field of exact matching today. Mot surpris-
ingly, well over half of those who attended
represented Federal agencies; most notably, the
Bureau of the Census, Internal Revenue Service,
Social Security Administration, Energy Infor-

mation Administration, and the Bureau of Labor
Statistics. Furthermore, about half of those
who came expressed primary interest in appli-
cation issues. The remainder were about equally
divided between statistical theory and computa-
tional developments.

Workshop Results

In addition to the interactions which took
place at the Workshop, there were also several
important tangible products which resulted from
that effort. First, based on discussions at the
Workshop and subseguent correspondence, some
recommendations for next steps in exact matching
were developed. These were summarized by the
Matching Group and appear following this Intro-
duction. Next, selected papers representing the
historical development of modern matching
methodological thought were assembled. These
have been represented here in Section I. Then,
in Sections II through VI, presentations from
the Workshop and a few additional related papers
are provided. Their inclusion is intended to
document the current state of exact matching
methodology, application and computer software
development.

Finally, extensive efforts were made to
develop a comprehensive bibliography of exact
matching literature. What resulted was a
collection of five separate reference 1lists,
each slightly different in orientation. These
are provided in Appendix A. Also, along similar
lines, the Matching Group developed a special
software package containing a menu-prompt
Tibrary of information on recent exact matching
studies. This effort was dubbed Project LINK-
LINK and is described in Section VI of this
volume.

One of the most qimpoertant outgrowths of the
Workshop, however, was that it provided a long
overdue forum for persons working in the area of
exact data 1linkage. It not only sparked new
interest in matching, but provided an atmosphere
where participants could interact on a more
personal basis -- a very important factor which,
in the past, has been lacking, resulting in un-
necessary duplication of effort in some
cases. If nothing else, the Workshop has served
its purpose if it acts as a catalyst for
initiating more concerted efforts with regard to
matching policy, methodological development and
application. It was with this aim in mind that
the Matching Group assembled the Recommendations
which follow.



RECOMMENDATIONS

rive recommendations are provided here from
the Matching Group, Administrative Records Sub-
committee, Federal Committee on Statistical
Methodology. The first recommendation calls for
the establishment of a continuing dinteragency
working group on record linkage systems and
techniques: such a working group would be
expected to play a significant role in imple-
menting recommendations 2 through 5. The second
recommendation calls for careful monitoring of
external developments that might affect the
prospects for undertaking record linkages for
statistical purposes. Recommendations 3, 4 and
5 didentify specific aspects of record linkage
systems and technigues that deserve special
emphasis in future research, development and
evaluation activities. The five recommendations
are:

1. Documentation should be improved and

information on record Tinkage systems and
techniques should be shared.
It 1s recommended that the Matching Group
of the Administrative Records Subcommittee
be reconstituted as a Technical Working
Group on Record Linkage Systems and
Techniques, continuing to function under
the auspices of the Federal Committee on
Statistical Methodology. The main goal of
the Working Group would be to promote the
effective use of record linkage technigues
for statistical purposes by encouraging the
documentation of individual record Jinkage
systems and technigues and the sharing of
relevant technical information. A primary
activity would be sponsorship and
organization of workshops and meetings of
professional societies to discuss relevant
new developments and research, and to
disseminate information on existing systems
and techniques. In addition, the
reconstituted working group would
contribute, 1in appropriate ways, to the
implementation of recommendations 2 through
5 below.

2. Changes in the external environment for
record Tinkages should be monitored.
Statistical users of record  linkage
techniques should track external devel-
opments that may influence their ability to
perform record linkages. Such developments
include changes in laws, regulations and
policies affecting access to records and
changes in the content of data files used
in record linkages. Examples of the latter
would include increased use of four-digit
ZIP code add-ons ("ZIP + 4") and steps

taken to promote the wuse of unique
addresses in rural areas. In so far as
possible, statistical users of record
linkage techniques, working through the

reconstituted Working Group (see recommend-
ation 1), should attempt to influence the

course of these developments in ways that
will facilitate statistical applications.
For example, the Working Group might try to
promote the development of standards for
reporting names and addresses of both busi-
nesses and individuals.

Comparative evaluation studies of record
Tinkage systems should be undertaken.

Several agencies of the United States and
Canadian governments have invested
substantial resources in the development of
automated record linkage systems for use in
a variety of statistical programs. For
many new applications, use of an existing
system is 1ikely to be more cost-effective
than development of a new one. To aid
potential users of record linkage systems,
it is recommended that resources be sought
for comparative evaluations of existing
systems and some of their components, such
as name and address standardizers and

blocking rules. The evaluation design
should recognize that record 1linkage
systems vary in their objectives,

especially with respect to the kinds of
units for which records are to be matched:
persons or businesses. A much-needed first
step 1is the development of a detailed
evaluation plan that specifies the measures
of quality and cost to be used in the
evaluation and the nature of the files to
be matched. Such evaluations may require
data sets for which true match status is
known. One possibility would be to create
such data sets by simulation.

Research and development aimed at the
improvement of record linkage systems and
techniques should give priority to selected

aspects.
ecognizing that resources for the
development of improved record linkage

systems are limited, it is recommended that
priority be given to the following aspects:
(1) systems for 1linking business records,
{2) name and address standardizers, (3)
string comparators, (4) the choice of
blocking strategies, (5) the development of
"learning" systems, and (6) the role of
manual intervention.

Errors associated with record linkages and
their effects on analyses should Dbe
measured,

Tt is recommended that more research be
carried out on the error characteristics of
record linkage systems and on the effects
of errors on analyses performed with the
linked data sets. To enhance the value of
such research, consensus 1is desirable on
standard measures of record linkage errors
and on methods of measuring them. Prom-
ising error measurement methods include




multiple wmatching techniques and direct
contacts with sampies of 1linked pairs to
determine their true match status.

By design, the principal focus of the Workshop
discussions and followup comments by
participants was on methodological aspects of
record linkages for statistical purposes. Legal
and ethical considerations in such linkages were
not part of the main agenda.

Nevertheless, the Matching Group of the
Administrative Records Subcommittee recognizes
that legal and ethical considerations must be
weighed carefully by any organization that links

records from different sources and that public
perceptions of the appropriateness of various
kinds of record linkages are also of critical
importance. More research in these areas would
also be desirable, addressing, in particular:
{1} public understanding of and attitudes toward
Tinkages performed for statistical and other
purposes; (2) survey respondents' comprehension
of informed consent statements currently being
used, especially when such statements cover
linkages of survey data and administrative
records; and (3) the effects on survey response
of varying the amount and kinds of information
included 1in informed consent statements to
respondents.

Members of the
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Automatic Linkage of Vital Records*

Computers can be used to extract “follow-up”

statistics of families from files of routine records.

H. B. Newcombe, J. M. Kennedy, S. J. Axford, A. P. James

The term record linkage has been
used to indicate the bringing together
of two or more separately recorded
pieces of information concerning a par-
ticular individual or family (7). Defined
in this broad manner, it includes almost
any use of a file of records to deter-
mine what has subsequently happened
to people about whom one has some
prior information.

The various facts concerning an in-
dividual which in any modern society
are recorded routinely would, if brought
together, form an extensively docu-
mented history of his life. In theory at
least, an understanding might be de-
rived from such collective histories con-
cerning many of the factors which op-
erate to influence the welfare of human
populations, factors about which we are
at present almost entirely in ignorance.
Of course, much of the recorded in-
formation is in a relatively inaccessible
form; but, even when circumstances
have been most favorable, as in the
registrations of births, deaths, and mar-
riages, and in the census, there has been
little recognition of the special value of
the records as a source of statistics
when they are brought together so as to
relate the successive events in the lives
of particular individuals and families.
The chief reason for this lies in the high
cost of searching manually for large
numbers of single documents among
vast accumulations of files. It is obvious
that the searching could be mechanized,
but as yet there has been no clear dem-
onstration that machines can carry out
the record linkages rapidly enough,
cheaply enough, and with sufficient ac-
curacy to make this practicable,

The need for various follow-up studies
such as might be carried out with the
aid of record linkage have been dis-
cussed in detail elsewhere (7, 2), and
there are numerous examples of im-
portant surveys which could be greatly
extended in scope if existing record files
were more readily linkable (3). Our

special interest in the techniques of rec-
ord linkage relates to their possible use
(i) for keeping track of large groups of
individuals who have been exposed to
low levels of radiation, in order to de-
termine the causes of their eventual
deaths (see 4, chap. 8, para. 48; 5),
and (ii) for assessing the relative im-
portance of repeated natural mutations
on the one hand, and of fertility dif-
ferentials on the other, in maintaining
the frequency of genetic defects in
human populations (see 4, chap. 6,
para. 36¢).

Our own studies (6) were started as
part of a plan to look for possible dif-
ferentials of family fertility in relation
to the presence or absence of hereditary
disease (through the use of vital records
and a register of handicapped children).
The first step has been the development
of a method for linking birth records
to marriage records automatically with
a Datatron 205 computer. For this pur-
pose use has becn made of the records
of births which occurred in the Ca-
nadian province of British Columbia
during the year 1955 (34,138 births)
and of the marriages which took place
in the same province over the 10-year
period 1946-55 (114,471 marriages).
Fortunately, these records were already
in punch-card form as a part of Cana-
da’s National Index, and from them
could be extracted most of the neces-
sary information on names and other
identifying particulars. An intensive
study of the various sources of error in
the automatic-linkage procedure has
now been carried out on approximately
one-fifth of these files.

Technical Problems

One of the chief difficulties arises
from the unreliability of the identifying
information contained in successive rec-
ords which have to do with the same
individual or married pair. The spell-
ings of the surnames may be altered,

the first Christian name on one record
may become the second on another, and
the birthplaces and ages may not be
correctly stated. Much of the design
effort must be directed toward ensuring
that records can be linked in spite of
such discrepancies, which in our files
occurred with frequencies of about 10
percent of all record linkages involving
live births and 25 percent of all link-
ages involving stillbirths.

A second problem relates to ambigu-
ous linkage, in which it is uncertain
whether or not a birth has arisen out of
a particular marriage, or where there
are two or more marriages any one of
which might be that of the parents.
These problems tend to occur when the
husband’s surname and the wife's maid-
en name are both common in the region
studied, but they can also be associated
with rarer family names, as in the mar-
riage of two brothers to two sisters, and
in certain racial minority groups. The
difficulty increases with the size of the
population under study.

At first sight these considerations
might seem to preclude any extensive
use of automatic record linkage as a
source of statistics, since it is not at al!
obvious that the rules of judgment as
exercised by a human being can be
adapted to machine use. Also, partially
mechanized record-linkage operations
have proved laborious in the past (7).

Nevertheless, satisfactory procedures
were eventually developed. These began
with a series of small-scale attempts to
link records visually, and thus to gain
insight into the causes of any failures.
The first of these studies was carried
out at the Bureau of Statistics by one
of us (S.J.A.) and made use of one of
the standard phonetic name-coding sys-
tems to reduce the undesirable conse-
quences of spelling discrepancies in link-
ing records of sibling stillbirths. The
gradual evolution of the method since
that time has served to make it evident
that further refinements can undoubted-

*Reprinted with permission from Science, Copyright 1959, by the American Association
for the Advancement of Science, Vol. 130, No. 3381, October 16, 1959, pp. 954-959.
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Fig. 1. (Top) Frequency distribution of brides' maiden names, in Soundex coded form,
from records of 114,471 marriages in British Columbia for 1946-55. (Bottom) Fre-
quency distribution of family-name pairs for married couples, in Soundex coded form,
from the same records. Two East Indian names, of which one is customarily passed from
mother to daughter and the other from father to son, were omitted, These occurred
together in the same combination in approximately 100 marriages.

ly be developed and that no limit to the
possible reliability of the linkages is yet
in sight,

Methods

Of primary interest was the develop-
ment of a procedure which would be
fully automatic and free from piecemeal
operations which might later limit the
usefulness of the approach. This aim
was achieved, chiefly because the use of
a computer made it possible to compare
each birth record in turn with all of
the marriage records in appropriate sec-
tions of the marriage file. Since groups
of marriages were sometimes scanned a
number of times, it is apparent that this
operation could not have been carried
out with conventional card-handling
equipment. Thus, without the computer,
a visual search through printed lists
would have been required to achieve
some of the linkages.

To reduce the number of marriage
records with which the computer must
compare a birth record, it was decided
to make use of both the husband’s sur-
name and the wife's maiden name, these
being present on both the marriage and
the birth cards. The surnames were first
reduced to phonetic codes, consisting in
each case of the first letter of the name
followed by three numeric digits and
known as the Russell Soundex Code
(8), the computer being used for the
coding operation. The codes served two
purposes: They were designed to remain
unchanged with many of the common
spelling variations and in the present
application were thus expected to bring
together linkable records which would
have been widely separated if arranged
in a strictly alphabetic sequence. The
coding also simplified the subsequent
use of the Datatron computer, which is
essentially a mathematical instrument
and works more readily with numbers
than it does with letters.

The extent to which two surnames
are more efficient than one for identify-
ing a family group has probably not
been generally recognized. Thus, of the
various brides’ maiden names encoun-
tered in the marriage file, more than
half recurred (in their coded forms)
with frequencies in the range from 64
up to 1024 per 10°. In contrast to this,
nearly 80 percent of the pairs of family
names (in their coded forms) were
unique; that is, they occurred only once
in our file in that particular combina-
tion, and extremely few had frequencies
exceeding 4 per 10* (see Fig. 1). This



meant that we could mechanically com-
pare each birth for the entire year with
all of the marriages, using the same pair
of surname codes, and that only rarely
would the number of code matchings
exceed one or two per birth.

To enable the computer to decide
whether or not a birth and a marriage
relate to the same married pair, use
must be made of other identifying par-
ticulars. We relied chiefly on six items:
the full alphabetic family names of the
husband and wife (limited to nine let-
ters each), their provinces or countries
of birth (each coded as a two-digit
number), and their first initials. In ad-
dition, the ages of the married pair were
available on our cards for all of the
birth records and for about half of the
marriage records (that is, for marriages

in the period 1951-56); the second ini-
tials were present in the case of the
birth file; and the name of the city or
place of the event (restricted to six let-
ters) was available throughout both files.

As mentioned earlier, no one piece of
information was entirely reliable. Usu-
ally it was obvious on inspection that
the two events did, or did not, relate
to the same married pair, but occasion-
ally the decision was difficult. For this
reason the computer had to calculate
a probability that the couples were the

-same, or were different. The operation

was performed automatically when the
files were first matched.

The principle on which such a prob-
ability was based is fairly simple. If,
for. example, the province or country
of birth of both the husband and wife
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Fig. 2. (Top) Frequency distribution of the probabilities (in binits) obtained on com-
paring birth and marriage records having identical Soundex code pairs (calculated with-
out using ages), based on records contained in the first fifth of the birth and marriage

files (husband’s surname beginning with 4, B, or C). For this comparison only legiti-
mate live births and marriages recorded in 1951-55 (a period for which ages are avail-
able) were considered. There were 2174 cases of genuine linkage and 1232 cases of

accidental Soundex agreement. (Bottom) Same as above, except that the ages were used

in calculating the probabilities.

agree on the two records, these facts
may influence somewhat our belief that
these records relate to the same married
pair. Of course, the weight which one
attaches to the information will be small
if both have been born in the home
province of British Columbia, but it will
be large if they happen to have been
born in, let us say, Switzerland and
New Zealand, respectively. To give this
a mathematical form it is necessary to
know the frequencies for the various
birthplaces of brides and grooms, and
these can be determined quite readily
either from published statistics or from
the files themselves.

Similar reasoning can be applied to
any item of identifying information,
and to both agreements and disagree-
ments. In order that the probabilities
may be added together they must be
converted to logarithms, and it is con-
ventional practice in information theory
to use logarithms to the base 2 of the
probabilities expressed in the form of
the “odds,” for or against. The units
are known as “binits.” Thus, if the odds
were 16 to 1 in favor of a genuine link-
age, this would be represented as plus 4
binits, and odds of 16 to 1 against would
be minus 4 binits. It is convenient to
remember that a value of 10 binits is
equivalent to odds of approximately
1000 to 1.

For present purposes, the probability
or odds associated with a given agree-
ment or disagreement may be obtained
in binit units from the expression:

1082 Py, — Ing Pp (1)

where p, and p, are the frequencies
with which the agreement or disagree-
ment occurs, respectively, in the linked
pairs of records and in pairs which have
been brought together by accident. The
expression will have a positive value in
the case of agreement and a negative
value in the case of disagreement.

As applied to agreements of initials
and birthplaces, the expression can usu-
ally be simplified without any great loss
of accuracy, since the particular letter
or place should agree in the linked rec-
ords almost as often as it appears in the
individual records, and the chance of a
fortuitous agreement will in most cases
be approximately the square of this
frequency. By substitution, expression
1 thus becomes:

log, pr — log, (pp)? = —log, py (2)

where py is the frequency of the par-
ticular initial or birthplace in the indi-
vidual records.



The approach also lends itself to com-
parisons of the ages as stated on the two
records, the lapse of time between the
two events, and whether a discrepancy,
if present, is slight or large, being taken
into account. Even such an unlikely
item as the place of the event can be
used; if the marriage and the birth oc-
curred in different places the fact car-
ries little weight, but if they occurred
in the same place (provided it was not
the largest city in the province) the fact
is'important.

The items from which the probabili-
ties were calculated in our study were
the two alphabetic surnames, the two
birthplaces, the two first initials, the two
ages (where these were given on the
cards), and the place of the event. For
possible future use the computer also
compared the birth order with the ap-
parent duration of the marriage at the
time of the birth, and wherever a first
initial failed to agree, the computer
looked for agrecment between the first
initial on the marriage record and the
corresponding second initial on the birth
record.

This sort of treatment can be adapted
to linking almost any types of records
where the information in common is
sufficient for the purpose. Although
tables of probabilities (in binits) con-
taining over 300 items were used in the
present study, they did not exhaust the
capacity of the computer’s memory unit.
The limiting factor is the discriminating
power inherent in the information sup-
plied, and it is apparent that additional
items of information can be of use even
where they are of limited reliability.

The extent to which ages, for ex-
ample, enable the computer to separate
the genuine linkages from the fortuitous
Soundex agreements can be seen from
the data of Fig. 2. In this case, the num-
ber of record comparisons falling in
the region from minus 10 to plus 10
binits, where the degree of certainty is
less than 1000 to 1, is reduced by a
factor of 3 when use is made of the
additional information.

Reliability of the Linkages

Studies of the accuracy of the present
computer-handling procedures indicate
that about 98.3 percent of the potential
linkages are detected in the existing rec-
ord files, and that contamination with
spurious linkages is 0.7 percent [see
(9)]. This degree of accuracy is consid-
ered adequate for the statistical studies

Fable 1. Surname spelling discrepancies®.

Discrepancies

Number of Total spelling affecting the
Name 'Iinkages discrepancies phonetic codes

in pl
No. ‘ Percentage No. I Percentage

Husband’s surname 3622 41 1.1 15 04
Wife's maiden name 3501 115 3 4?2 1.2
Combined 4.4 1.6

* Based on visual linkages of births with mazriages. To

detect spelling discrepancies in & random assortment of

the I‘amnly names of one partner, use whs l;lflde of the PI;‘:S of the files in which the family name of the spouse began

with 4,

, or C. Thus, the two

P d appr y 19 percent of the itotal files.

Table 2. Discrep in birthplaces and first initials*.
Number of Discrepancies
Category linkages
in sample No T Percentage
Birthplace of husband 2174 22 1.0
Birthplace of wife 2174 21 1.0
First initial of husband 2174 60 2.8
First initial of wife 2174 83 38
Total 8.6
Total, including surnames 11.4
Linkages having discrepancies in one or more of the six items 10.3

. Dlscreplncu: in computer linkages of records contained in the first fifth of the birth and marriage files (hus-

bands’ surnames beginning with A, 8, ol

from Table 1.

which have been planned, since the loss
of such a small amount of data cannot
in itself constitute a source of bias.
Further, both the losses and the con-
taminations can be detected in the ma-
jority of cases by means of a subsequent
check on the continuity of birth orders
within families.

Variations in the spelling of the fam-
ily names occur in about 4 to 5 percent
of all linkages, but the losses from this
source are reduced by the use of the
phonetic codings to approximately a
third of that value (see Table 1). The
detection of such losses was accom-
plished by the simple expedient of re-
sorting the files in a sequence which
ignored the suspect code but trusted
other identifying items, the files then
being listed and examined visually. This
operation could have been performed
by the computer, and since the six main
identifying items all agree in about 90
percent of the linked pairs of records
(see Table 2), two additional arrange-
ments of the files, each of which ignored
one of the two Soundex codes, would
be sufficient to reduce losses of this kind
from the present 1.6 percent to about
0.16 percent. For the projected statis-
tical studies such a procedure would
hardly be worth while, the computer
time being the limiting factor. It might
become of value for other purposes,
however, as computer speeds increase,
especially as it is customary for central
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C}; only lmklges of legitimate live births with
1951-56 (for which ages were lvulnble) were used. For the “total, mcludmgvsumames.. marriages in the poriad

use was made of the data

registry offices to keep two separate
listings of marriages for searching pur-
poses, arranged under grooms’ surnames
and brides’ maiden names, respectively.

Failure of the calculated probabilities
to make a correct distinction contrib-
uted a few additional losses and a few
spurious linkages. These were detected
by comparing the full Christian names
as given on the original registration
forms wherever the calculated probabil-
ity fell within the range from minus 10
to plus 10 binits. Where age was used
in calculating the probabilities there
were only one loss and four spurious
linkages from this source in a sample
of over 2000 linkages (see Table 3).
Although this degree of accuracy is ade-
quate for almost any purpose, to make
a further reduction in the number of

spurious linkages would not be dif-
ficult.

Table 3. Losses and spurious linkages due to
lack of sufficient identifying information, which
occurred in the linkage reported in Table 2
9.

Spurious
No. of Losses linkages
Item ] linkages
in Per- Per-
sample No. centage No. centage
Age data
used 2174 1 0.05 4 0.23
Age data
not used 2174 5 0.2 26 12




The contamination with spurious link-
ages will tend, however, to vary in direct
proportion to the size of the marriage
file with which the births are compared.
Thus, in any future studies of larger
populations it might be desirable to
make use of additional identifying in-
formation. Christian names (perhaps re-
stricted to four letters each), the city of
birth of the husband and of the wife,
respectively (likewise restricted to a few
letters), and the province and year of
marriage (not shown at present on the
birth registration form) would all be
suitable data for this purpose. The last
of these three groups of items, however,
would be of special value in effectively
reducing the size of the marriage file
with which any one birth would have
to be compared, and in this manner re-
ducing the false linkages. Occasional in-
accuracies in the additional information
would not greatly alter its usefulness in
view of the nature of the handling pro-
cedures.

It is doubtful whether the present ac-
curacy of the procedure can be matched
by that of conventional survey and in-
terview techniques, and its potential ac-
curacy is certainly much greater than
that of conventional techniques.

Speed of Record Linkage

By far the largest part of the effort in
this undertaking has gone into the prep-
aration of the card files. This has in-
cluded, in the case of the marriage cards,
a mechanical reproduction of the infor-
mation contained in the existing Nation-
al Index marriage cards for brides and
for grooms, respectively, on a single card
of our own format. Likewise, a part of
the contents of our birth cards was ob-
tained by reproduction from existing
National Index birth cards, but in this
case the maiden name of the mother and
a number of other items were then
added from cards which had been espe-
cially key-punched for the purpose. The
family names on all cards in both files
were Soundex coded by means of the
computer, and the files were sorted into
a Soundex sequence by pairs of codes,
and listed. For the purpose of the initial
record-linkage study the part of the
marriage file for married pairs in which
the groom’s surname began with 4, B,
or C (approximately one-fifth of the
total file) was transferred to magnetic
tape.

This done, the computer made the

necessary birth-to-marriage comparisons
when presented with the birth cards,
matchings with respect to the pairs of
name codes being achieved at a rate of
approximately one comparison every 3
seconds. About half of these code agree-
ments represented genuine linkages (/0).
(Subsequently the whole of the birth
and marriage files were put on magnetic
tape and linked automatically by the
computer.)

The initial steps would be largely
eliminated were the format of the cards
which are prepared routinely designed
with a view to their possible use for
record-linkage purposes. Also, an im-
provement in the rate at which the com-
puter makes the comparisons can be
gained in later operations by limiting
the longer computations to the relative-
ly small number of comparisons where
simpler tests are inadequate. Some other
short cuts might well be effected in the
program if it were used sufficiently to
justify the time involved. Such improve-
ments can be thought of as reducing the
cost of record linkage, in which com-
puter rentals may be a major item, and
of increasing the ease with which sta-
tistics can be derived from the linkage
process.

The use of a computer especially de-
signed to handle alphabetic information
would further reduce the time required
for the linkages by virtue of this special
design alone, and there are larger com-
puters in which the basic logical steps
are more rapid by an order of magni-
tude. Thus, the present rate of some-
thing like one linkage every 6 seconds
might be increased perhaps-20- or 30-
fold—that is, to 200 or 300 linkages per
minute, with existing equipment.

It is difficult to guess to what extent
these spceds will be exceeded in the next
10 years or so. However, circuits have
been described in the literature in which
the basic logical steps take much less
time than those in any equipment at
present on the market (/7). Research
with the more novel kinds of electrical
switching devices, some of which are
not only fast but extremely compact,
may extend the present limit by at least
another order of magnitude (/2).

Well before such equipment becomes
available, however, it should be possible
to develop the data-processing methods
by which record linkages are achieved
to the point at which the extraction of
a wide variety of family and follow-up
statistics becomes practicable from any
records which are in an accessible form.
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INTRODUCTION

THE ApPLICATIONS of computer technology to genetic problems discussed so
far in this Supplement make use, primarily, of the ability of the machines to
carry out involved mathematical procedures. In contrast, the application which
I shall describe uses the computer as a kind of filing clerk. The task given it
is that of building family histories of births, marriages, procreations, deaths,
and ill health from the individual registrations of these events, and of doing
so on a substantial scale.

Although the computer is at no point asked to carry out any mathematical
operation more complicated than simple addition and subtraction, it must
nevertheless perform a function that is much more unconventional for ma-
chines. It is required to simulate the judgment of a human clerk who attempts
to file correctly the incoming correspondence from people who are careless
about the way they spell their family names, who may sometimes use their
middle names as if these were their first, and who may be writing from places
that are not their usual addresses.

Provided that a computer can be instructed to carry out an operation of
this kind with a degree of accuracy similar to that of a human filing clerk,
the special talent which it may be expected to apply to the task is its speed.
Current experience with this sort of computer application is particularly
encouraging, in terms of accuracy, speed, and cost, and the capabilities of
the machines will undoubtedly increase as time goes on. Thus, it is not un-
realistic to think of integrating, in due course, some major fraction of the rou-
tine personal documentation dealing with reproduction and health into the
form of individual and family histories.

CONCEPTS

A number of concepts will be discussed that are inherently simple, but
the implications of these concepts will not necessarily be self evident.

The idea of linking records, for example, is particularly simple—the phrase
record linking just means bringing together information from two independent
sources about the same person—but with successive linkings the information
may take on the characteristics of a collection of personal or family histories.

*Reprinted with permission from American Journal of Human
Genetics, University of Chicago Press, Vol. 19, No. 3,
Part I (May), 1967.

13



Even such familiar file upkeep operations as the insertion of address changes
into a mailing list are elementary forms of record linking. However, the
process as applied to human genetics will involve successive linkings of
routinely collected records of procreative and health events to derive, eventu-
ally, multigeneration pedigrees for whole populations.

The two principal steps in any linking operation, namely, those of searching
out the potentially linkable pairs of records for detailed comparison and of
deciding whether or not a given pair is correctly matched, are commonplace
in almost any operation by which a file is kept up-to-date. However, both of
these steps, if they are to be carried out efficiently by machines, involve the
use of stratagems of kinds that are employed almost unconsciously by a human
filing clerk. For the searching step, the aim must be to reduce the number of
failures to bring potentially linkable records together for comparison, such as
may occur as a result of discrepancies in the file sequencing information, but
this must be done without resorting to excessive amounts of additional search-
ing. For the matching step, the problem is that of enabling the machine to
apply in numerical form the rules of judgment by which a human clerk would
decide whether or not a pair of records relates to the same person when some
of the identifying information agrees and some disagrees.

Similarly, the idea of arraying pedigree information in linear fashion to
facilitate storage, updating, and retrieval by machines using magnetic tapes
as the storage medium is simple and by no means new. Nevertheless, the
forms which such linear arrays may take bear little resemblance to the con-
ventional pedigree charts with which geneticists are most familiar. The great
flexibility of the linear pedigrees and the ease with which family relationships
of unlimited complexity may be represented in such a fashion are, for this
reason, not generally appreciated. In comparison, however, the usual two-
dimensional representations are exceedingly cumbersome (Fig. 1).

Finally, it has not been uncommon in the past to derive partial histories
of individuals and families from the routine vital and health records, on
a small scale, by manual means. However, the idea that some substantial
fraction of these enormous files might be so organized and that we are at
the point now where this would be technically feasible and not too expensive
is one that has been slow in gaining acceptance. Nevertheless, the inherent
possibilities are beginning to be recognized. A colleague of mine is reported
to have remarked recently that we are still using old data on hemophilia, that
there are many hemophiliacs in Canada, almost all of whom will wind up in a
computer sooner or later, and “what a shame if it is only opposite a dollar
sign.”

The concepts may not be new, but such implications are.

METHODS OF RECORD LINKING

The two essential steps in the linking of records by computer, that is, the
searching step and the 'matching step, have precise counterparts in many
manual filing operations. Although the accuracies of such operations and the
times required are generally regarded as important, it is unusual to judge the
efficiencies in numerical terms or to set down the conditions under which
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FANNING BACKWARD

T

Fic. 1. Conventional pedigree charts, Note the difficulty of representing in a single
chart the ancestors, descendants, cousins, and in-laws.

an optimum balance may be achieved between the level of accuracy and its
cost as indicated by time required to achieve that level. Where such an under-
taking is to be carried out on a very large scale by a computer, however, some
thought may profitably be given to the efficiency of the operation in these
terms.

L. Optimizing the Searching Step

In the case of the searching step, errors in the form of failures to bring
potentially linkable pairs of records together for comparison could be reduced
to zero simply by comparing each incoming record with all of the records
already present in the master file. Where the files are large, however, such a
procedure would generally be regarded as excessively costly in terms of the
enormous numbers of wasted comparisons of pairs of records that are
unlinkable.

For this reason, it is usual to arrange the file in some orderly sequence,
using identifying information that is common to both the incoming records
and those already present in the master file. Detailed comparisons then only
need to be carried out within the small portions of the master file for which
the sequencing information is the samc as that on the incoming records
(Fig. 2). For many purposes, it is common practice to usc the alphabetic
surnames and first given names for sequencing a file of personal records.
The price that must be paid for the saving of time is an increase in the failures
to bring potentially linkable pairs of records together for comparison, owing
to discrepancies in the sequencing information on pairs that in fact relate
to the same person. However, different kinds of information that might
be used for the sequencing differ widely, both in their reliability and in the
extents to which they subdivide a file.

Although alphabetic surnames are commonly employed, they are not particu-
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A) NO SUBDIVISION (100,000 RECORDS)

— NUMBER OF COMPARISONS FOR EACH
INCOMING RECORD = 100,000

(OR 50,000 DEPENDING ON THE RULES)

— CHANCE OF FAILURE TO BRING POTENTIALLY
LINKABLE PAIRS TOGETHER : O

1
B) SUBDIVISION TO 2 (e.g. BY SEX)

— NUMBER OF COMPARISONS REQUIRED
IS HALVED

— CHANCE OF FAILURE DEPENDS ON THE
FALLIBILITY OR LIKELIHOOD OF DISCREPANCY
OF THE ONE ITEM OF SEQUENCING

INFORMATION
C) SUBDIVISION TO %100,000

— NUMBER OF COMPARISONS IS REDUCED
FROM 100,000 TO ONE PER NEW RECORD

~CHANCE OF FAILURE TO COMPARE 1S
INCREASED BY THE FALLIBILITY OF EACH
SEQUENCING ITEM (THE CORRECT
MATCHING RECORD COULD BE IN ANY
ONE OF 99,999 OTHER PLACES)

Fic. 2. Optimizing a single sequence search. Subdivision must be based on items
of identifying information with the highest efficiency ratios and must be adjusted to an
acceptable low level of losses or of wasted comparisons.

larly efficient for sequencing, because of the high frequency with which they
are misspelled or altered. Considerable improvement can be achieved by set-
ting aside temporarily the more fallible or labile parts of the information
which the surnames contain, while retaining as much as possible of the
inherent discriminating power. There are a number of systems for doing this,
the most common of which is known as the Russell Soundex code. This is
essentially a phonetic coding, based on the assignment of code digits which
are the same for any of a phonetically similar group of consonants. (Details
of a number of such surname coding systems are given in the Appendix.)

In practice, we have found that the Soundex code remains unchanged
with about two-thirds of the spelling variations observed in linked pairs of vital
records, and that it sets aside only a small part of the total discriminating
power of the full alphabetic surname. The system is designed primarily for
Caucasian surnames, but works well for files containing names of many
different origins (such as those appearing on the records of the U. S. Im-
migration and Naturalization Service). This particular code is less satisfactory,
however, where the files contain names of predominantly Oriental origin,
because much of the discriminating power of these resides in the vowel
sounds which the code ignores.

16



Any kind of identifying information that is available on all of the records
may, of course, be used for sequencing the files, and it should not be assumed
that surnames necessarily possess special merit for this purpose. The qualities
required are reliability and discriminating power, both of which may be
measured numerically. Usually, where the discriminating power of any one
kind of information alone is insufficient to divide the file finely enough, two
or more kinds of information may be used together to achieve a required
degree of subdivision. However, each additional kind of information carries
its own likelihood of discrepancy and thus contributes to the over-all tendency
for the sequencing information to be reported differently on successive records
relating to the same person, with a resulting increase in the frequency with
which potentially linkable records will fail to be brought together for compari-
son. It is important, therefore, to choose the most appropriate kinds of infor-
mation from among those that are available.

Fortunately, there are numerical tests which will indicate the relative merits
of the different items of identifying information for the purpose of sequencing
the files. Three values will be discussed, the coefficient of specificity, the
discriminating power, which is simply another way of describing the specificity,
and a so-called merit ratio, which may be used to indicate the amount
of discriminating power per unit likelihood of discrepancy. This latter value
can be used in selecting the most appropriate information to be employed in
sequencing a file.

The fineness with which a file will be divided by a particular kind of identi-
fying information may be represented by a single number, the coefficient of
specificity,

Ca =3P 22 (1)

where P, is the fraction of the file falling in the xth block (see Fig. 3). C,
may be thought of as the fraction of the file falling within a block of strictly
representative size. Since most identifying information divides a file unevenly
into a mixture of small and large blocks, it is convenient to be able to indicate
the effective degree of division of the file in this simple manner.

Unlike the coeficient of specificity, which gets smaller as a file becomes
more finely divided, the discriminating power increases with the extent of the
subdivision. Furthermore, it is usually regarded as an “addable” quantity. Thus,
the discriminating power may be taken as the logarithm of the inverse of the
coeflicient of specificity, and in practice we have found it convenient to use
logarithms to the base two (see Table 1):

D, =log:(1/Cs) (2)
Finally, the merit of any particular kind of identifying information for se-
quencing the files may be taken as the ratio of the discriminating power to

the likelihood of discrepancy or inconsistency of such information in linkable
pairs of records:

M,=D,/I (3)

In calculating this so-called merit ratio, we normally use the percentage likeli-
hood of inconsistency as the numerical value of I.
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C.= (1/;)2 =1/, =1

Co=(1/2)F +(1/,)2 =2, =1,
-lﬂ Co=(1/5)2 +(1/3)2 +(1/35)2 =3/y =1/
ﬂ ﬂ Co=(1/)2 + (/)2 +(1/,)2 =8/,4 =Y/,

ll Co= (1, )2+ (1, )2+ ...... =3P

(where P, is the proportion in the Xth block)

Fic. 3. Examples of coefficients of specificity.

TaBLE 1. ReLATIONSHIP OF COEFFICIENT OF SPECIFICITY AND
DiscriviNaTING POWER

Equivalent number of
Coeflicient of lpegiﬂeity Discriminating power blocks {f file

C,=xpP;} log; (1/C,) equally divided
1 0 20 = 1
1/2 1 2t = 2
1/4 2 22 = 4
1/8 3 28 = 8
1/18 4 2+ = 18
1/1024 10 210 = 1024
1/108 20 220 = 108

The most efficient sequencing of a file will be based on the items of
identifying information that have the highest merit ratios, using enough dif-
ferent items to achieve a combined discriminating power that will subdivide
the file to the required degree of fineness. In this manner, the minimum total
likelihood of discrepancy or inconsistency will have been introduced into the
sequencing items for any required degree of subdivision.

By means of such numerical values, the usefulness of surname information
in its Soundex coded form can be shown to be considerably greater than
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TaBLE 2. RELATIVE MERITS OF ALPHABETIC VERSUS SOUNDEX CODED
SURNAMES FOR SEQUENCING FILES

Equivalent number

Discriminating of blocks Percentage likelihood
Surname power of equal size of discrepancy* Merit ratio
information D, 1/C, I Mt = Dp/l
Alphabetic +9 512 2.2 4.1
Soundex +8 256 0.8 10.0
Residual +1 2 1.4 0.7

®Average for husbands’ and wives’ birth surnames.

that of the full alphabetic surnames for the purpose of sequencing the files,
the merit ratio being about two or three times as large (Table 2). The residual
information that is omitted from the Soundex codes is of very low quality
indeed, having a merit ratio that is less than one-tenth that of the Soundex
codes.

The approach permits the searching step of a linkage operation to be
optimized, in terms of the numbers of (1) wasted comparisons to which an
incoming record must be subjected in order to be brought together with a
potentially linkable counterpart from the master file, and (2) failures to
bring such records together. A tolerable level may be set for either the wasted
comparisons or the failures, and the other value may then be minimized.
Adjustment is achieved by adding or deleting an item from the sequencing
information, thus increasing or decreasing the fineness of subdivision and the
errors simultaneously until the required balance is struck. At no time should
the sequencing information include an item with a lower merit ratio where
one with a higher ratio is available. The cost of the searching step is thus
balanced against its precision with a view to getting the best possible bargain.

In practice, we have found that by sequencing a master file of 114,000 mar-
riage records in order of the puirs of surname codes for the grooms and
brides, the number of wasted comparisons was kept at a very low level, i.e.,
0.6 per incoming birth record where the births had arisen from marriages
represented in the master file and 1.6 for all other incoming birth records.
The number of failures to bring potentially linkable records together for
comparison due to spelling discrepancies that altered one or other of the
Soundex codes amounted to 1.6% of the potentially possible linkages.

The discussion so far has assumed that all of the linkings will be carried
out using files arranged in a single sequence. However, the cost of sorting
by computer is rapidly diminishing. Where more than one sequence is per-
mitted, an even better bargain may be struck in terms of the precision that
can be achieved for any given number of wasted comparisons. Linkings
may then be carried out using very fine subdivisions of the file sequences,
based on information of quite limited reliability, with the assurance that
potentially linkable pairs of records which are not brought together on the
first search will be compared in one of the alternative sequences based on
other identifying information.

One quite large manual test of such a procedure has been carried out in
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TaBLE 3. IDENTIFYING INFORMATION ON VitaL RECORDS

Birth Birth- Birth date

Event and individual name place* (or age)
Marriage

Groom + + (+)

Bride + + (+)

Father of groom + +

Mother of groom + +

Father of bride + +

Mother of bride + +
Birth

Child + + +

Father + + (+)

Mother + + (+)
Death

Deceased + + +

Spouse +

Father + +

Mother + +

®i.e., city or place, and province or country.

which initials and provinces of birth were substituted in the secondary se-
quences for one or other of the two surname codes. This test showed that a
reduction in errors by more than tenfold could be achieved at the price of a
two- to three-fold increase in wasted comparisons.

Where the avoidance of “lost” linkages is of special importance, the use of
multiple alternative sequences represents an ultimate in refinement.

2. Optimizing the Matching Step

When pairs of records are brought together for comparison, decisions must
be made as to whether these are to be regarded as linked, not linked, or
possibly linked, depending upon the various agreements and disagreements
of items of identifying information. It is also desirable that such decisions
be based on numerical estimates of the degrees of assurance that the records
do or do not relate to the same persons. The computer is asked, in effect,
to simulate the processes of human judgment and to make the best use it can
of the items of identifying information that are individually unreliable but
collectively of considerable discriminating power.

The extent of the personal information that is usually entered in the vital
registration makes the potential accuracy of the linkings of these records high
indeed. Newborn children, grooms and brides, and deceased persons are
commonly identified by their full birth names, their birth dates or ages, and
their birthplaces. Together with this personal identification, there is a sub-
stantial amount of family information. The full names of the parents, including
the maiden surname of the mother, are usually given, as well as their birth-
places. In addition, the ages of married couples are entered in the records
of their marriages and the records of the births of their children (Table 3).

20



Thus, there is an abundance of overlapping information that may be used
to link (1) deaths to births, (2) births to the parental marriages and to the
births of older siblings, and (3) marriage records of brides and grooms to
their birth records, to the marriage records of their parents, and to the birth
and marriage records of their siblings (Table 4). Even where some of the
items fail to agree, the combined discriminating power of such information is
almost always large.

A human filing clerk attempting to carry out such a grouping operation
would intuitively attach greater positive weight to some of the agreements
than to others and greater negative weight to some of the disagreements
than to others. In each instance, the question that is asked, almost uncon-
sciously, is, “Would such an agreement be likely to have occurred by chance
if the pair of records did not relate to the same person?” or “Would such a
disagreement be likely to have occurred by chance if the pair of records did
in fact relate to the same person?” The answer in each case will depend upon
prior knowledge gained from experience. An initial known to be rare, such as
“Z,” will be regarded as less likely to agree by chance on a pair of records
than would a commonly occurring initial such as “J.” Similarly, a highly re-
liable and stable item of identification, such as sex, when it fails to agree,
will argue more strongly that the people referred to arec not the same than
would, for example, disagreement of province of birth, which is known from
our own experience to be discordant in about one per cent of genuinely linked

_pairs of records.

The mathematical basis of such intuitive assessments is really quite simple.
In general, agreements of initials, birth dates, and such will be more common
in genuinely linked pairs of records than in pairs brought together for com-
parison and rejected as unlinkable. The greater the ratio of these two fre-
quencies, the greater will be the weight attached to the particular kind of
agreement.

If we wish to obtain numerical weights that can be added to other such
weights, the above ratio may simply be converted to a logarithm. In practice,
the logarithm to the base two has proved partlcularly convenient. These so-
called binit weights are simply

W, = log, (A/B) (4)

where A and B are the frequencies of the particular agreement, defined as
specifically as one wishes, among linked pairs of records and among pairs that
are rejected as unlinkable. The binit weights for agreements will have positive
values because A in such circumstances is always greater than B (Fig. 4), and
these weights may be regarded as strictly analogous to the discriminating
powers discussed earlier cxcept that they relate to particular values of the
various items of identifying information.

There is no need to alter this formula when deriving the weights for dis-
agreements. A and B may be regarded simply as the frequencies of the par-
ticular disagreement, defined in any way, among linked and anlinked pairs of
records. Usually the weights will then be negative in sign, because disagree-
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TaBLE 4. Examrres or KINDS oF LINKAGE

[44

Event Parental information (husband X wife) Individual information
: i th d
Kind Year Surnames Initials i Bl;:)l:iz:nce Ages Name B(i:r acea)te
Death to birth
Birth 1950 Doe X Cox JA MB 09 09 30 25 Fred 15.6.50
Death 1955 Doe X Cox JA MB 09 09 —_ — Fred 15.6.50
Birth to parental marriage
Parental marriage 1945 Doe X Cox JA MB 09 09 25 20 - -_—
Birth 1950 Doe X Cox JA MB 09 09 30 25 Fred 15.6.50
Marriage of a groom, to own birth and own parents’ marriage
Parental marriage 1945 Doe X Cox JA MB 09 09 25 20 — —
Birth 1946 Doe X Cox JA MB 09 09 26 21 Andy 18.5.48
Own marriage 1966 Doe X Cox JA MB 09 09 —_— Andy (age 20)




(A) (B)

LINKED UNLINKABLE
PAIRS PAIRS
FREQ = A fFREQ = B

("BINIT WEIGHTS" = log, A/8B)

Examples
Frequency in Frequency in Binit
Kinds of agreements linked pairs unlinkable pairs Ratio weight
or disagreements A B A/B log: A/B

Agreements

Male sex 1/2 1/4 2 +1

Initial “J” 1/16 1/256 18 +4

Initial “Z” 1/1000 1/1,000,000 1000 +10
Disagreements

City of residence 1/3 2/3 1/2 -1

Initial (any) 1/40 32/40 1/32 -5

Sex 1/8000 1/2 1/4000 -12

Fic. 4. Calculating “binit weights.”

ments are, in most instances, less common among the linked than among the
unlinked pairs; i.e., A will be less than B, and the logarithm of A/B will be
negative.

Exceptions will occur in which an apparent disagreement is in reality a
partial agreement. For example, a discrepancy of one year of age, after
allowance is made for the interval of time between the two registered events,
will frequently be a reflection of an underlying genuine agreement. For-
tunately, however, it is not necessary to prejudge the issue. If the apparent
discrepancy is predominantly a reflection of a partial agreement, the calcu-
lated weight will automatically turn out to be positive.

In practice, the formula is used to derive from the actual files a set of
look-up tables of weights for agreements and disagreements of various items
of information, broken down by the natures of these agreements and dis-
agreements to whatever extent is necessary to make nearly full use of the
disctiminating powers. Such tables are stored in the memory of the computer.
For each detailed comparison of a pair of records, the positive and negative
weights appropriate for the different agreements and disagreements are
added together, and the total weight is used to indicate the degree of
assurance that the pair do, or do not, relate to the same person. The procedure
assumes as a tolerable approximation that the weight for the individual agree-
ments or disagreements are uncorrelated with each other; corrections are
possible where this is not strictly true, but in our own experience these have
been too small to be worth applying.
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The derivation and use of the binit weighting factors have been described
in greater detail elsewhere (Newcombe et al., 1959; Newcombe and Kennedy,
1962). For present purposes, it is sufficient to indicate that there is great
flexibility in the manner in which the weights can be employed and that they
permit the introduction of numerous refinements so as to make nearly full
use of the discriminating power inherent in the identifying information. For
anyone planning an actual application, I would recommend that a number of
small linking studies be carried out by hand to provide an opportunity to
experiment with the system and become familiar with its characteristics.

The total binit weight represents the extent to which assurance of a genuine
linkage is increased, or decreased, as a result of the comparisons made. Such
weights are, in fact, logarithms to the base two of the factors by which the
odds in favor of a linkage are increased over and above what they would have
been in the absence of the comparisons.

In our own operation, the linkages are carried out within the very small
“double surname pockets” of the master file, which contain on the average
between one and two records apiece. Furthermore, an incoming record is
quite likely to find a linkable counterpart there. Thus, even in the absence of
the detailed comparisons, the probability of a match with a record drawn at
random from the correct pocket of the master file will not be so very much less
than 50% (i.e., odds of 1:1). In this situation, the total binit weight will closely
approximate the log. of the odds in favor of a linkage. Weights of +10 and of
+20, for example, may in this situation be regarded as indicating favorable
odds of approximately 1,000 to 1 and 1,000,000 to 1, respectively.

Using the double-surname sequenced files in this manner, no weights are
attached to agreements of the items of sequencing information, ie., to agree-
ments of the surname codes. The reason is that the discriminating powers of
these have already been taken into account automatically, since it is this
information which determines the sizes of the pockets in the master file.

If binit weights were attached to agreements and disagreements of the
sequencing information, incoming records would then have to be thought of
as linking within a population of records consisting of the whole of the master
file. Suppose, for example, that this contained 10° records and was known to
include one which matched each of the incoming records. Under these con-
ditions, the chance of an incoming record linking with a randomly chosen
record from the master file would be 1/10° (= 2—2°). However, if the detailed
comparisons yielded a weight of +24, this would raise the odds from 2-2° up
to 24, i.e., to 16:1 in favor of a genuine linkage.

Thus, to derive from the total binit weights the odds in favor of a linkage,
allowance must be made for the size of the population of records within
which the linkage is carried out by subtracting logs of this population size.
Similarly, allowance must also be made for the limited probability that there
is, in fact, a matching record within that particular population. The log, of
this probability will be negative in sign and when added to the total binit
weight will further reduce its value.

In practice, thresholds must be set which specify the ranges of binit weights
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TaBLE 5. TypicaL MacGnETIC TAPE FORMAT FOR A ViTAL RECORD

Information [ Word*
Soundex pair 1
List word )
Event (date, etc.) 36
Husband (name, etc.) 7-9
Wife 10-12
Offspring 13-14
Record linkage cross reference 15-17
Sibship cross reference 18-19
Statistics 90-24
Other cross reference 25

*One word equals ten octal digits or five alphanumeric characters.

which are to be regarded as representing linkage, no linkage, and possible
linkage. Initially, these thresholds may be set to what seem intuitively to be
reasonable values, but empirical tests are needed to ensure that false linkages,
failures to link, and tentative linkages are balanced in a reasonable fashion.

In an actual operation, the total weights for linked pairs should be recorded
permanently as evidence of the degree of assurance on which the linking was
based. Similarly, for pairs of records that are judged to be neither positively
linkable nor positively nonlinkable but which represent the most likely linkage
available, it is prudent to retain permanently information about each such
doubtful link and the weight associated with it. As more information accumu-
lates about the family groupings, such as the sequences of birth orders in
the families and the intervals between the births, this further knowledge
may assist with the resolution of some of these doubtful linkings, provided
that the information about them is retained on the files.

3. Factors Affecting the Speed of the Record Linking Operation

A number of practical considerations will influence the speed of a record
linking operation.

The individual magnetic tape records should not be unnecessarily large, as
this will increase the times required for input and output and for sorting the
records. It will also limit the number of records that can be manipulated
within the available core memory at any one time. The record format chosen
for our own linking operation, using the vital registrations, consists of 25
words of 30 or 32 bits each (depending upon the magnetic tape units used).
Each word may contain ten octal digits or five alphanumeric characters. This
size of record was found to be sufficient for the storage of the individual and
family identifying information, the statistics, and the cross-referencing in-
formation pertaining to a vital registration (Table 5).

Speeds are also affected by the amount of unused space on the magnetic
tapes between records or between “blocks” of records. On the tapes used
with the Control Data G20 computer, on which most of the recent work was
done, records are stored in addressable blocks of 800 words each, ie., con-

25



TaBLE 6. ExaMpLE oF List PrRoCESSING

Links
New
record Position Record Forward Back
G (1) G* 0 0
B (1) G 0 2
(2) B° 1 0
D (1) G 0 3
(2) B® 3 0
(3) D 1 2
F (1) G 0 4
(2) B° 3 0
(3) D 4 2
(4) F 1 3
A (1) G 0 4
(2) B 3 5
(3) D 4 2
(4) F 1 3
(5) A® 2 0

®Indicates “flag” for head of list.

taining 32 records per block. If records are read singly onto tape rather than
in blocks, a substantial fraction of the tape is used up in the inter-record gaps.
A special time-saving feature in our own linking operation has been the
use of a so-called “list processing” method. Records entering a husband-wife
double surname pocket in the master file are arranged, physically, simply in
order of their entry or acquisition, regardless of the appropriate logical se-
quence in the family groups. The logical position of each record is indicated
by the inclusion on it of the “entry number” (i.e., acquisition number) of the
record that logically preceeds it and that of the record that logically succeeds
it. These numbers are known respectively as the backward and forward links.
When a new record enters the double surname pocket, known as a “super-
family,” it is placed physically at the end; backward and forward links are
then entered in the incoming record, and the existing links on the records
that immediately precede and succeed it in the logical sequences are updated
(Table 6). The saving of time occurs because with this procedure there is
no need to alter the physical positions of the records already in a pocket to
make room for a new record each time one is to be interfiled. The list pro-
cessing method used has been described in detail by Kennedy et al. (1964).
Another factor that affects the speed of a linking operation has been men-
tioned earlier, namely, the size of the units into which the file is broken by
the sequencing information. In our own experience, the use of two phonetically
coded surnames relating to the husband-wife pair has divided a master file of
114,000 marriage records into units containing on the average about 1.6 records
each. For approximately 80% of the file the pairs of surname codes are unique,
i.e., they occur only once in that combination throughout the whole file.
Under the various conditions described above as pertaining to our own
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operation, incoming birth records have been merged and linked with a master
file of parental marriages and earlier births at a rate of 2,300 per minute.
Thus for the British Columbia population of 1.6 million people, with which
this study is concerned, a year’s crop of 35,000 birth records can be merged
and linked with the master family file of ten years of marriages in somewhat
less than 30 minutes of machine time, once the magnetic tape records have
been prepared in the proper format and appropriately sequenced. At a ma-
chine rental of two dollars per minute this is equivalent to a cost of 0.1 cents
per record, ie., it is minute in comparison with the cost of producing the
punchcards in the first place, as is done routinely for administrative and
statistical purposes.

The ways in which these various time-saving devices have been employed
are described in greater detail by Kennedy et al. (1965).

STORAGE AND RETRIEVAL

In the sections that follow, we will consider the manner in which records
relating to sibship groups may be stored together, certain extensions of the
procedures to permit the inclusion of pedigree information covering an in-
definite number of generations, and methods of retrieving information from
the sibship grouping and multigeneration pedigrees. The records pertaining
to the sibships, of course, fall within the main file sequence based on the
surname pairs in their phonetically coded forms (Table 7).

1. Storage of Sibship Groupings of Records

There is a natural sequence in which the vital and health records pertaining
to a sibship group may be linked and stored. Starting with the parental mar-
riage registration, which may be regarded as a “head-of-family” record, birth
records are linked to the marriage record in chronological order, and records
of the various events of ill health, including death, are linked to the birth
records of the children to whom they relate, those for a particular child falling
likewise in chronological order after his or her birth record (Table 8).

The experience which we have had with this kind of file organization relates
to records of marriages, livebirths, stillbirths, and deaths, together with those
from a special register of handicapping conditions of children and adults. In
addition, detailed plans have been worked out for the possible future inclu-
sion of substantial numbers of records from a universal scheme of hospital
insurance. Off-line linkings with the birth registration records are needed in
the case of the handicap and hospital records in order to pick up the mother’s
maiden name which is lacking on the original form. Only after this has been
done can the handicap and hospital records be merged and linked with the
master family file, which is arranged in order of the two parental surname
codes.

Incompleteness of a sibship grouping of records poses no special problem.
In the absence of the parental marriage record, for example, the birth record
of the oldest child represented in the file may serve as the head-of-family
record, and records of the births of younger siblings will be linked to it. A
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TaBLE 7. ExaMpPLE oF DouBLE SouNDEX FiLE SEQUENCE®

Adams X Adair A 352 A 360
Adams X Baron A 352 B 650
Adams X Caird A 352 C 630
Adams X Danys A 352 D 520
{
Baker X Allen B 260 A 450
Baker X Barks B 260 B 620
Baker X Caron B 260 C 830
Baker X Duffy B 260 D 200
{
Baird X Aubry B 630 A 160
Baird X Baker B 630 B 260
(and so on)

°i.e., by husband’s sumame code followed by the wife's maiden surname code.

TasLe 8. EXAMPLE oF a SmssHre GrRouPr oF RECORDS

Parental

Record couple Child
Parental marriage Doe X Cox —
Birth 1 Doe X Cox Alan
Birth 2 Doe X Cox Carl
Il health Doe X Cox Carl
Death Doe X Cox Carl
Birth 3 Doe X Cox Edna

death record may serve likewise as a head-of-family record where it relates to
the oldest child represented in the family group and the birth record for
this child is missing. Thus, all of the available records of vital and health
events may be merged and linked into sibship arrays, regardless of the degree
of completeness or incompleteness of these groupings, and the master file may
be updated periodically by the introduction into it of successive crops of cur-
rent records.

The times required to merge and link the death and handicap records to
the master file are somewhat greater than those for the corresponding opera-
tion as applied to birth records. There are two reasons for this. First, an ill
health or death record must scan all of the birth records present in the ap-
propriate double surname pocket of the master file, and these will tend to be
more numerous than the head-of-family records which the incoming births
must scan. Second, where an incoming ill health or death record fails to find
a matching birth record, it must scan the double surname pocket a second
time in an attempt to find a head-of-family record with which to link.

In our own operation, handicap and death records were merged and linked
with the master file at a rate of approximately 1,100 per minute, ie., at about
one-half of the speed for the merging and linking of birth records.

2. Storage of Multigeneration Pedigrees
The modifications of the above procedures needed to permit the linking and
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storage of the vital and health records in the form of multigeneration pedi-
grees are surprisingly simple. For most registration areas, the marriage records
contain sufficient information to serve as bridges between the generations
and between the in-law sibships.

Information from a marriage record may be treated in two ways. We have
discussed already how it can be arranged into the form of a head-of-family
record representing the marriage of a parental couple. Similarly, information
from the registration form may also be fitted into the format of a record such
as is used to describe an event in the life of an individual. The part of this
latter kind of record entry that is assigned to family information would then
contain the names and other identifying particulars of the parents of the newly
married person, and the part of the record assigned to personal identification
would contain his or her own name, age, and birthplace. This kind of entry of
the marriage information is almost precisely analogous to a death record,
since both relate to events in the lives of members of a sibship group. In the
master file, the three entries pertaining to a particular event of marriage (i.e.,
the groom’s entry, the bride’s entry, and the head-of-family entry) will each
become part of a different sibship group of records.

The only special requirement for the three marriage entry records is that
each of them, before being placed in these various locations on the master
tape, be cross-referenced to thc other iwo. This is done by inserting ‘n the
cross-reference field of each record entry the double surname codes for the
other two. These codes, together with the marriage registration number which
is common to all three entries, provide both a means of access within the
master file from one of the double surname pockets to the other two and a
positive identification of the alternative entries when the pockets in which
they occur have been located. The cross-referencing is illustrated in Tables 9
and 10.

The simplicity of the procedure resides in the use of essentially the same
format for the marriage entries of grooms or brides as for their death records.
In our own operation, the same programs that are used to build the sibship
groupings of records will also be employed to insert into these groupings the
grooms’ and brides’ marriage entries, just as they would the records of any
other kinds of events in the lives of the same individuals.

The idea of thus putting family groups of records into a single linear array
and of using cross references to indicate the relationships between the group-
ings that are filed as units is basic to any system by which computers may be
employed to store and retrieve large quantities of pedigree information of un-
limited complexity. The special features of the system described are merely
matters of convenience. The choice of the sibship group as the unit of storage
and of the surname pair as the sequencing information may have fairly wide
application, but the details of the use of identifying particulars have been
dictated largely by the nature of the vitul records.

It would, of course, be feasible to store the same pedigree information more
compactly if the family relationships were worked out in advance so that
every individual could be assigned an identifying number containing as few
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Tapre 9. ExaMpPLE OF A MARRIAGE REGISTRATION AND OF THE MARRIAGE
ExtrYy Recorps Derivep FroMm IT

Marriage registration

Groom Dunn, Alex
Bride Rowe, Anna
Groom’s father Dunn, Carl
Groom’s mother Bell, Edna
Bride’s father Rowe, Paul
Bride’s mother Hill, Jean
Marriage entry records
Parental couple Offspring
1. Head of family entry Dunn X Rowe —
{Alex) (Anna)
2. Groom’s entry Dunn X Bell Alex
(Carl) (Edna)
3. Bride’s entry Rowe X Hill Anna

(Paul) (Jean)

TasrLe 10. ExampLE OF (CROSS-REFERENCING A SIBSHIP TO THE
RELATED S1BSHIPS

Record lz:?):ep';:al Offspring Cross references
Parental marriage Dunn X Bell { BD;?HXX LT:;}I::f:S:ﬁ:ssﬁls)}s]gp
Birth 1 Dunn X Bell Alex
Groom’s entry Dunn X Bell Alex % 1;:\‘:/2 XXR;}Zﬁ:rl;‘:;thf’iTiill)Zhip
Birth 2 Dunn X Bell Stan
Groom’s entry Dunn X Bell Stan { E::f :: E;r?z:g:;vief’:r;%}s’hlp

digits as possible, but the disadvantages of this approach where large popula-
tions are involved should perhaps be mentioned. A main objective of the
present handling procedures has been to avoid entirely all manual manipu-
lations so that full use can be made of the speeds of electronic computers. If
this feature is to be preserved, the present kind of linking operation would
have to be carried out anyway. A more important problem would be what
to do with the borderline linkings when condensing the pedigree information
into its more compact form, since both the extents of the uncertainties and the
means for their later resolution would tend to be lost in the process. It might
also be difficult to keep open the possibility, as the present system does, of
merging at some future time the pedigrees drawn from a limited region, such
as a province or a state, with those for a wider region such as the country as
a whole.

3. Retrieval of Pedigree Information

The need for writing detailed programs does not end with the establishment
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of a master family file containing the required pedigree information. For al-
most any kind of genetic study, the extraction of the required tabular informa-
tion from a printed listing of the master file would be almost unthinkably
laborious and expensive.

In general, it is necessary first to prepare programs that will summarize
in a single record whatever information is required about a particular family.
A further program is then written to extract information in tabular form from
the resulting file of these summary records. Two examples of such procedures
will be described, relating to sibship groups and to multigeneration pedigrees,
respectively.

Where the family units under study are restricted to the sibships, sum-
maries of the events of birth, ill health, and death in the lives of the various
members of a sibship will usually be derived in two steps. First, individual
histories will be condensed so that there is just a single summary record for
each child replacing the separate records for the various events. The resulting
magnetic tape file of individual or personal summaries can be used repeatedly
to prepare the much more compact family summary records, which may be of
a variety of kinds depending upon the natures of the studies for which they are
to be used (Table 11).

To facilitate subsequent tabulations, the family summary records will have
a different fixed ficld for each of the siblings. There must also be provision for
large families, which will sometimes overrun a family summary record of
modest size. This is best taken care of by arranging for trailing records to act
as extensions wherc needed.

In one study which we have done using this procedure, the coded causes of
stillbirths, handicaps, and deaths were entered into the fields of the family
summary record assigned to the particular siblings who were affected, and for
the unaffected siblings just the fact of birth, the birth order, and the sex of
the child were entered.

In this particular study. use was made of the family summaries to derive
information about the magnitudes of the risks to the later-born siblings of
children wlho had been stillborn, handicapped. or had died, as the result of
diseases of various kinds. The tabulations contained, tvpically, the number
of index cases of a disease, the numbers of earlier and later siblings of the
index cases, and the number of later-born siblings suffering from the same
condition (Table 12). For details of the computer programs by which the
different steps in the extraction were carried out, the reader is referred to
Smith et al. (1963).

A more elaborate procedure is required where multigeneration pedigrees
are to be summarized, because as an initial step the sibship groupings of
records relating to a particular family must be brought together from different
parts of the master file. Before starting this step. certain sibships whose rela-
tives one wishes to ascertain will have been extracted from the master file.
These may be called “index sibships.” and they will in most instances have
been chosen because they include individuals who are affected by some dis-
ease of special interest.
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TaBLE 11. ExaMprLES OF INDIVIDUAL aND FaMILY SuMMARY RECORDs

Event records for a sibship ( one per event)

Event Birth Disense

code order Family Child code
] (birth) 1 Fox X Dow Alan —
J (birth) 2 Fox X Dow John —
J (birth) 3 Fox X Dow Vera —
Q (handicap) Fox X Dow Vera 123
J (birth) 4 Fox X Dow Leon —
R (death) Fox X Dow Leon 456

Individual summary records (one per child)

¢)) 1 Fox X Dow Alan —

n 2 Fox X Dow John —

(Q) 3 Fox X Dow Vera 123

(R) 4 Fox X Dow Leon 456
Family summary record ( one per sibship)

{Fox X Dow) 1{())—--, 2(J)--, 3(Q) 123, 4 (R)456.

TaBLE 12. ExaMPpLE oF A TaBULATION FrOM FaMILY SuMMARY RECORDS

Disease code 325 (mental deficiency)

Handicapped
Normal Stillborn Handicapped Dead and dead
(J) (K) Q) (R) (S)
Index cases 0 0 506 9 58
Earlier sibs 208 2 6 16 0
Later sibs, same cause 0 0 11 0 1
Other later sibs 286 2 11 14 0

The records of the index sibships may contain cross-referencing information
(in the form of double-surname codings and marriage registration numbers)
indicating links with as many as six different kinds of related sibships, i.e.,

1. From the parental marriage (head-of-family) records to

(a) the fathers’ sibships and
(b) the mothers’ sibships.
2. From the marriage records of the “affected” individuals who got married
(i.e., from the grooms’ and brides’ entries) to
(c) their offspring’s sibships and
(d) their spouses’ sibships.
3. From the marriage records of the brothers and sisters who got married to
(e) the sibships of the nephews and nieces of the affected indi-
viduals and
(f) the sibships of the spouses of the brothers and sisters who got
married.

These six different kinds of cross references may be used in a single scan
to draw from the master family file all of the groups of records pertaining to
sibships that are removed by one degree of relationships from those in which
the affected individuals occurred, including the in-law groups (Fig. 5).
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®i.e., those of the paternal uncles and aunts by marriage.
®%i.e., those of brothers’ wives and sisters’ husbands.

Fic. 5. Scanning the master file for related sibships.

Similarly, in a second scan of the master tape, use may be made of the
further cross-referencing information contained in the sibship groups of these
six different kinds to extract the sibships that are removed by two degrees of
relationship from those in which the affected individuals occurred. Again, the
in-law sibships may be extracted in the same way as those of the blood rela-
tives. And so, with each successive scan, an expanding circle of more distant
relatives may be identified and retrieved from the master file.

Each such scan will be exceedingly rapid even where large numbers of sib-
ships groups are extracted. Thus, it is feasible to carry out the retrieval of
multigeneration pedigrees on a truly massive scale.

From this point on, the making of summaries would follow much the same
pattern as described earlier, except that the family summary record might be
more complex than the sibship summary record.

The chief limiting factor in work of this kind is not the speed of the com-
puter but the time required to develop the appropriate programs.

THE LIKELIHOOD OF FUTURE “TOTAL UTILIZATION”
OF PEDIGREE INFORMATION

Geneticists will at first tend to think of the possible uses of record linking as
applied simply to the familiar kinds of ad hoc studies of limited size and dura-
tion. The question arises whether it is realistic to go beyond this and to con-
sider using for scientific purposes all of the pedigree information gathered
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routinely for whole populations through the vital registration systems, of doing
so on a continuing basis, and of adding an increasing amount of medical
documentation as time goes on.

Clearly, the cost would appear large if it were paid wholly from budgets for
scientific research. But this would not necessarily be the case, because the
information that is unlocked by linking and integrating the files into individual
and family histories has many statistical and administrative uses, as well as
other scientific uses beyond those of the geneticist.

Those geneticists who attempt to apply the methods of record linking will
be in a particularly good position to see a variety of possible uses for the linked
files and to develop procedures that will serve more than one purpose. Their
own long-term interest may be furthered most where they exploit the fact
that there arc other potential users.

Of course, with time the various files of routine records will, to an increasing
extent, be linked and integrated anyway for administrative purposes, whether
or not scientists take an interest in the matter. But the only way to ensure that
scientific by-products will come out of this trend is for the scientists them-

selves to participate actively while the administrative procedures are being
established.

APPENDIX
Surname Coding

Surnames may be converted into coded forms for either of two reasons:
to set aside temporarily some unreliable component of the information that
may vary on successive records relating to the same person, or for the sake
of compactness. A number of systems have been designed to achieve one or
other of these purposes, or both simultaneously. Some of the more useful of
these codes will be described.

THE RUSSELL SOUNDEX CODE

This code is particularly efficient at setting aside unreliable components of
the alphabetic surname information without losing more than a very small
part of the total discriminating power. It is the method of choice for almost all
populations, except where the names are predominantly of Oriental origin.

Rules:
1. The first letter of the surname is used in its uncoded form and serves as
the prefix letter.
2. W and H are ignored entirely.
A, E, I, O, U, Y are not coded but serve as separators (sec item 5 below).
4. Other letters are coded as follows until three digits are used up (the
remaining letters are ignored ):

w

B,P,F V coded 1
DT coded 3
L coded 4
M, N coded 5
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R coded 6
All other consonants coded 2
(Ca C: ]a K’ Q’ Sa X’ Z)

5. Exceptions are letters which follow prefix letters which would, if coded,
have the same code. These are ignored in all cases unless a separator
(see item 3 above) precedes them.

Examples:

Anderson A 536
Bergmans, Brigham = B 625

Birk, Berque, Birck = B 620
Fisher, Fischer = F 260
Lavoie = L 100
Llwellyn = L 450

NAME COMPRESSION

As indicated by its name, this form of coding is designed mainly to condense
surnames, given names, and place names. However, the code does remain un-
changed with some of the common spelling variations, although it is less
efficient in this respect than the Soundex code.

Rules:
1. Delete the second of any pair of identical consonants.
2. Delete A, E. T, 0, U, Y, except when the first letter of the name.

Examples:

BENNETT = BNT
FISHER = FSHR

ILL-SPELLED NAME ROUTINE

Where the insertion, deletion, or substitution of a single letter of a surname
alters the coded form, recognition that a pair of names are the same necessarily
depends upon residual similarities in the sequences of the letters in the two,
despite any interruptions in these sequences. The “ill-spelled name routine”
is not, strictly speaking, a system of coding but rather a system of comparison
which employs the coded forms of the names as derived by “name compres-
sion.” The system was designed for use with airline bookings (Davidson, 1962).

Rules:
1. Use “name compression” procedure, up to a total of four letters.

2. Search for and count the numbers of letters or blanks, up to a total of four
in all, that agree without altering the sequence.

3. Where the agreements equal 3 or 4 in a pair of names, compare other
identifving information.
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Examples:

Score

BOWMANN = BMN-
BAUMAN = ]|3 I\I'i I\II I— 4
McGONE = MCGN
McKONE = ILI (IJ K Ill 3
ANGREIFF = ANGR
SINGER =S TI\I (l} Ili 3
MCGINESS = MCGN
MAGINNES = I\l'I C/N/S 3
LU =Le---

ROO = R —I l— —l- 3

ALPHANUMERIC CONVERSION

This is a highly specific numeric coding for all surnames. It is not designed
to set aside the less stable parts of the information but rather to retain virtually
all of the original specificity of the alphabetic form. The numeric form of the
surname is compact, is more readily sorted on an electromechanical card
sorter than the alphabetic form, and is nonrevealing to anyone who lacks the
relevant look-up table. Furthermore, when sorted in numerical sequence the
names fall in alphabetic order or a close approximation to it.

The coding is done by computer using a look-up table containing over 8,000
different entries. (See International Business Machines, 1960.)

Examples:
ABBIT = 0008
ADLER = 0105
BORNE = 1058
BRYAN = 1070
CLARK = 1646
10(0).4 = 1721

{
ZZINA = 9776

HOGBEN SURNAME CODE

This is a simple two-digit code for surnames based on a division of the
names in a large telephone directory into 100 approximately equal parts. Al-
though compact, it loses much of the discriminating power inherent in the
full name and is therefore chiefly of historical interest. (Originally this was
just a part of a much longer numeric code derived from the surname, first
given name, sex, and birth date. See Hogben et al., 1948.)
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Examples:
00 = AA — AKX

01 = AL
02 =AM - AR
03 = AS - AZ

04 = BAA — BA]J

05 = BAK — BAQ

06 = BAR
(and so on)
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A MODEL FOR OPTIMUM LINKAGE OF RECORDS*

BeniaMmin J. TEPPING
Bureau of the Census

A model is presented for the frequently recurring problem of linking
records from two lists. The criterion for an optimum decision rule is
taken to be the minimization of the expected total costs associated with
the various actions that may be taken for each pair of records that may
be compared. A procedure is described for estimating parameters of the
model and for successively improving the decision rule. Illustrative re-
sults for an application to a file maintenance problem are given.

1. INTRODUCTION

HE problem of record linkage arises in many contexts. A typical example
Tis that of file maintenance. In this example there is a file, which we shall
call the master file, whose constitution is to be changed from time to time, by
adding or deleting records or by altering specific records. Notice of these re-
quired changes is given by means of another file of records, which we shall call
the transaction file. Presumably, each transaction record specifies the addition
of a new master file record, or the deletion of an existing master file record, or
the alteration of an existing master file record. It may not be known whether
there exists a master file record that corresponds to a given transaction record
so that the determination of whether a master file record is to be changed or a
new master file record added must wait until it is found whether a correspond-
ing master file record exists. Thus, the fundamental problem is to determine,
for each transaction record, which master file record corresponds to it or that
no master file record corresponds to it.

If each master file record and each transaction record carried a unique and
error-free identification code, the problem would reduce to one of finding an
optimum search sequence that would minimize the total number of compari-
sons. In most cases encountered in practice, the identification of the record is
neither unique nor error-free. Thus it becomes necessary to make a decision
as to whether or not a given transaction record ought to be treated as though
it corresponded to a given master file record. The evidence presented by the
identification codes of the two records in question may possibly be quite clear
that the records correspond or that they do not correspond. On the other hand,
the evidence may not clearly point to one or the other of these two decisions.
Thus it may be reasonable to treat the records temporarily as if they eorre-
sponded or to treat them temporarily as if they did not correspond, but to seek
further information. Or it may be reasonable in a particular case to take no
overt action until further information has been obtained. The amount of effort
that it is reasonable to expend in resolving a particular problem is also a vari-
able. Thus it is clear that in making the decision on the correspondence between
a transaction record and a master file record, there are available at least two
and perhaps more possible decisions. If one considers now the costs of the
various actions that might be taken and the utilities associated with their pos-

*Reprinted with permission from the Journal of the American
Statistical Association, American Statistical Association,
December 1968, Vol. 63, pp. 1321-1332.

39



sible outcomes, it appears to be desirable to choose decision rules that will in
some sense minimize the costs of the operation.

There are many other contexts in which record linkage takes place. One ex-
ample is that in which two files are to be consolidated. Information about
some individuals may be contained in one or another of the two files, while for
other individuals some information may be in one file and some in the other.
Another example is that of multi-frame sample surveys in which it may be
necessary to determine which of the sampling units in one frame are also in-
cluded in the other frame. A third example is that of geographic coding in
which the master file consists of a street address guide and the transaction
records are particular addresses; the problem here is to assign to each address
s, geographic code as given by the street address guide. The reader can doubt-
less supply many other examples.

The literature on this subject is replete with descriptions of actual matching
operations ([2], (3], [4], [7], (8], [10], [11], [12], [13], [17], [18]). Beveral
also deal with principles for the design of matching operations ([4], [7], [8],
[9], [11], [12]). Some formulate mathematical models to serve as a basis for
the design of a matching process that will be optimum in some sense. Thus, in
analogy to the Neyman-Pearson theory of testing statistical hypotheses, Sunter
and Fellegi [14]® fix the probabilities of erroneous matches and erroneous
non-matches and minimize the probability of cases for which no decision is
made. Nathan ([5], [6]) proposes a model that involves minimization of a cost
function, but restricts detailed discussion to cases in which the information
used for matching appears in precisely the same form whenever the item exists
in either list. Du Bois’ [1] approach is to attempt to maximize the set of cor-
rect matches while minimizing the set of erroneous matches.

This paper proposes a mathematical model of the record linkage problem and
a decision rule which minimizes the cost. The implementation of this model in
practice depends upon the estimation of the parameters of the model. These
parameters are costs and certain probabilities. The parameters may be difficult
to determine. Also, it will be seen, the mathematical model (as usual) is not
an exact representation of the real world. Nevertheless, the model provides
useful guides for the construction of efficient linkage rules, as will be illustrated
in the sequel.

2. A MATHEMATICAL MODEL

There are given two lists: a list A (the master file, say) which consists of a
set of labels {a} and a list B (the transaction file, say) consisting of a set of
labels {5 } . (See Section 6 for a simple example.) Each label « is to be compared
with each label 8 and an action taken on the basis of that comparison. The
action taken must be one of a list of possible actions exemplified by, but not
confined to, the following:

1. Treat the labels a and g8 as if they designated the same individual of some
population. We shall say that the pair (@, 8) is a “link”.

1 The notation and terminology used here follow, generally, those of the Sunter-
Fellegi paper.

40



2. Temporarily treat the labels « and 8 as a link but obtain additional in-
formation before classifying the pair as a link or a non-link.

3. Take no action immediately but obtain additional information before
classifying the pair as a link or non-link.

4. Temporarily treat the labels « and g8 as if they were associated with
different individuals of the population, but obtain additional information
before classifying the pair as link or non-link. '

5. Treat the labels @ and 8 as if they were associated with different individ-
uals of the population (non-link).

Other actions may be added to the list, including for example the use of a ran-
domizing device to determine the treatment of the pair (a, 8). Each pair
(a, B) will be called a “comparison pair.” It is assumed that each pair (a, 8)
is either a “match” (the labels « and B are associated with the same individual
of the population) or a “nonmatch” (the labels a and 8 are associated with
different individuals of the population). Thus the set of all comparison pairs is
the sum of mutually exclusive sets M (the “match” pairs) and U (the “non-
match” pairs).

It should be noted that the labels « and 8 are, in general, vector-valued.
Thus a label may contain, for example, a name, address, age, and other char-
acteristics of a person.

Theoretically, any comparison of the label « with the label 8 consists of con-
structing a veetor-valued function vy of the comparison pair (a, 8). (See Section
6 for a simple example of a comparison function.) The comparison function «y
serves to classify all pairs into classes: (a1, 81) and (e, 8:) are members of the
same class if and only if vy(a, 81) =v{az, B2). The comparison pairs in each given
class are to be subjected to exactly one of s possible “actions” a5, a2, - + -, @s.
(Examples of five possible actions were given above.) A “linkage rule” consists
of the assignment of an action to each class.

Let a label a be selected at random from list A and a label 8 from list B,
and let a non-negative loss g(a;; @, 8) be associated with taking action a; on
a pair (a, §8). Let

P[M | v] = Prob|(a, 8)eM | v(e, 8)]

denote the conditional probability that the pair («, B) is a match, given the
value of 7.

We assume here that G, the expected value of g(a;; «, 8), is a function only
of a; and P[M|v]. (This assumption is discussed below, in Section 4.) Thus

G = 8{g(ai; @, B) | as, P[M | 7]} = G(as, P[M | 7]).

Given a linkage rule, the total expected loss of the rule is

2. P() X Gas,, P[M | 7))

where g, is the action specified for v by the linkage rule, and the summation
extends over all y. To minimize the total loss, we need only minimize each term
of the sum, each term being non-negative.

A special case of the above is that in which there is a loss G, associated
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with taking action a; on a pair (@, 8) when in fact that pair is a match, and a
loss ;> when in fact the pair is a nonmatch. In this case @, the expeeted value
of the loss, can easily be seen to be a linear function of the conditional prob-
ability that the comparison pair is a match, given v, for each action a..

If the functions G are linear in P(M | ), the interval (0, 1) for the probability
of a match is divided into at most s “action intervals” each of which corre-
sponds to one of the possible s actions. The action interval for a given action
is the interval in which the cost function G for that action is less than the cost
function for any other action.

Figure 1 illustrates a case in which G(a;, P[M]|v]) is a linear function of

P[M|7]

Fia. 1.

PM I ] for each a,. In this illustration, the optimum linkage rule specifies:
Take actiona, if 0= P[M|y] =P,
Take action a; if P, < P[M|v] <P,
Take action @, if P, < P[M|~] =1

If the functions @ are not linear in P[M|y], an “action set” of points of the
interval (0, 1) that correspond to one of the possible actions will not be an
interval in general. The treatment of the nonlinear case, however, proceeds
along the same lines.

The conditional probability that a comparison pair is a match, given that
the comparison function vy has a stated value depends upon the prior definition
of the comparison function v or, equivalently, upon the definition of the corre-
sponding classification of comparison pairs.

As noted above, any comparison function y defines a classification of the
pairs (a, 8). Let v’ be any other comparison function, which therefore defines
another classification. It is possible to pass from the classification y to the
classification v’ by a sequence of steps, each of which consists either of splitting
a class into two classes or of combining two classes into a single class. Therefore,
if we begin with a tentative comparison function v, we may seek ways of split-
ting some classes or combining some classes in such a way as to reduce the con-
tribution of the classes involved to the loss function.

Consider the case of splitting a class vy into two classes vy, and y,. Without
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loss of generality, we may assume that
P(M | y1) € P(M | vy).
But then, clearly,
P(M|v) £ P(M|v) £ P(M| 7).

If P(M l 1) and P(M | 7v:) are in the same action set as P(M [7), there is no
gain in making the split. But if either P(M I 1) or P(M | v2) falls into a differ-
ent action set, the loss is necessarily (and sometimes materially) reduced.

To determine for which classes splits should be considered, one may first
calculate the expected loss contribution for each class. It is evident that if the
expected loss for a class is a small proportion of the total, little can be gained
by splitting that class. Therefore, attention should be given first to classes
whose expected loss contribution is a substantial proportion of the total. The
illustration given subsequently shows that large reductions in the total ex-
pected cost can be attained by this technique.

With regard to the combining of classes, it is clear that this cannot result in
reducing the expected cost. But if the classes to be combined are in the same
action set, no increase in the cost will be sustained while the combination may
reduce somewhat the operational costs of implementing the linkage rule. The
combining of classes is useful also as an initial step, for the purpose of reducing
the number of classes for which estimates need to be made, as detailed in
Section 3, below.

3. ESTIMATION PROBLEMS

The application of the mathematical model involves estimating the cost
function for each action as a function of the probability of a mateh, and esti-
mating the probability that a comparison pair is a match.

The estimation of the cost function is often extremely difficult. Usually the
cost consists of two classes of components, one class consisting of the cost of
actual operations that may be involved and the other of the less tangible losses
associated with the occurrence of errors of matching. The former can often be
estimated very well, but estimates of the latter may depend upon judgment in
large part. Despite the possible dependence on judgment, in the framework of
the mathematical model even rough guesses at the cost function are extremely
useful.

It may be noted that the first class of components of the cost function usu-
ally contains some components that are functions of the linkage rule (specif-
ically, of the classification imposed). This is not reflected in the model, which
only defines an optimum linkage rule for a fixed classification or comparison
function. ’

It should be noted in connection with the estimation of the probabilities
that it is necessary only to determine in which of the action sets a given prob-
ability falls. Ordinarily the probabilities will be estimated by selecting a sample
in each comparison class. The sampling designs used should be chosen with
the whole problem in mind, so that unnecessary sampling costs are avoided
when, for example, the probability being estimated is near the center of an
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action interval or when an error in the estimate of the probability will have
little effect on the total cost. The latter may occur if the frequency of the given
comparison class is small or if the alternative actions in the neighborhood of
a given probability lead to costs which are only slightly different.

The successive steps in the application of the mathematical model may be
described as follows:

1. The possible actions that may be taken on a comparison pair are listed.

2. For each action, the mathematical expectation of the cost as a function
of the probability of a match is estimated.

3. An initial comparison funetion, i.e., an initial classification of comparison
pairs into comparison classes, is determined on the basis of judgment or
past experience (see, for example, (2], [3], [4], [7], [8], 19], [10], [11],
[12], [15], [17], [18]), or on the basis of mathematical conclusions follow-
ing from specified assumptions? about the interaction of the components
of the labels o and 8. The more nearly the initial classification resembles
the optimum classification, the less is the amount of subsequent work
required to attain the classification that will finally be used.

4. Samples are selected from each comparison class and the probability of a
match estimated for each comparison class. This determines the optimum
action pattern for the given classification.

. The contributions of the several comparison classes to the total cost is
now analyzed, and the classes that provide large contributions to that
total cost are identified.

6. On the basis of that analysis, the classification is revised by splitting and

recombining classes.

7. Steps 4 to 6 are repeated until step 6 indicates that no substantial addi-
tional reduction of cost can be made.

(%]

4. SOME COMMENTS ON THE MODEL

As is usually the case with a mathematical model, the model does not, in
every respect, faithfully represent the real world that it is intended to deseribe.

The model assumes that every possible comparison pair will actually be ex-
amined. With large files, this would involve an inordinate number of compari-
sons. In practice, comparisons would be confined to specified subsets of the
master file, and corresponding subsets of the transaction file. From the point
of view of the mathematical model, the comparisons not actually made are
being treated as non-links.

A limitation of the model is that it permits a given element of the transaction
file to be treated as a link with more than one element of the master file. In
many situations, this treatment may be intolerable. The difficulty can be
handled by subjecting all such multiple-link cases to a subsequent stage in

* Thus Sunter and Fellegi [14] suggest that the components of the comparison vector
may be grouped into sub-vectors which are statistically independent on each of the sets
M and U. They then show how the value of a parameter equivalent to P[M |v] may be
estimated on the basis of a knowledge of the frequency distribution of . This would serve
to define an initial comparison funection, even if the assumption of independence is not a
satisfactory one.
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which the transaction record is linked with at most one of the master file rec-
ords associated with it in the first stage. If the cost or frequency of such cases
is small, the mathematical model desecribed in this paper remains a useful one
for guiding the design of the linkage rule.

Similarly, there exist situations in which the linkage of a master file record
with more than one transaction record is not tolerated.

There are some situations in which the cost is not only a function of the
probability of a match but also of some other characteristic of the comparison
pair. Thus, there may be two types of master file records, with the cost of an
erroneous link being different for the two types. In such a situation, the com-
parison pairs may be classified in such a way that the characteristic is constant
within each class and then the problem of optimum linkage may be treated as
a separate problem in each of these classes.

The model is applicable also to cases in which the master file is not fixed but
changes from one time period to another. Each transaction record is to be com-
pared with the master file as it exists at the time period when the transaction
record enters the system. We may consider the sequence of master files as con-
stituting list A and a corresponding sequence of transaction files as constituting
list B. The identity of the particular file becomes a component of the compari-
son vector vy, and we may define (a, 8) to be a member of U if « and 8 are not
from corresponding files. In this manner, this situation is covered by the model.

Some comments on the characteristics of useful comparison funection are in
order. Typically, the cost function

G(P) = min G(a;, P[M | v])

is a concave function of P, with G(0)=G(1) =0. Thus, the ideal comparison
function is one for which P[M|v] is either O or 1 for every value of v that may
be observed. This ideal is usually not attained. However, one can usually find
an initial comparison function such that the distribution of P[M | ~v] over the
set of all comparison pairs is U-shaped, with low frequency where the cost
function is high and high frequency where the cost function is low. Carrying
through the steps given in Section 3 will often result in revising the comparison
function vy so that the distribution of P[M|v] is shifted nearer the endpoints
of the interval (0, 1).

Finally, it should be noted that the successive steps listed in Section 3 do not
necessarily converge to the optimum decision rule. The procedure does provide
an effective means of reducing the cost, as illustrated in Section 5.

5. AN ILLUSTRATION

The model described above was developed in connection with a file main-
tenance application, the master files being the lists of subscribers of two large
magazine publishers ([15], [16]). In connection with the development of a
system employing a large-scale electronic computer for the maintenance of the
files of subscribers, it was necessary to develop explicit rules for matching the
transaction file with the master file of subscribers. Initially, matching rules
were developed on an intuitive basis, but the subsequent development of the
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mathematical model indicated ways in which the matching rules could be
substantially improved. The illustration presented here is confined to transac-
tions which are subscription orders. (Other types of transactions included
changes of address, complaints of non-delivery, subscription cancellations, and
so forth. Separate linkage rules should be established for each type.)

TABLE 1. TENTATIVE UNIT COSTS

True Status

Action
Match Non-match
1 $0.00 $6.01
2 .41 1.13
3 77 77
4 .82 .41
5 2.59 .00

Table 1 shows tentative unit costs developed by the staff of one of the
publishers on the basis of consideration of the character of the actions and the
consequences of these actions. The actions listed are roughly the same as those
given above as examples in the description of the model. Computation from
these unit costs would indicate that the optimum action intervals are as follows:

Action Probability of a Match

1 P> .92
2 64<P <.92
3 —

4 19<P <.64
5 P<.19

Figure 2 shows the cost function for each of the possible actions. Note that
action 3 is never used, since its cost function lies everywhere above some other
cost function.

A systematic sample of approximately 10,000 subscription orders during a
period of four months was selected. The portion of the master file used for this
study consisted of those records for which the post office and the first four
letters of the surname were the same as some record in the sample of transac-
tions. Thus, comparison pairs to be examined were confined to those in which
the post office and the first four letters in the surname were the same in the
two members of the pair. (This is consonant with the comment made above
in Section 4 that, in practice, comparisons are usually confined to specified
subsets of the master file and the transaction file. This procedure adds, to the
cost of any of the alternative linkage rules considered, the contribution from
linking errors made for pairs (@, 8) that are not actually examined.) To reduce
the size of the master file for the purpose of this study, a subsample of one in
ten of the master file records not matching a transaction record was selected
from those setg that contained 100 or more records, a set here being defined as
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F1a. 2. Cost function for each of five actions, and the optimum action intervals.

a group of master file records having the same post office and first four letters
of surname. The number of master file records in the final sample was about
83,000 and the number of comparison pairs about 192,000.

The comparison pairs in the sample were then classified into comparison
classes that corresponded to the initial intuitive rule already being employed
in the system. The probability of a match in each comparison class was esti-
mated as the proportion of the comparison pairs in that class that were judged
to correspond to each other. The determination as to whether a given compari-
son pair was or was not a match cannot be regarded as definitive since that
determination was based upon judgment. However, there were at least two
independent judgments for each case, and discrepancies between the judg-
ments were resolved by further review and judgments. It was planned, but
never carried out, that results should be refined by selecting a subsample of
comparison pairs from the classes defined and then making more intensive in-
vestigations of each of the subsample pairs in an effort to determine defini-
tively whether or not the pair was a match. However, it is suggestive to con-
sider some of the consequences if the match status assigned is assumed to be
correct. For example, 1t is interesting to consider the difference in the cost of
the initial intuitive rule and the optimum rule based upon the assumed cost
system.

Table 2 lists the 52 classes of comparison pairs with the size of each class
and the estimated probability of a match in each class. For the initial intuitive
rule and for the optimum rule, the table shows the action to be taken for each
class, the expected cost for this sample, and the percentage of the total cost.
Thus, it is estimated that the expected cost using the initial rule would have
been $1,800 for this sample while the cost using the optimum rule was reduced
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TABLE 2. COSTS FOR THE SAMPLE, FOR TWO MATCHING RULES,
ASSUMING THE TENTATIVE UNIT COSTS
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to about $950, or about one-half. The estimated standard error of the estimated
percentage reduction in cost is approximately 2 percentage points. It is also
suggestive to note that 4 of these comparison classes account for more than
half of the expected cost of the optimum rule but involve fewer than 2 per cent
of all comparison pairs. There is a distinet possibility that an intensive investi-
gation of these 4 comparison classes could markedly reduce the cost of the
optimum rule by subdividing these comparison classes.

6. A SIMPLE EXAMPLE OF A COMPARISON FUNCTION

To clarify the notion of a comparison function, the following simple example
is given. The example is given for illustration only and bears no direct relation-
ship to the numerical illustration given above, in which the comparison classes
are defined in a more complex way.

Let each label & or B consist of the following components, a “blank” being
an admissible entry for a component:

. Surname

. Given name

. House number

4. Street name

5. Post office zip code

2 DD =

Then vy(a, 8) may be defined as a vector (v1, vz, v3, 74, vs) where

v1=0 if the surname is blank in either « or 8.

1 if the surname is the same in « and $, and is a member of a specified
list of common surnames.

2 if the surname is the same in « and 8, and is not a member of the
specified list of common surnames.

3 if the surname is different in « and 8, and at least one of them is a
member of the specified list of common surnames.

4 if the surname is different in « and 8, and neither is a member of the
specified list of common surnames.

v2=0 if the given name is blank in either « or 3.
1 if the given name is the same in « and 8.
2 if the given name is different in « and B.
v3=0 if the house number is blank in either « or 3.
1 if the house number is the same in a and 8.
2 if the house numbers are different in « and 8, but one is a permuta-
tion of the other.
3 if the house numbers are different in « and 8, and one is not a per-
mutation of the other.
vs=0 if the street name is blank in either « or 8.
1 if the street names are the same in « and 8.
2 if the street names are different in « and 8.
v;=1 if the zip codes are the same in « and 8.
2 if the zip codes are different in « and 8.

(It is assumed that the zip code is always present or can be supplied.) Thus the
function v may have up to 360 distinet values in this example.

49



It should be noted that the number of distinet values of the comparison
function may be reduced by a process of combination. That is, we may define
another comparison funetion v’ in terms of sets of values v. Let the 360 possible
values of ¥ be classified into sets S;. Then v/(e, 8) =7, if and only if v(a, B)eS.:.

I thank the referees for their helpful comments.
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A THEORY FOR RECORD LINKAGE*

IvaN P. FELLEGI AND ALsN B. SUNTER
Dominion Bureau of Statistics

A mathematical model is developed to provide a theoretical frame-
work for a computer-oriented solution to the problem of recognizing
those records in two files which represent identical persons, objects or
events (said to be matched).

A comparison is to be made between the recorded characteristics and
values in two records (one from each file) and a decision made as to
whether or not the members of the comparison-pair represent the same
person or event, or whether there is insufficient evidence to justify either
of these decisions at stipulated levels of error. These three decisions are
referred to as link (A:), a non-link (4;), and a possible link (A4,). The
first two decisions are called positive dispositions.

The two types of error are defined as the error of the decision A4,
when the members of the comparison pair are in fact unmatched, and
the error of the decision 4; when the members of the comparison pair
are, in fact matched. The probabilities of these errors are defined as

s= 2 w(r)P(4:] v

Yer
and

A=) m(y)P(4s| v)
Ter

respectively where u(y), m(y) are the probabilities of realizing ¢y (a
comparison vector whose components are the coded agreements and
disagreements on each characteristic) for unmatched and matched
record pairs respectively. The summation is over the whole comparison
space I’ of possible realizations.

A linkage rule assigns probabilities P(d:|y), and P(A4.{v), and
P(4;]v) to each possible realization of ¥ ¢ I'. An optimal linkage rule
L (u, A, T) is defined for each value of (u, A) as the rule that minimizes
P(4,) at those error levels. In other words, for fixed levels of error, the
rule minimizes the probability of failing to make positive dispositions.

A theorem describing the construction and properties of the optimal
linkage rule and two corollaries to the theorem which make it a practical
working tool are given.

1. INTRODUCTION

HE necessity for comparing the records contained in a file L, with those
Tin a file L in an effort to determine which pairs of records relate to the
same population unit is one which arises in many contexts, most of which can
be categorized as either (a) the construction or maintenance of a master file
for a population, or (b) merging two files in order to extend the amount of
information available for population units represented in both files.

The expansion of interest in the problem in the last few years is explained by
three main factors:

1) the creation, often as a by-product of administrative programmes, of
large files which require maintenance over long periods of time and which
often contain important statistical information whose value could be in-
creased by linkage of individual records in different files;

*Reprinted with permission from the Journal of the American
Statistical Association, American Statistical Association,
December 1969, Vol. 64, No. 328, pp. 1183-1210.
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2) increased awareness in many countries of the potential of record linkage
for medical and genetic research;

3) advances in electronic data processing equipment and techniques which
make it appear technically and economically feasible to carry out the
huge amount of operational work in comparing records between even
medium-sized files.

A number of computer-oriented record linkage operations have already been
reported in the literature ([4], [5], [6], [7], [8], [11], [12], [13]) as well as
at least two attempts to develop a theory for record linkage ([1], [3]). The
present paper is, the authors hope, an improved version of their own earlier
papers on the subject ([2], (9], [10]). The theory, developed along the lines
of classical hypothesis testing, leads to a linkage rule which is quite similar to
the intuitively appealing approach of Newcombe ([4], [5], [6]).

The approach of the present paper is to create a mathematical model within
the framework of which a theory is developed to provide guidance for the
handling of the linkage problem. Some simplifying assumptions are introduced
and some practical problems are examined.

2. THEORY

There are two populations A and B whose elements will be denoted by «
and b respectively. We assume that some elements are common to 4 and B.
Consequently the set of ordered pairs.

A X B = {(a,b);aed, beB)
is the union of two disjoint sets
M = {(a,b);a = b, aed, beB} (1)

and
U = {(a,b);a = b,aed, beB} 2

which we call the matched and unmaiched sets respectively.

Each unit in the population has a number of characteristics associated with
it (e.g. name, age, sex, marital status, address at different peints in time,
place and date of birth, ete.). We assume now that there are two record generat-
ing processes, one for each of the two populations. The result of a record
generating process is a record for each member of the population containing
some selected characteristics (e.g. age at a certain date, address at a certain
date, ete.). The record generating process also introduces some errors and some
incompleteness into the resulting records (e.g. errors of reporting or failure to
report, errors of coding, transcribing, keypunching, etc.). As a result two un-
matched members of A and B may give rise to identical records (either due to
errors or due to the fact that an insufficient number of characteristics are in-
cluded in the record) and, conversely, two matched (identical) members of
A and B may give rise to different records. We denote the records correspond-
ing to members of 4 and B by a(a) and B(b) respectively.

We also assume that simple random samples, denoted by 4, and B, respec-
tively, are selected from each of 4 and B. We do not, however, exclude the
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possibility that A,=4 and B,=B. The two given files, L4 and L3, are con-
sidered to be the result of the application of the record generating process to
A, and B, respectively. For simplicity of notation we will drop the subscript s.

The first step in attempting to link the records of the two files (i.e. identifying
the records which correspond to matched members of A and B) is the compari-
son of records. The result of comparing two records, is a set of codes encoding
such statements as “name is the same,” “name is the same and it is Brown,”
“name disagrees,” “name missing on one record,” “agreement on city part of
address, but not on street,” ete. Formally we define the comparison vector as a
vector function of the records a(a), 8(b):

tla(@), 80)] = {7![a(a), 8®)], - - -, v [a(a), 8®)]} )

It is seen that + is a function on A XB. We shall write v(a, b) or ¥(a, 8) or
simply ¥ as it serves our purpose. The set of all possible realizations of vy is called
the comparison space and denoted by T.

In the course of the linkage operation we observe y(a, b) and want to decide
either that (a, b) is 2 matched pair (g, b) €M (eall this decision, denoted by A,,
a positive link) or that (a, b) is an unmatched pair (a, ) EU (call this decision,
denoted by A;, a positive non-link). There will be however some cases in which
we shall find ourselves unable to make either of these decisions at specified
levels of error (as defined below) so that we allow a third decision, denoted A,
a posstble link. .

A linkage rule L can now be defined as a mapping from T, the comparison
space, onto a set of random decision functions D= {(Z(T)} where

d(y) = {P(4:1] v), P(42] %), P(4s]| v)}; 7el “)
and

3
2 P4 v =1 (5)
=]
In other words, corresponding to each observed value of ¥, the linkage rule
assigns the probabilities for taking each of the three possible actions. For some
or even all of the possible values of v the decision function may be a degenerate
random variable, i.e. it may assign one of the actions with probability equal to 1.
We have to consider the levels of error associated with a linkage rule. We
assume, for the time being, that a pair of records [a(a), 8(b)] is selected for
comparison according to some probability process from L, X Lp (this is equiv-
alent to selecting a pair of elements (a, b) at random from A X B, due to the
construction of L4 and Lz). The resulting comparison vector v [a(a), 8(b)] is
a random variable. We denote the conditional probability of v, given that
(a, b)EM by m(y). Thus

m(x) = P{y[a(a), 80)]] (a, b)EM}
= 3 Pfyla(a), 80)]} -Pl(a, b | M].

{a.b)eM

(6)

Similarly we denote the conditional probability of v, given that (a, b)EU by
u(y). Thus
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u(y) = P{y[a(a), B®)]] (a,1)ET}
2. Plxl«(a),8®]}-Pl(a,b) | U].

(a.b)ell

Q)

There are two types of error associated with a linkage rule. The first occurs
when an unmatched comparison is linked and has the probability
P(4:| U) = X u(r)-P(4:] 7). ®)
~e T

The second occurs when a matched comparison is non-linked and has the
probability

P(As| M) = 3 m(v)-P(4s] v). ©)
~el
A linkage rule on the space T will be said to be a linkage rule at the levels
g, A (0<p<1 and 9<A<1) and denoted by L{u, A, ) if

P(A|U)=u (10)
and
P(As| M) =\ (11)

Among the class of linkage rules on I' which satisfy (10) and (11) the linkage
rule L(u, A, T) will be said to be the optimal linkage rule if the relation

P(4:| L) £ P(4.| L") (12)

holds for every L’'(u, A\, T') in the class.

In explanation of our definition we note that the optimal linkage rule maxi-
mizes the probabilities of positive dispositions of comparisons (i.e. decisions
A, and A4;) subject to the fixed levels of error in (10) and (11) or, put differ-
ently, it minimizes the probability of failing to make a positive disposition.
This seems a reasonable approach since in applications the decision A, will re-
quire expensive manual linkage operations; alternatively, if the probability of
A, is not small, the linkage process is of doubtful utility.

It is not difficult to see that for certain combinations of z and X the class of
linkage rules satisfying (10) and (11) is empty. We admit only those combina-
tions of u and X for which it is possible to satisfy equations (10) and (11) simul-
taneously with some set D of decision functions as defined by (4) and (5). For
a more detailed discussion of admissibility see Appendix 1. At this point it is
sufficient to note that a pair of values (4, \) will be inadmissible only if one or
both of the members are too large, and that in this case we would always be
happy to reduce the error levels.

2.1. A fundamental theorem

We first define a linkage rule L, on I'. We start by defining a unique ordering
of the (finite) set of possible realizations of .

If any value of ¥ i8 such that both m(y) and u(y) are equal to zero, then the
(unconditional) probability of realizing that value of ¥ is equal to zero. and
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hence it need not be included in T'. We now assign an order arbitrarily to all
for which m(y) >0 but u(y) =0.

Next we order all remaining v in such a way that the corresponding se-
quence of

m(y)/u(y)

is monotone decreasing. When the value of m(y)/u(y) is the same for more
than one y we order these y arbitrarily.

We index the ordered set {“(} by the subseript ¢; (¢=1, 2, - - -, Nr); and
write u; =u(y:); mi=m(y;).

Let (4, M) be an admissible pair of error levels and choose n and »’ such that

n—1 n
ui<p S D u (13)
il i=1
NT NT
SmizA> 2 omy (14)
fmn’ N {m=n’41

where Nt is the number of points in T.

We assume for the present that when (13) and (14) are satisfied we have
1<n< n’—1< Ny. This will ensure that the levels (x, A) are admissible. Let
Lo{u, M, T') denote the linkage rule defined as follows: having observed a com-
parison vector, v;, take action A; (positive link) if i<n—1, action A, when
n<it<n'—1, and action A; (positive non-link) when i=n'4-1. When 7=n or
i=n’ then a random decision is required to achieve the error levels u and A
exactly. Formally,

1,0,0) 1<n—-1 (a)
(Pw,1—P,0) t=n (b)
d(y:) = {(0,1,0) n<i<n’' —1 (o) (15)
0,1 — Py, Py i=n (d)
0,0,1) i2n +1 (e)
where P, and P, are defined as the solutions to the equations
n—1
un’Pu=#—Zui (16)
=]
N[
M Py =A— 2, my a7
tman’ 41

THEOREM?; Let Ly(, A, T') be the linkage rule defined by (15). Then L is
a best linkage rule on T at the levels (g, A\). The proof is given in Appendix 1.
The reader will have observed that the whole theory could have been
formulated, although somewhat awkwardly, in terms of the classical theory of
hypothesis testing. We can test first the null hypothesis that (a, b)) €U against

! A slightly extended version of the theorm is given in Appendix 1.
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the simple alternative that (@, b) €M, the action 4, being the rejection of the
null hypothesis and u the level of significance. Similarly the action A; is the
rejection at the significance level X of the null hypothesis that (a, )& in
favour of the simple alternative that (a, b) €U. The linkage rule L is equivalent
to the likelihood ratio test and the theorem above asserts this to be the uni-
formly most powerful test for either hypothesis.

We state, without proof, two corollaries to the theorem. These corollaries,
although mathematically trivial, are important in practice.

Corollary 1: If

n Np
p= 2 u, A= m;, n<n,

il fm=n
the Lo(u, A, T'), the best linkage rule at the levels (4, \) becomes
1,0,0) if 1£¢<n
dly:s) =4{(0,1,0) if n<i<n (18)
0,0,1) if w’ <i{< Nr.
If we define
_ m(ya)
 ulya)
T, = m(Yn')
u('fn')

»

then the linkage rule (18) can be written equivalently? as
(1,0,0) if Tu.<m(y)/uly)
d(y) ={(0,1,0) if T\ <m(y)/uly) <T. (19)
(0,0,1) if m{y)/uly) £ T
Corollary 2: Let T, and T, be any two positive numbers such that
T,> T

Then there exists an admissible pair of error levels (x, A) corresponding to
T. and T, such that the linkage rule (19) is best at these levels. The levels
(u, \) are given by

p= Er u(y) (20)
A= 2 m(y) (21)
vely
where
T, = {v: T\ < m(x)/u(v)} (22)
Do yim(y)/uly) < T} (23)

3 We are grateful to the referee for pointing out that (19) and (18) are exactly equivalent only if
Mn/tin <Mn o1/t and ma’ 1 /un’ -1 <mp/ up.
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In many applications we may be willing to tolerate error levels sufficiently high
to preclude the action 4, In this case we choose n and »’ or, alternatively,
T, and T\ so that the middle set of ¥ in (18) or (19) is empty. In other words
every (a, b) is allocated either to 3 or to U. The theory for the allocation of
observations to one of two mutually exclusive populations may thus be re-
garded as a special case of the theory given in this paper.

3. APPLICATIONS
3.1. Some Practical Problems

In attempting to implement the theory developed in the previous section
several practical problems need to be solved. They are outlined briefly below
and taken up in more detail in subsequent sections.

a) The large number of possible values of m(y) and u(+y). Clearly the number
of distinet realizations of ¥ may be so large as to make the computation
and storage of the corresponding values of m(y) and u(y) impractical.
The amount of computation and storage can be substantially reduced on
the basis of some simplifying assumptions.

b) Methods to calculate the quantities m(y) and u(y). Two methods are
proposed.

¢) Blocking the files. Implicit in the development of the theory is the as-
sumption that if two files are linked then all possible comparisons of all
the records of both files will be attempted. It is clear that even for medium
sized files the number of comparisons under this assumption would be
very large, (e.g. 10° records in each file would imply 10° comparisons).
In practice the files have to be “blocked” in some fashion and comparisons
made only within corresponding blocks. The impact of such blocking on
the error levels will be examined.

d) Calculations of threshold values. It should be clear from Corollary 2 that
we do not have to order explicitly the values of v in order to apply the
main theorem since for any particular ¥ the appropriate decision (4,
A, or A;) can be made by comparing m(y)/u(y) with the threshold values
T, and T,. We shall outline a method of establishing these threshold
values corresponding to the required error levels u and .

e) Choice of the comparison space. The main theorem provides an optimal
linkage rule for a given comparison space. Some guidance will be pro-
vided on the choice of the comparison space.

3.2. Some stmplifying assumptions

In practice the set of distinct (vector) values of ¥ may be so large that the
estimation of the corresponding probabilities m(y) and u(y) becomes com-
letely impracticable. In order to make use of the theorem it will be necessary
to make some simplifying assumptions about the distribution of ».

We assume that the components of 4 can be re-ordered and grouped in such
a way that

T=(‘YI,72:"'175)

and that the (vector) components are mutually statistically independent with
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respect to each of the conditional distributions. Thus
m(y) = mi(y?) may?) - - (%) 24)
u(y) = wly?)-uoy?) - - - we(rX) (25)
where m(y) and u(y) are defined by (4) and (5) respectively and
mi(y?) = P(y*| (a,D)EM)
ui(y¥) = P(v*] (a,0)EV).

For simplicity of notation we shall write m(y?) and u(y*) instead of the
technically more precise m;(y?) and u;(y?). As an example, in a comparison of
records relating to persons 4' might include all comparison components that
relate to surnames, v? all comparison components that relate to addresses.
The components ¥' and 42 are themselves vectors; the subcomponents of y?
for example might represent the coded results of comparing the different com-
ponents of the address (city name, street name, house number, etc.). If two
records are matched (i.e. when in fact they represent the same person or event),
then a disagreement configuration could occur due to errors. Qur assumption
says that errors in names, for example, are independent of errors in addresses.
If two records are unmatched (i.e. when in fact they represent different persons
or events) then our assumption says that an accidental agreement on name, for
example, is independent of an aceidental agreement on address. In other words
what we do assume is that ¥, 4% - - -, v¥ are conditionally independently dis-
tributed. We emphasize that we do not assume anything about the uncondi-
tional distribution of v.

It is clear that any monotone increasing function of m(y)/u(y) could serve
equally well as a test statistic for the purpose of our linkage rule. In particular
it will be advantageous to use the logarithm of this ratio and define

wk(¥*) = logm(y*) — log u(¥%). (26)
We can then write
wly) =wl 4+ w4 - - w0k (27)

and use w(y) as our test statistic with the understanding that if u(y)=0 or
m(y) =0 then w(y) =+ « (or w(y) = — =) in the sense that w(y) is greater (or
smaller) than any given finite number.

Suppose that v* can take on 7, different configurations, i, ¥s * * +, e We
define
k k. k.,
w; = logm(y;) — log u(y,). (28)

It is a convenience for the intuitive interpretation of the linkage process that the
weights so defined are positive for those configurations for which m(y}) >u(y}),
negative for those configurations for which m(y}) <u(y}), and that this prop-
erty is preserved by the weights associated with the total configuration y.

The number of total configurations (i.e. the number of points y&T') is ob-
viously n-n,- - - - ng. However, because of the additive property of the
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weights defined for components it will be sufficient to determine n;+n,4 - - -
+ng weights. We can then always determine the weight associated with any
+ by employing this additivity.

3.3. The Calculation of Weights

An assumption made at the outset of this paper was that the files L4 and Lz
represent samples 4, and B, of the populations 4 and B. This assumption is
often necessary in some applications when one wishes to use a set of values of
m(y*) and u(y*), computed for some large populations 4 and B while the ac-
tually observed files L, and Lp correspond to some subpopulations A4, and B,.
For example, in comparing a set of incoming records against a master file in
order to update the file one may want to consider the master file and the in-
coming set of records as corresponding to samples 4, and B, of some conceptual
populations A and B. One might compute the weights for the full comparison
space I corresponding to A and B and apply these weights repeatedly on differ-
ent update runs; otherwise one would have to recompute the weights on each
occasion.

Of course it seldom occurs in practice that the subpopulations represented
by the files L, and Lz are actually drawn at random from any real populations
A and B. However it is clear that all the theory presented in this paper will
still hold if the assumption is relaxed to the assumption that the condition of
entry of the subpopulation into the files is uncorrelated with the distribution
in the populations of the characteristics used for comparisons. This second
assumption obviously holds if the first does, although the converse is not
necessarily true.

In this paper we propose two methods for calculating weights. In the first
of these we assume that prior information is available on the distribution in
the populations A and B of the characteristics used in comparison as well as
on the probabilities of different types of error introduced into the files by the
record generating processes. The second method utilizes the information in the
files L, and L themselves to estimate the probabilities m(y*) and u(y*). The
validity of these estimates is strongly predicated on the independence assump-
tion of the previous section. Specifically it requires that the formal expression
for that independence should hold almost exactly in the subpopulation L, X L,
which, in turn, requires that the files L, and Lp should be large and should
satisfy at least the weaker of the assumptions of the previous paragraph.

Another procedure, proposed by Tepping ([11], [13]), is to draw a sample
from L4 XLp, identify somehow (with negligible error) the matched and un-
matched comparisons in this sample, and thus estimate m(y) and u(y) directly.
The procedure seems to have some difficulties associated with it. If and when
the identification of matched and unmatched records can in fact be carried out
with reasonable accuracy and with reasonable economy (even if only at least
occasionally) then it might provide a useful check or corroboration of the rea-
sonableness of assumptions underlying the calculation of weights.

Finally, the weights w(y) or alternatively the probabilities m(y) and u(y),
derived on one occasion for the linkage L, X Lz can continue to be used on a
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subsequent occasion for the linkage, say L4’ X Ls’, provided A, and B, can be
regarded as samples from the same populations as A, and B, and provided the
record generating processes are unaltered.

3.3.1. Method I

Suppose that one component of the records associated with each of the two
populations A and B is the surname. The comparison of surnames on two
records will result in a component of the comparison vector. This component
may be a simple comparison component such as “name agrees” or “name dis-
agrees” or “name missing on one or both records” (in this case v* is a scalar);
or it may be a more complicated vector component such as for example “rec-
ords agree on Soundex code, the Soundex ecode is B650; the first 5 characters of
the name agree; the second 5 characters of the name agree; the surname is
BROWNING.”

In either of the two files the surname may be reported in error. Assume that
we could list all error-free realizations of all surnames in the two populations
and also the number of individuals in the respective populations corresponding
to each of these surnames. Let the respective frequencies in 4 and B be

fAvav te yfAm; ifA, =Ny

jml

and

fBufBz: e ;fB,,.; ZfBj = IVB.

Jul
Let the corresponding frequencies in AMB be

flvf'ly"'afm; ij=NAB.

The following additional notation is needed:

es or eg the respective probabilities of a name being misreported in L,
or Lg (we assume that the probability of misreporting is inde-
pendent of the particular name);

€40 OT €pq the respective probabilities of a name not being reported in
L4 or Lg (we assume that the probability of name not being
reported is independent of the particular name);
er the probability the name of a person is differently (though cor-
rectly) reported in the two files (this might arise, for example, if
L, and Lp were generated at different times and the person
changed his name).

Finally we assume that e4 and ep are sufficiently small that the probability
of an agreement on two identical, though erroneous, entries is negligible and
that the probabilities of misreporting, not reporting and change are indepen-
dent of one another.

We shall first give a few rules for the calculation of m and u corresponding
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to the following configurations of v: name agrees and it is the jth listed name,
name disagrees; name missing on either record.

m (name agrees and is the jth listed name)

= N{" (1 —ea)(1 —ep)(1 —er)(1 — ea0)(1 — es0)
<Y 4B (29)
i
' = (1 —ea —en — er — €40 — €50)
Naa
m (name disagrees)
= [1 — (1 —e)(1 —es)(1 — er)](l — €40)(1 — epo) (30)
=est+es+er
m (name missing on either file)
=1— (1~ ea0)(1 — ezo) = ea0+ ¢po (31)
u (name agrees and is the jth listed name)
= fﬁ‘.’; % (1 = eq)(1 — er)(1 — eao)(l — eso) -
é!:i—j-.ﬁ(l—e — ez — er — €40 — €50)
NA NB A B T A0 BO.
% (name disagrees)
= [l — (1 —eq)(1 —ep)(1 — er) Z Jas {B_J] (1 — e40)(1 — eg0)
i Na NB (33)

é[l—(l—eA—ea—er)Zéj—ibi

1 - -
- N NB]( €40 680)

% (name missing on either file)
=1~ (1~ ea0)(1 — €po) = €40+ €so. (34)

The proportions fa;/Na, fa;/Ns, f;/N may be taken, in many applications, to
be the same. This would be the case, for example, if two large files can be
assumed to be drawn from the same population. These frequencies may be
estimated from the files themselves.

A second remark relates to the interpretation of weights. It will be recalled
that according to (28) the contribution to the overall weight of the name com-
ponent is equal to log (m/u) and that comparisons with a weight higher than a
specified number will be considered linked, while those whose weight is below a
specified number will be considered unlinked. It is clear from (29-34) that an
agreement on name will produce a positive weight and in fact the rarer the
name, the larger the weight; a disagreement on name will produce a negative
weight which decreases with the errors ey, eg, er; if the name is missing on either
record, the weight will be zero. These results seem intuitively appealing.
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We should emphasize that it is not necessary to list all possible names for the
validity of formulae (29) to (34). We might only list the more common names
separately, grouping all the remaining names. In the case of groupings the
appropriate formulae in (29) to (34) have to be summed over the corresponding
values of the subscript . The problem of how to group configurations is taken
up in a later section.

Finally we should mention that formulae (29) to (34) relate to reasonably
simple realizations of v, such as a list of names, or list of ages, or lists of other
possible identifiers. In more complex cases one may be able to make use of these
results, with appropriate modifications, in conjunction with the elementary
rules of probability calculus. Alternatively one may have recourse to the
method given below. :

3.3.2. Method IT

The formulae presented in Appendix 2 can be used, under certain circum-
stances, to estimate the quantities m(y*), u(¥*) and N, the number of matched
records, simply by substituting into these formulae certain frequencies which
can be directly (and automatically) counted by comparing the two files.
Mathematically, the only condition for the validity of these formulae is that ¥
should have at least three components which are independent with respect to
the probability measures m and u in the sense of (24) and (25). It should be
kept in mind, however, that for agreement configurations m(y*) is typically
very close to one, u(y*) is very close to zero, and conversely for diagreement
configurations. Therefore the estimates of u(y*) and m(y*) can be subject to
substantial sampling variability unless the two files represent censuses or large
random samples of the populations 4 and B.

The detailed formulae and their proofs are included in the Appendix. At this
point only an indication of the methods will be given. For simplicity we present
the method in terms of three components. If, in fact, there are more than three
components they can be grouped until there are only three left. Clearly this
can be done without violating (24) and (25).

For each component vector of 4 designate the set of configurations to be con-
sidered as “agreements” and denote this set (of vectors) for the 2th component
by 8. The designation of specific configurations as “agreements” may be
arbitrary but subject to some numerical considerations to be outlined in the
Appendix.

The following notation refers to the frequencies of various configurations of
«. Since they are not conditional frequencies, they can be obtained as direct
counts by comparing the files L4 and Lg:

M,: the proportion of “agreement” in all components except the ith; any
configuration in the kth component;

Ux: the proportion of “agreement” in the Ath component; any configuration
in the others;

M: the proportion of “agreement” in all components.

Denote also the respective conditional probabilities of “agreements” by
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my = > m(y) (35)

veSh

un = 2. u(y). (36)
veSp
It follows from the assumptions (24) and (23) that the expected values of M,,
Uy, and M with respect to the sampling procedure (if any) and the record gen-
erating process through which the files L4 and Lz arose from the populations
4 and B can be expressed simply in terms of m; and us as follows.

3 3
NuNE(M;) = E(N) II'm; + [NaNz — E(N)] T us; h=1,2,3 (37

" oh

]VANBE(U}.) = E(N)m;. + [NANB - E(N)]u;. (38)
3 3

NuNsE(M) = E(N) I'm; + [NaNz — E(N)] T u; (39)

=1 J=1

where N4 and Nz are the known number of records in the files L4 and Lg and
N is the unknown number of matched records.

Dropping the expected values we obtain seven equations for the estimation
of the seven unknown quantities N, my, us(h=1, 2, 3). The solution of these
equations is given in Appendix 2.

Having solved for my, us and N the quantities m(y*) and u(y*) are easily com-
puted by substituting some additional directly observable frequencies into
some other equations, also presented in Appendix 2. The frequency counts re-
quired for all the calculations can be obtained at the price of three sorts of the
two files.

It is our duty to warn the reader again that although these equations provide
statistically consistent estimates, the sampling variability of the estimates may
be considerable if the number of records involved (N Np) is not sufficiently
large. One might get an impression of the sampling variabilities through the
method of random replication, i.e., by splitting both of the files at random
into at least two parts and by performing the estimation separately for each.
Alternatively, one can at least get an impression of the sampling variabilities
of My, Uy and M by assuming that they are estimated from a random sample
of size NaN .

Another word of caution may be in order. The estimates are computed on the
basis of the independence assumptions of (24) and (25). In the case of de-
partures from independence the estimates, as estimates of the probabilities
m(y*) and u(y*), may be seriously affected and the resulting weights m(y*)/
u(v*) would lose their probabilistic interpretations. What is important, of
course, is their effect on the resulting linkage operation. We believe that if
sufficient identifying information is available in the two files to carry out the
linkage operation in the first place, then the operation is quite robust against
departures from independence. One can get an impression of the extent of the
departures from independence by carrying out the calculations of Appendix 2
on the basis of alternative designations of the “agreement” configurations.
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3.4. Restriction of Explicit Comparisons to a Subspace

In practice of course we do not select comparisons at random from L4 X Lg.
But then in practice we are not concerned with the probability of the event
(A;l U) or the event (Aal M) for any particular comparison but rather with the
proportion of occurrences of these two events in the long run. Clearly if our
linkage procedure is to examine every comparison (a, 8)E L, X Lz then we could
formally treat any particular comparison as if it had been drawn at random
from L, X Lz. The only change in our theory in this case would be the replace-
ment of probabilities with proportions. In particular the probabilities of error
x and A would then have to be interpreted as proportions of errors. With this
understanding we can continue to use the notation and concepts of probability
calculus in this paper even though often we shall think of probabilities as
proportions.

We have now made explicit a second point which needs to be examined. We
would seldom be prepared to examine every («, 8) <L, X L3 since it is clear
that even for medium sized files (say 10° record each) the number of compari-
sons (10'°) would outstrip the economic capacity of even the largest and fastest
computers.

Thus the number of comparisons we will examine explicitly will be restricted
to a subspace, say I'*, of I'. This might be achieved for example by partitioning
or “blocking” the two files into Soundex-coded Surname “blocks” and making
explicit comparisons only between records in corresponding blocks. The sub-
space T* is then the set of v for which the Soundex Surname component has
the agreement status. All other y are implicit positive non-links (the compari-
sons in T —T* will not even be actually compared hence they may not be either
positive or possible links). We consider the effect that this procedure has on the
error levels established for the all-comparison procedure.

Let T, and T, be established (as in Corollary 2) for the all-comparison pro-
cedure so as to satisfy

T,= {Y: T.< 'm(‘/)/u('Y)}
I = {yim(y)/u(y) < Th}

where
g =2 uly)
yeTp
X =2 m().
el

If we now regard all y&(I'—T*) as implicit positive non-links we must
adjust our error levels to

w == 2, uly) (40)
reNr*

M =x+ 2 m(y) (41)
r,Nr*

where I'y and I'* denote complements taken with respect to T' (i.e. I'—T) and
I'—I'*, respectively).
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The first of these expressions indicates that the level of u is reduced by the
sum of the u-probabilities of those comparisons which would have been links
under the all-comparison procedure but are implicit non-links under the block-
ing procedure. The second expression indicates that the actual level of A is in-
creased by the sum of the m-probabilities of the comparisons that would be
links or possible links under the all-comparison procedure but are implicit
non-links under the blocking procedure.

The probabilities of a failure to make a positive disposition under the block-
ing procedure are given by

PYA|M) = 3 miy)— X mly) (42)
YT uNTX Ye N AN

P4 |y = X wly)— 2 uly (43)
YeluNTy YeluNTANTs

the second term on the right in each case being the reduction due to the block-
ing procedure.

These expressions will be found to be useful when we consider the best way
of blocking a file.

3.5. Choice of Error Levels and Choice of Subspace

In choosing the error levels (¢, A\) we may want to be guided by the considera-
tion of losses incurred by the different actions.

Let Ga(4,) and Gy(4,) be non-negative loss functions which give the loss
associated with the disposition 4;; (=1, 2, 3); for each type of comparison.
Normally, we would set

GM(AI) = Gy(4;) =0

and we do so here. Reverting to the all-comparison procedure we set (g, \) so
as to minimize the expected loss given by the expression

P(M)-E[Gu(4)] + P(U)-E[Gu(A)]

= P(M)[P(A2| M) Ga(A2) + N-Gu(43)] (44)

+ P(U)[u-Gu(A1) + P(42| U)-Gu(A2)]
Note that P(Azl M) and P(A2| U) are functions of 4 and X\. We give later a
practical procedure for determining the values of (4, A\) which minimize (44).
Suppose that (u, A} have been set so as to minimize (44). We now consider
the effects of blocking the files and introduce an additional component in the
loss function which expresses the costs of comparisons, Gr*(L4 X L), under a

blocking procedure equivalent to making implicit comparisons in a subspace
I'*. We seek that subspace I'* which minimizes the total expected loss,

cf P(M)-E[Gu(4)] + P(U)-E[Gu(4)]}
4+ Gps(La X Lp)
= c{ PO [P*(A: | MGy (A2) + A*Crr(A45)] (45)
+ P(U) [u*Gu(41) + P*(4.] U)Gu(49)]}
4+ Gre(La X Ls)
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where P* denotes probabilities under the blocking procedure given by (42) and
(43) respectively and ¢ denotes the number of comparisons in L, X Ls. Now if
the processing cost of comparisons under any blocking I'* is simply propor-
tional to the number of comparisons, c*, i.e.

Gre(La X L) = ac*
then we can minimize

PO [P*(A, | M)Gau(ADN*Gar(4s))

+ P(U)[6*Gu(41) + P*(4:| U)Gu(41)] + % - (46)

The last term is the product of the cost, «, per comparison and the reduction
ratio in the number of comparisons to be made explicitly.

No explicit solution of (46) seems possible under such general conditions.
However, (46) can be used to compare two different choices of T*. Once a
choice of I'* has been made, the “theoretical” error levels u, A can be chosen,
using (40) and (41), so that the actual error levels u*, A* meet the error spe-
cification. The threshold values 7,, T are then calculated from the “theoreti-
cal” error levels.

3.6. Chotce of comparison space

Let I and I be two comparison spaces, with conditional distributions m(w),
u(w) and m'(w), w'(w) and threshold values T,, T\ and T,, T} respectively
(the threshold values being in both cases so determined that they lead to the
same error levels g, N).

Now in a manner precisely analogous to our linkage criterion we might say
that a comparison space T is better than a comparison space IV at the error
levels (u, A) if

P(T.<wl(y) <T,) <P(T <vw'¥x)<TJ) “n

where it is assumed that the comparisons are made under the optimal linkage
rule in each case. The linkage criterion developed for a given T is independent
of (u, \) and P(M). Clearly we cannot hope for this to be the case in general
with a criterion for the choice of a comparison space.

Expanding the expression (47) we have as our criterion at the level (4, \)

P(M)- 2 m@w)+PU) 2 uw)

T\<w<Ty Th<w<T,

<P X mw)+PU) X u@w) (48)
T\<w <T, T\<w'<T,

In most practical cases of course P(}) is very small and the two sides of (48)
are dominated by the second term. However if a “blocking” procedure has
reduced the number of unmatched comparisons greatly it would be more ap-
propriate to use P*(}M) and P*(U) appropriate to the subspace I'* (i.e. to the
set of comparisons that will be made explicitly), than to use P(M) and P(U)
provided the same “blocking” procedure is to be used for each choice of com-
parison space. P(M) and P(U), or alternatively P*(M) and P*(U), have to be
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guessed at for the application of (48). The difference between the right hand
side and the left hand side of (48) is equal to the reduction of P(4,) due to the
choice of the comparison space.

In practice the difference between two comparison spaces will often be the
number of configurations of component vectors which are listed out in addition
to the simple “agreement”—“disagreement” configurations (e.g. “agreement
on name Jones,” “agreement on name Smith,” etc.). The formula (48) can be
used to compare the loss or gain in dropping some special configurations or
listing out explicitly some more.

3.7. Calculation of threshold values

Having specified all the relevant configurations v; and determined their
associated weights wf; k=1,2, - - - K;j5=1, 2, - - -, ng it remains to set the
threshold values 7, and T corresponding to given u and X and to estimate the
number or proportion of failures to make positive dispositions of eomparisons.

As shown before, the number of weights to be determined is equal to
m+n, - - - +ng. The total number of different configurations is, however,
mmn, - - - ng. Since the number of total configurations will, in most practical
situations, be too large for their complete listing and ordering to be feasible
we have resorted to sampling the configurations in order to estimate 7', and T'.
Since we are primarily interested in the two ends of an ordered list of total
configurations we sample with relatively high probabilities for configurations
which have very high or very low weights w (v). ’

The problem is made considerably easier by the independence of the com-
ponent vectors v*. Thus if we sample independently the component configura-
tions v}, Y5, - * * 'y,ﬁ_with probabilities z;, 25, - - -, zx_ respectively we will
have sampled the total configuration v;=(v;, Vip * * s 'y}f() with probability
z,-=z,'l, zf, .. -z,‘;. Hence we do not need to list all configurations of ¥ for
sampling purposes, only all configurations of 4* for each k.

We speed up the sampling process and increase the efficiency of the sample
by ordering the configurations listed for each component by decreasing values
w*, and sampling according to the following scheme:

1) Assign selection probabilities 2}, 2§, - - -, 2> roughly proportional to | w}/|-

2) Choose a configuration from each component. If the configuration ~% is
chosen from the kth component (with probability z) choose also the
configuration v, .

3) Combine the first members of the pairs chosen from each component to
give one total configuration and the second members to give another.

4) Repeat the whole procedure S/2 times to give a with-replacement sample
of S total configurations.

The sample is then ordered by decreasing values of
w=w+w+ -+ wz (49)

Let ya(h=1,2, - - -, S) be the ~Ath member of the ordered listing of the sample.
(Note: If a configuration with the same value of w ocecurs twice in the sample,
it is listed twice.) Then P(w(y) <w(ys) | +vE M) is estimated by
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S

A = Z myn)/w(vn) (30)
howh
where
S ’ -4
w(ys) = E'Z (vn) (51)
and
. 12 K 1 2 K
2 (Yn) = 2Zn2ny - - - Zhp + 2n—hi+18ng—hgt1 * * ° Zn =k (52)
while

P'lw(y) <w(ys)|YyEU) is estimated by

h
By = Z u('rh')/ﬂ’(‘\’h')- (53)
Afal

The threshold values T(M\y) and T(ua), are simply the weights w(yy) and
wlyw)-

We have written a computer program which, working from a list of configura«
tions for each vector component and associated selection probabilities, selects
a sample of total configurations, orders the sample according to (49), calculates
the estimates (50) and (53) and finally prints out the whole list giving for each
total configuration its associated As, ua, T(As), and T'(ua).

We can use the same program to examine alternative blocking procedures
(see Section 3.4). Thus in the ordered listing of sampled configurations we can
identify those which would be implicit positive non-links under a blocking pro-
cedure which restricts explicit comparisons to a subspace I'*. Thus correspond-
ing to any values of T, and T, (or u and A\) we can obtain the second terms in
each of the expressions (40), (41), (42), and (43). Alternatively if the implicit
positive non-links are passed over in the summations (40) and (41) we can read
off the values of the left-hand sides of those expressions. If we arrange this for
alternative blocking procedures we are able to use the output of the program to
make a choice of blocking procedures according to (46).
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APPENDIX [
A FUNDAMENTAL THEOREM FOR RECORD LINKAGE
We stated that (g, A) is an admissible pair of error levels provided u and A

are not both too large. We will make this statement more precise.
Let

Un=2us  n=12---, N ()

iral

NP
M = 25 ms; n=12".--,Nr @
J[NI‘+1 = 0 (4)

and define f(u), as shown in Figure 1, on the interval (0, 1) as the monotone
decreasing polygon line passing through the points (U., May) for n=0,
1, - - -, N. It is possible of course to state the definition more precisely, but
unnecessary for our purposes.

The area contained by the axes and including the line A=f(u) defines the
region of admissible pairs (g, A). In other words (g, A) is an admissible pair if
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Fi6. 1
0 <\ < fu)
and 0 < u. (5)
Let n(x) be the integer such that
Uny—1 < 6 < Ungy (6)
and n’(\) the integer such that
Mupoy 2 A> Mooy (7)
Define
A - l"[n' A)+1
Py=— )

Marr)
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and

— Ungy-
P, = £ e 9
Un (x)

It follows from the way in which the configurations were ordered and the re-
strictions on x and X that the denominators of the expressions on the right of
(8) and (9) are positive.

It is easy to see from Figure 1 that

0<P,<1 and 0<P, L1 (10)
It is also clear from Figure 1 that (4, \) are admissible if and only if
(a) n'() 2n() +1
(e.g. (ua, As) in Figure 1)
or (11)
(b) »’\) =n(w) and P .+ P, <1
(e.g. (us, As) in Figure 1).
Thus (a) and (b) simply divide the admissible region into two areas, one
bounded by the axes and the broken lines in Figure 1, and the other bounded
by the broken lines and the polygon line A=f(u).

Finally, from Figure 1 and the definitions of n(x) and »n’(\) we see that
A=f(u) if and only if

(@) n’'\) =n(w) +1 and P, =P, (12)
(i.e. the vertices of A = f(u)).
or
() n’(\) =n() and P+ Pu=1 (13)

(i.e. points on A = f(u) other than vertices).

Let (u, A) be an admissible pair of error levels on T'. We define a linkage rule
Lo(u, A, T) as follows:

1) If (A\) >n(p)+1 then

((1,0,) if i< niw) — 1
!(P,., 1 —P,0 ifi=n

Ay = {0, 1,0 () + 1< <0 — 1
(0,1 = P\, P\) if¢=n'(\)
(0,0, 1) fi>n')+1

2) If #’(\) =n(u) and PA+P,<1

[(1,0,0) if i < nw) — 1

o) = {(Pu1 = Py — Py Py if 1 =n(u) = n'(\)
!(0,0, 1) if i >n'(\) + 1.
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(It is easy to see that (g, M) is admissible if and only if one of the two conditions
above holds.)

We have now defined a linkage rule for an arbitrary pair of admissible levels
(i, A). It follows immediately from the definition of Lo(u, A, T) that P(4.)=0
if and only if A=f(u)

Theorem: If (u, A) is an admissible pair of error levels on T then Lo(u, A, T')
is the best linkage rule on T at the levels u and X. If (g, A) is not admissible on
T then there are levels (ug, Ao) with

po S 4, and Ao SN (14)

(with at least one of the inequalities in (14) being a definite inequality) such
that Lg (o, Ao, T) is better than Lo(g, A, T) and for which

Pr(4,) = 0. (15)

This theorem explains the terminology “inadmissible.” This simply means
that we should not consider linkage rules at inadmissible error levels, since in
this case L always provides a linkage rule at lower error levels for which we
still have P(4,) =0 (i.e. only the positive dispositions 4; and A4; occur).

Proof:

Let L'y, A\, T) be any linkage rule with admissible levels (u, \). Then
L’(u, A, T) can be characterized by the set of decision functions

3
d'(y) = (P, Pia, Piy), 2 Pi= i=12---,Nr (16
j=1
where
P, =P4;lv), =123 i=12 - N¢o a7
Clearly
NP ,
P (A |U) =2 uwPii=u (18)
[
Nr ,
PL'(A:;! 2‘[) = ZmiPis = A (19)

t=1

Consider the linkage rule Lo(u, A\, T). It is characterized by equations analogous
to (16) to (19) but Pj, replaced by P;; as defined above. We shall prove that

P(A:| L)) S P(4.| L") (20)

According to the construction of Lo the u; which happen to be zero have the
smallest subscripts, the m; which happen to be zero have the largest subscripts.
More rigorously, there are subscripts » and s such that

u, =0 ife=r—1, ;>0 ife>r (21)
m;=0 ifizs+1, m>0 ifi<Ls (22)
We have seen previously that

Un (u) > 0
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and

Margy > 0
hence
np) 27
n(\) Zs
hence
Phy=1 fori=12---,r—1 (23)
P;=1 fori=s+1,s+2 ---,Nr (24)

that is, whenever u; is zero then P;=1 and whenever m;=0 then P;=1.
By definition of g, it follows that

Np Np ,
2 wiPa =2 wPi=u (25)
iml il

Putting n=n(x) and observing that Py=1 if 1<n—1 we can express (25) as
follows:

n—1 Ny ,
Zui+uan = Z%‘Pu

iml =l
or
n—1 , , Nt ,
2 ui(1 — Pi) + un(Py — Pry) = Z uiPi. (26)
=1 Smnt 1

With the possible exception of the last term on the left it is clear that every
term in (26) is non-negative. We assume, without loss of generality, that the
term in question #s non-negative for, if it were negative, we would simply
transfer it to the other side of the equality and all of the steps to follow would
hold. It follows that if not every term in (26) is equal to zero then both sides
are positive. Assume for the moment that this is the case.

It follows from the ordering of I' that

um; £ u;m; whenever 7 < j. (27)
It is now seen that
NI' ! = ’ ']
[ Z ijil][ Z ui(l — Py) + ua(Py — Pn.l)]

F=n41 il

(28)

< ["fm,u — Ply) +ma(Ps — P:,J)][ 3 u,.pgl]

=1 J=n+l

since by (27) every term in the expansion of the left hand side is of the form

muiPi(1 — Pl) or mu.Pi(P, — P..,) (7 =n<y
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and corresponding to each there is a similar term on the right hand side but
with m;u, replaced by mu; and m;u, replaced by m,u;. Dividing (28) by (26)
we get

Np n—1
E m,-P,'~1 s Zm,(l - PJ,I) +mn(Pu - P:I.l)
Jon+4l Jj=1
or
Nr , Nr
EmiP - E mP. (29)
1 il

If every term in (26) was zero (29) would still hold since in that case we would
have
Pu=Py forizr
i.e. whenever u;70 and we would have
Pu=12P,; forisr—1

because of (23) and because P;, <1 for every 7. Hence (29) would hold in this
case as well.
By definition
Nr Nr

S mPis =2 mPis =X\ (30)
=l

t=]l

From (29) and (30) we get

Nr , NT
S mi(Pa+ Pa) £ 2 (Pa+ Pa)

[T je=l
or
Np , NT
Zm.‘(l - P S Zmi(l — Py). 31)
tml [
Because
Nr
Z m; = 1, we get
=]
NP NT .
Zm.'Piz s EmiPiz
il iml
or
Pr(A:| M) S Pr(4.] M). (32)
It can be shown similarly that
Pr(4:| U) S Pr(4.] V). (33)
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But (32) and (33) together state that
P(4:| Lo s P(4:| L) (39)

which completes the proof of the first part of the theorem. Note that we have
actually proved more than (34) since we have proved that L, is optimal sepa-
rately under both the conditions M and the condition U. This also explains
why the prior probabilities P(M) and P(U) do not enter either the statement
or the proof of the theorem; our result is independent of these prior probabil-
ities. The underlying reason, of course, lies in the fact that the error levels are
concerned with conditional probabilities of misallocation. The situation would
change if one tried to minimize the unconditional probability of misallocation
or if one tried to minimize some general loss function.

As for the proof of the second part, let (u’, \’) be an inadmissible pair of error
levels (0<u<1, 0<A<1). Since f(u) is a strictly monotone decreasing con-
tinuous function in the range determined by

O0<ux<l
0<flw <1

it will intersect at a unique point the straight line drawn through (0, 0) and
(«’, N'). This is illustrated in Figure 1. Denote this point by (i, Ao). Then

O<uw<u <l
0<ix<NK1

and
Ao = f(o). (35)
The linkage rule Lo(uo, xo,'r) is, in light of (36), (1é), and (13) such that
P(A.| Lg) = 0.

Hence Lo(ug, Ao, T') is a better linkage rule than any other linkage rule at the
level (W, \).

This completes the full proof of our theorem.

The form of the theorem given in the text is an immediate corollary of the
theorem above and the expression (11).

APPENDIX I1
METHOD II FOR THE CALCULATION OF WEIGHTS
Denoting

NANB =

the equations resulting from (37) to (39) by dropping expected values can be
written as

N 3 _.N 3
Mo=— [I m+2< 0w k=123 )

C jel.jsk C el jmk
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N c— N
Uy =—m +
[+

Uy k=1,23 (2)
c

N 3 3
M=— H m,-+ H U;. (3)

[ jmm1 c el

We introduce the transformation
m: =m — Uy 4)
up = up — Uk (5)
Substituting m: and u: from (4) and (3) into (2) we obtain
N « ¢—N

—m,,+ Uk =0 ’G=1,2,3. (6)
c c

Substituting (4) and (5) into (1) and then substituting in the resulting equa-
tions u,; from (6) we obtain

3 * c— N 3
H m; = N [ﬂfk - H UJ’] =1,23. @

J=1,ik Je=1,jpk

Denoting
3
Ri=M.~ [l U, k=123 8)
Jual,jpth

we obtain by multiplying the three equations under (7) and by taking square

roots
i - (5 (12)

Dividing (9) by (7) and putting

= \/(c - N)/AT (10)
B: = H Ri/R. k=1,2,3 (11)
j=1,ipk
we get

me = BiX k=123 (12)

and, from (4) to (6),
= Ui + BX k=123 (13)
Up = Uk‘Bk/X k= 1,2,3. (14)

We can now substitute into (3) m, and u from (13) and (14) respectively and
N as expressed from (10). We obtain
1 X:

(C; + B;X U;—- B;/X) = M. 15
X2+1,I_Il + ) + +1( i i/ X) (13)
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After expanding (15), some cancellations and substitution of B; from (11) we
get the following quadratic equation in X:

3 3

VHR (X? —1)+[HU,-+ZR,U,-—M]X=O. (16)
J=1 Jml P

The positive root of this equation is

3 3
X= {M - > RU; - [1U;

jml jm1

! 3 3 -2 3 3
+ 1/ [M - RrU,-1II U,-J +4]] R,-} 24/ IR,  an
J=1 =l Jw=l Jm=1
The estimates of m, ux and N are now easily obtained from (10), (13) and (14).
Having solved these equations we can proceed to estimate the specific values
of m(+y) and u(y) which are required. We introduce some additional notation
which, as before, refers to observable frequencies:

M(+;) =the proportion of “agreement” in all components except the kth;
the specific configuration ¥f in the kth component

Ui(y?) = the proportion of “agreement” in the first, ¥} in the second and any
configuration in the third component

Ui(¥}) =the proportion of “agreement” in the first, ¥} in the third and
any configuration in the third component

U(+}) =the proportion of +} in the first, “agreement” in the second and
any configuration in the third component.

The required values of m(y;) and u(y!) are estimated as

1 1
() = AT = W) g (8)

ma(ms — us)

2 2
mir = LM Z WD . 4 (19)

mi(ms — us)
2 , o8
m('{t) _ Ma(y:) — uaUi(vy:) (X2 + 1) (20)

my(ms — us)

maUs(yi) = Mi(y) X2+1

1

ulrd) = ua(ms — ua) X? &
o maUs(ys) — Ma(y) X241

ur) = = s o (22)
o maUi(yi) — Ma(y) X241

u('r.-) B u1(‘m2 - uz) Xz (23)

The formulae (18) to (23) are easily verified by expressing the expected values
of the quantitites Mi(yf), Uir(y}), ete. in terms of ms, w, m(y}) and u(y}),
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dropping the expected values and solving the resulting equations (there will be
two equations for each pair m(y}) and u(y})).

The necessary and sufficient conditions for the mechanical validity of the
formulae in this section are that

Me 7 U k=123
and
R.>0 k=1,23
Since
me = m(Sy) = Pr(S;| M)
we = u(Sy) = Pr(Si|0)

clearly for sensible definitions of “agreement” m; > u; should hold for k=1, 2, 3.
In this case B:>0 will hold as well. The latter statement can easily be verified
by substituting (1) and (2) into (8).
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FIDDLING AROUND WITH NONMATCHES AND MISMATCHES

Fritz Scheuren and E. Lock Ohs Social Security Administration

The necessity of linking records from two or more
sources arises in many contexts. One good example
would be merging files in order to extend the
amount or improve the quality of information
available for population units represented in both
files. In developing procedures for linking
records from two or more sources, tradeoffs exist

between two types of mistakes: (1) the bringing
together of records which are for different

entities (mismatches), and (2) the failure to link
records which are for the same entity (erroneous
nonmatches). Whether or not one 1is able to
utilize one's resources in an "optimal" way, it is
almost certainly going to be true that in most
situations of practical interest some mismatching
and erroneous nonmatching will be wunavoidable.
How to deal with these problems depends, of
course, to a great extent on the purposes for
which the data 1linkage is being carried out.
Because these reasons can be so diverse, no
general strategy for handling mismatches and
nonmatches will be offered here. Instead, we will
examine the impact of these difficulties on the
analysis of a specific study. The study chosen is
a large-scale matching effort, now nearing
completion, which had as its starting point the
March 1973 Current Population Survey (CPS).

THE 1973 CENSUS - SOCIAL SECURITY
EXACT MATCH STUDY

The primary didentifying information in the 1973
Census-Social Security study was the social
security number (SSN). The problems which arise
when using the SSN to 1link Current Population
Survey interview schedules to Social Security
records differ in degree, but not in kind, from
the problems faced by other "matchmakers.'

In the 1973 study, as in prior CPS-SSA linkages,
the major difficulty encountered was dincomplete-
ness in the identifying information [1].
searches had to be carried out at SSA for over
22,000 individuals for whom no SSN had been re~
ported by the survey respondent [2]. Another
major problem was reporting errors in the social
security number or other identifiers (name and
date of birth, etc.). SSN's were manually
searched for at SSA in cases where severe
discrepancies between the CPS and SSA information
were found after matching the two sources using
the account number initially provided [3].
Because of scheduling and other operational
constraints, an upper limit of 4,000 manual
searches had to be set for this part of the
project. Therefore, 1t was possible to look for
account numbers only in the most '"likely" in-
stances of CPS misreporting of the SSN. The cases

sent through this search procedure were those for
which both name and date of birth were in
substantial disagreement. For social security

beneficiaries, _computerized (machine) searches at
SSA were also conducted for both missing and
misreported SSN's. This was made possible through
an administrative cross-reference system which

Manual
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links together persons who receive benefits on the
same claim number. About 1,000 potentially usable
SSN's were obtained in this way.

Operational Restrictions on the Matching.-- One of
the concerns the 1973 work has in common with
earlier Census-SSA 1linkage efforts is the great

care that is being taken to ensure the
confidentiality of the shared information. The
laws and regulations under which the agencies

operate Impose very definite restrictions on such
exchanges, and special procedures have been
followed throughout, so as to adhere to these pro-
visions--in particular, to ensure that the shared
information 1s used only for statistical purposes
and not for administrative ones.]l/ Another major
restriction on the study was, of course, that it
had to be conducted using data systems which were
developed and are used principally for other pur-
poses. The CPS, for instance, lacks a number of
pieces of information that would, if available,
have materially increased the chances of finding
the surveyed individual in SSA's files. Finally,
the manual searching for over 26,000 account num-
bers at Social Security imposed a sizable addition
to the normal administrative workload in certain
parts of the agency. Therefore, in order to
obtain a reasonable priority for the project,
numerous operational compromises were made which
precluded the employment of '"optimal” matching
techniques [e.g., 4, 5, 6, 7, 8]. One of the most
serious of these was the decision basically not to
"re-search" for the missing and misreported SSN's
of individuals for whom no potentially usable num-
ber was found after just one search.

Basic Match Results.--There were 101,287
interviewed persons age 14 or older who were
included in the 1973 Census-Social Security Exact
Match Study. Of the total, about 2 percent had
not yet been issued an SSN at the time of the

interview and, hence, were not eligible for
matching. In another 8 percent of the cases, no
potentially usable social security numbers could

be found even though one was believed to exist.
For the remaining 90,815 sampled individuals, an
SSN was available, and CPS and SSA data could be
linked. Of these account numbers, 77,465 were
supplied by CPS respondents initially. There were
also 3,347 cases where the SSN provided originally
was replaced with an account number obtained from

the manual and machine searches of SSA's files
which were described above. In a few of these
cases-—-about 200--the SSN's used as replacements

were taken from a supplementary Census source.
Finally, there were 10,003 sampled individuals for
whom no account number had been provided
initially, but one was obtained subsequently by a
search of S8SA's files.

ALTERNATIVE COMPUTERIZED MATCH RULES

obvious errors
it 1is not

In general, aside from certain
(which have already been eliminated),



possible to determine whether the SSN we have for
a particular individual is his own or has been er-
roneously ascribed to him. One can, however,
estimate the likelihood that a potentially usable
account number is incorrect. To do this, five
confirmatory variables common to both data sets
were used: surname (first six characters), age
attained in 1972 (in years), race, sex, and month
of birth. The pattern of agreements and
disagreements that might be expected between the
CPS and SSA reporting on these variables depends,
of course, on whether the records brought together
are "mismatches" or "truematches.'" (See figure 1
below for definitions.)

Figure ! -- Match Definitions

TRUEMATCH -- A match between a Social Security
Administration (SSA) record and a Current Pop-
ulation Survey (CPS) interview schedule where the

two sets of documents were for the same
individual.

MISMATCH -- The erroneous matching of data from
the two sources when the information brought

together was not for the same individual.

TRUE NONMATCHES -- Individuals in the Current
Population Survey who have not yet been issued a
social security number (SSN) and therefore do not
have a Social Security Administrative record.

ERRONEQOUS NONMATCH -- A case where either no SSN
could be found even though it had been issued
(making it dimpossible to match the sources to-
gether) or the two sources were brought together
ut because of the rule used to decide what would
e called a "match" they were treated erroneously
8 nonmatches.

Mismatches.-~If mismatches arise on a purely
chance basis, then the probability of agreement on
any one variable would depend just on the marginal
distribution of that variable in the two data sets
being linked. This is the assumption we have made
here. The conditional probability given a
mismatch of a particular combination of agreements
(disagreements) on the confirmatory informatiom,
denoted by {PMM} , was thus estimated as the

product of the observed marginal proportions of

agreement and disagreement for each variable
separately.
Two separate mismatch models were fit: one for

SSN's obtained in manual searching and one for all
other SSN's. This was necessary because of the
nature of SSA's manual searching procedures where,
for a number to be returned from the search, there
usually must be at 1least rough agreement on

surname and age. (Hence, these two variables
could not be used for evaluating mismatches among
persons with SSN's obtained from manual

searching.)
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Truematches.-- Differences between the CPS and SSA
variables can arise quite frequently even when the
data 1is for the same person. The information in
the two systems is collected at very different
times; perhaps as long as 30 or more vyears
separate the two observations. Furthermore, the
respondent on the two occasions may very well be

different. For the most part, the Social Security
variables were obtained from the individual
himself, while 4in the CPS, over half the

information was obtained by proxy.

The extent of agreement for '"truematches" has also
been modelled by assuming independence among the
confirmatory variables. However, the conditional
probabilities of agreement, given a truematch,
denoted by {pTM}, cannot be estimated separately
from the overall mismatch rate, " ®," that exists
among the 90,815 individuals with potentially
usable SSN's. To obtain estimates an Information
Theoretic approach was taken; the {pTM} and ¢ were
obtained by (iteratively) fitting the observed
proportions {n} for each of the combinations of
agreement or disagreement on the confirmatory
variables that were found in the sample. The
estimating equation was of the form

Q) 1=Q@Q-0a P+ opH
where the {§MM} were calculated as described

above, with oand the {p™} being chosed such that

~

~ ~ ™
2) I(msm) = L7 ln &
was a minimum. The {7} are given by the
expression
~ N o oMM
3 T o= (1 - a) PTM + oP

and were used in obtaining table 1,

These models were judged to be adequate except for

cases where there was perfect or near perfect
agreement on the confirmatory variables. For such
individuals, research from other SSA studies

indicated that the estimated number of mismatches
was probably too small, and some upward
adjustments were made to the fitted results.2/

Alternate Match Rules.--The match rules considered
in the remainder of this paper all use the extent
of agreement on age, race, sex, month of birth,
and surname to determine whether CPS and SSA
records linked by common SSN's should be treated
as "matches'” or "nonmatches." Four ad hoe rules
were examined:

1. "Perfect” Agreement Rule.--For this rule
all five confirmatory variables had to
agree within tolerance. For surname, which



Table 1. -- Estimated Number of Mismatches and Erroneous Nonmatches by Match
Rule for March 1973 CPS Interviewed Persons 14 Years of Age and Older

Perfect Surname CPS-SER Potentially
Item Agreement Agreement Agreement Usable
Rule Rule Rule Rule
Total ....... 90,815 90,815 90,815 90,815
Matched, Total 76,294 85,293 86,910 90,815
Truematches............ 76,276 84,784 86,537 88,962
Mismatches............. 18 509 373 1,853
Mismatches as a Percent
of Total Matches........ 0.02 0.60 0.43 2.04
Nonmatches, Total 14,52] 5,522 3,905 -
True Nonmatches........ 1,835 1,344 1,480 -
Erroneous Nonmatches... 12,686 4,178 2,425 -

Note:

Based on an unweighted CPS sample of all individuals with potentially

usable SSN's,including a small number of Armed Forces members excluded from
the weighted figures in the remaining tables.

depends on a character-by-character agree-
ment of the first six letters of the last
name, a tolerance of two letters was
allowed. Similarly, a difference of four
years was permitted in defining agreement
on age. For sex, race, and month of birth,
no tolerance was allowed.

Surname Agreement Rule.-~This rule requires

at least four of the first six letters of
the surname to be the same. (The other

confirming variables were not considered.)
The surname rule is based on a modified
version of the administrative procedures
now in use at IRS and SSA to verify the
correctness of the social security number

supplied.
. CPS-SER Agreement Rule.--This rule
basically requires that four out of the

five confirmatory variables agree (within
the tolerances mentioned in the first rule
above). In selected cases (361
altogether), agreement on just three vari-
ables was enough to consider the individual
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a match, It was this rule, discussed in
veport no. &4 of SSA's Series on Studies

from Interagency Data Linkages, which has
been employed for the first public-use
match file prepared from the project and

described in 5 and 6 of that

Series.

reports nos.

Potentially Usable Rule.--This is the least
stringent of the rules in that no
restrictions are placed on what is to be
called a "match."

IMPACT OF ALTERNATE MATCH RULES ON EARNINGS
In assessing the four match
considered, it is not enough simply to 1look at
them in terms of their respective mismatch and
erroneous nonmatch rates. What we need to do is
to take account of the bias and variance
implications of the matching error on some of the
chief variasbles to be provided by the linkage.
Among the most important of these data items are
the 1972 earnings information reported to the
Census Bureau and to Social Security. In this

rules being



section, therefore, we will compare these earnings

data under each match rule.

First,

we will

examine the extent to which one's overall "level"”
estimators of the CPS or SSA earnings distribution

are affected by the different match rules.
interest

level estimates are of

The

principally

because a standard exists for these against which

a comparison can be made.

evaluation, however, 1is the

What is crucial to our
sensitivity of the

relationships between CPS and SSA earnings amounts
Here, of course, no
outside standard exists, since it was to examine
these relationships that the study was mounted.

to the match rule chosen.

level Comparisons.--Tables

2 and 3 below compare

the percentage distributions of CPS and SSA earn-
ings for each procedure with preliminary overall

survey or administrative

control figures.

No

correction hLas been made for erroneous nonmatches
or mismatches, but the sample has been reweighted
to make a rough adjustment for differences which

arise because of survey undercoverage [9].

Sizable discrepancies among the various estimates

can be observed in the tables. For example,

from

table 2, it can be seen that the difficulty of ob-
taining an SSN may have been relatively greater
for individuals who were not identified in the CPS
as having worked 1in 1972. Large differences
(statistically significant at o = 0.0l) exist, in
fact, between each of the match results and the
control for the "no earnings" category of the CPS
classifier. On the other hand, both tables 2 and
3 show that persons with CPS or SSA earnings of
$9,000 or more are always proportionately over-
represented in the sample. For the SSA classifier
the observed differences for the $9,000 or more
class are all significant at the a = 0.01 level.

Relationship Comparisons.--The relationships be-
tween CPS and SSA reported earnings can be inves-
tigated in a number of ways. One of the standard
methods is to cross-classify the two amounts by
the same dollar size-classes and count the
fraction of cases which fall into the same
interval or into a higher or lower interval [11}.
Table 4 provides a summary of such cross-
tabulations for each match rule where the dollar
size-classes used are the same as those shown in
tables 2 and 3.

Table 2. -- Unadjusted CPS Ea}nings Percentage Distributions
Under Alternate Match Rules, as Compared to the
Civilians 14 or Older with SSN's

Overall Survey Estimate:

Size of Overall Match Rule
CPS Survey .
: Perfect Surname Potentially
Earnings Estimate Agreement Agreement CPE;?ER ‘Usable
Rule Rule Rule

TOTAL.......... 100.0 100.0 100.0 100.0 100.0
Nome .....ccevvuennn 35.0 32.8 33.6 34.0 34.2
$1 to $999 or Loss.. 10.9 10.5 10.6 10.7 10.6
$1,000 to $1,999.... 5.8 5.9 5.9 6.0 6.0
$2,000 to $2,999.... 4.4 4.5 4.5 4.5 4.5
$3,000 to $3,999... 4.4 4.5 4.6 4.6 4.6
$4,000 to $4,999... 4.4 4.5 4.5 4.5 4.5
$5,000 to $5,999... 4.5 4.7 4.7 4.7 4.7
$6,000 to $6,999... 4.1 4.3 4.3 4.2 4.2
$7,000 to $7,999... 4.2 4.3 4.3 4.2 4.2
$8,000 to $8,999... 3.5 3.6 3.5 3.5 3.5
$9,000 or More..... 18.9 20.4 19.5 19.2 19.0

Note: Based on weighted sample counts for civilians, adjusted as explained in the
text. Detail may not add to totals because of rounding.
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Table 3. -- Unadjusted SSA Earnings Percentage Distributions
Under Alternate Match Rules, as Compared to the
Administrative Controls: Civilians 14 or Older with SSN's

Size of Match Rule
SSA Administrative | popf p :
cormings | “Coriest | noveceers | npeenoney | ts-ser | Popentialty
Rule Rule Rule Rule

TOTAL....... 100.0 100.0 100.0 100.0
None......coveue. 40.9 39.2 40.0 40.6 41.0
$1 to $999....... 10.2 9.7 9.8 9.9 9.8
$1,000 to $1,999. 6.5 6.3 6.3 6.2 6.2
$2,000 to $2,999. 4.7 4.6 4,7 4.7 4.6
$3,000 to $3,999. 4.4 4.4 4.4 4.4 4.4
$4,000 to $4,999. 4.3 4,5 4.4 4.4 4.4
$5,000 to $5,999. 4.1 4,2 4.1 4.1 4.0
$6,000 to $6,999. 3.7 3.9 3.9 3.8 3.8
$7,000 to $7,999. 3.3 3.6 3.5 3.5 3.5
$8,000 to $8,999. 3.1 3.0 3.0 2.9 2.9
$9,000 or More... 14.8 16.5 15.8 15.5 15.3

Note:
next.

As can be
exist among
individuals
agree. The
percent for

seen from table 4, marked differences
the procedures in the proportion of
whose CPS and SSA earnings class
percentages vary from a high of 68
the perfect agreement rule to a low of
66 percent for the potentially usable one, with
the surname and CPS-SER rules having class
agreements of around 67 percent. The standard
errors for the four estimators of the extent of
earnings class agreement average about 0.25
percentage points, The range of the agreement
figures (at 2.0 percentage points) is thus eight
times the standard error.

Since our focus is on the matching process itself,
we will leave to others [12, 13] a detailed study
of the relationships between the earnings
distributions shown in table 4. Instead, we will
proceed (in the next section) to examine the bias
and variance impact of adjustments designed to
lessen the effect of errors in the matching.

UTILITY OF POST-HOC ADJUSTMENT PROCEDURES

In this section a combination of procedures is ex-
amined which is designed to adjust for mismatching
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Based on weighted sample counts for civilians, adjusted as explained in the
Detail may not add to totals because of rounding.

and erroneous nonmatches. Successive adjustments
will be made to the data: first, by reweighting to
account for the nonmatches; then, by "raking" the
results to the overall survey and administrative
controls shown in tables 2 and 3; and, finally, by
"gubtracting out" estimates of the effect of the
mismatching. The utility of each step taken will
be evaluated in terms of 1its bias and variance
impact.

Reweighting for Nonmatches.--No matter which of
the four match rules 1is wused, important
differences exist between those who are treated as
"matches" and those believed to have SSN's but for
whom no usable account number could be determined.
This is evident not only from tables 2 and 3, but
also from previous papers which have discussed the
reporting of social security numbers in the March

1973 Current Population Survey [i.e., 1, 2, 3].
For example, large differences exist between the
two groups by earnings, age, race, sex, and
respondent status.3/

One way to "correct" for these differentials (the
wethod adopted in this paper) is to consider the
cagses where SSN's were obtained through manual
searching as a sample from the entire group of



Table 4. -~ Percentage Distribution of Earnings Class Agreement Between CPS and SSA
Reported Amounts Under Alternate Match Rules Before Adjustment:
Civilians 14 or Older with SSN's

Extent of Perfect Surname CPS-SER Potentially
Earnings Class Agreement Agreement Agreement Usable
Agreement Rule Rule Rule Rule
Total............. 100.00 100.00 100.00 100.00
SSA Earnings in Higher
Interval than CPS........ 10.84 11.35 11.05 11.70
CPS and SSA Earnings Class
Agree.....coiiiiieninenns 68.08 67.13 67.42 66.05
CPS Earnings in Higher
Interval than SSA........ 21.08 21.52 21.53 22.25

Note:
text.

individuals who 'should" have usable numbers but
do not. The exact procedure followed was to sub-
tract from the estimated total with SSN's, the
-welghted number of adults who had an acceptable
SSN but who had not obtained it from the manual
search. The weighted manual search cases were
: then ratioed up to this difference and added to
the estimates obtained from the rest of the
sample. These steps were carried out for each of
the eight CPS rotation groups separately in order
to be able to come up with an approximation to the
variance.4/ The overall adjustment factors
applied are shown below for each match rule along
with the (weighted) fraction of sample cases with
SSN's but for which no usable SSN could be found.

Percent Weighting
Match with Factor for
Rule No Usable | Manual Search
SSN Found Cases
Perfect agreement rule.. 26.9 3.4
Surname agreement rule.. 13.2 2.2
CPS-SER rule....ccoveneas 10.9 2.0
Potentially usable rule. 5.9 1.5

The reweighting oprocedure just described, while
crude in many respects, does have a certain logic
to it since the great bulk of the cases for whom
no SSN is available were searched for manually in

84

Based on weighted sample counts for civilians, adjusted as explained in the
Detail may not add to totals because of rounding.

SSA's files. It might also be noted in passing
that such an approach is quite analogous to the
classical method £for utilizing follow-up samples
of those persons who, in the survey's initial
wvave, were nonrespondents [l4].

To help evaluate the impact of the reweighting
scheme, table 5 is provided below. As can be
seen, for all match rules, the reweighting reduces
the amount of CPS-SSA earnings-class
In fact, the average declined by about 0.8
percent, from 67.17 percent to 66.40 percent.
From internal evidence in the CPS, there seems to
be a definite tendency for persons who provide

usable SSN's to be better respondents than those
who do not. Thus, this reduction in earnings-
class agreement (with accompanying increases
elsewhere) probably reduces the overall mnonmatch
bias which exists for all of the estimators.
There is, of course, no way of knowing whether the
magnitude of the changes is appropriate, but it is
encouraging to note that the net effect of the re-
weighting is to bring the estimates for the four
rules closer together. (The range of the percent-
ages for earnings-class agreement dropped from 2.0
percent to 1.1 percent.

agreement.,

For the probable reduction in the nonmatch bias, a
price has been paid 1in 1increasing the standard
error of nearly all the estimators shown in the
table. These increases range from small to
moderate for the potentially usable,surname,and
CPS~SER rules. However, for the perfect agreement



Table 5. -- Percentage Distribution of Earnings Class Agreement Between CPS and SSA
Reported Amounts Under Alternate Match Rules After Reweighting:
Civilians 14 or Older with SSN's

Extent of Perfect Surname CPS-SER Potentially
Earnings Class Agreement Agreement Agreement Usable
Agreement Rule Rule Rule Rule
Total............... 100,00 100.00 100.00 100.00
SSA Earnings in Higher
Interval than CPS.......... 11.99 12.01 11.50 12.01
CPS and SSA Earnings Class
Agree.....iiiiiiiiiiiinnaes 66.74 66.34 66.81 65.70
CPS Earnings in Higher
Interval than SSA.......... 21.26 21.65 21.60 22.29

Note:
text.

rule, the increase is sizable; 1f such a rule were
seriously being contemplated, some other method of
adjustment would, in all likelihood, be desirable.

Raking Adjustment for Nonmatches.--The reweighting
scheme just described tends to bring the matched
CPS and SSA earnings distributions closer to the
control totals shown in tables 2 and 3. However,
the remaining discrepancies are still large.
Unlike biases in the CPS-SSA interrelationships,
which can only be adjusted indirectly and
incompletely, it is possible to alter the sample
earnings marginals so they conform simultaneously
to both sets of controls more or less exactly.
There are a number of well-known procedures for
doing this. The approach employed here is due to
Deming and Stephan [15], and we have referred to
it, following the practice at the Census Bureau,
as '"raking." (Perhaps it is better known
elsewhere as '"the method of iterative proportions'

[16].)

Table 6 provides a summary of the impact of the
raking on the extent of agreement between CPS and
SSA earnings. As will be seen, our estimators of
the amount of agreement have declined still more
as a result of this additional adjustment (from an
average of 66.4 percent after reweighting to 66.2
percent after raking). The range in the extent of
agreement has also narrowed further, from 1.1
percent to 0.9 percent, respectively, with the
largest proportion on the main diagonal being 66.4
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percent (CPS-SER) and the smallest, 65.5 percent
(potentially usable rule). Again, we believe that
this change represents a further reduction in the
nonmatch blas. Not unexpectedly, the raking has
also produced reductions in the standard errors,
although not uniformly so. (For 8 of the 12
estimators in the table, there was some reduction.
In the four instances where increases occurred,
they were slight.)

Mismatch Adjustment.--If two linked records have
been brought together just by chance, then it is
highly unlikely for them to agree on earnings
class. Thus, a 'natural” consequence of the
mismatching which exists under each rule is that
the estimates of the extent of agreement, as shown
in table 6, understate the true underlying amount
of agreement, Some further adjustment, therefore,
is necessary. There are a number of ways of
taking account of the mismatches, depending on the
assumptions one 1s willing to make about their
affect on the relationship between the CPS and SSA

classifiers. The model chosen here is a fairly
simple one which may not be too unrealistic,
Basically, it assumes that the mismatch rates do

not depend on earnings levels and that, when a
mismatch occurs, the matched CPS and SSA amounts
are independently distributed. Put another way,
the mismatches can be thought of as having the
same row (P } and column {P .1 marginal
proportions for CPS and SSA earnings, respec-
tively, as the truematches; but such that the



Table 6. -- Percentage Distribution of Earnings Class Agreement Between CPS and SSA
Reported Amounts Under Alternate Match Rules After Reweighting and Raking:
Civilians 14 or Older with SSN's

Extent of Perfect Surname CPS-SER Potentially
Earnings Class Agreement Agreement Agreement Usable
Agreement Rule Rule Rule Rule
Total............... 100,00 100.00 100.00 100.00

SSA Earnings in Higher
Interval than CPS.......... 11.78 11.82 11.47 11.98

CPS and SSA Earnings Class
Agree. . . .iiieiiniiiiiniaans 66.01 65.89 66. 36 65.45

CPS Earnings in Higher
Interval than SSA.......... 22.21 22.30 22.17 22.57

Note: Based on weighted sample counts for civilians, adjusted as explained in the
text. Detail may not add to totals because of rounding.

proportion of  wmismatches for any particular marginal {P 1.h and SSA marginal (P, } were all
combination ij of CPS and SSA earnings classes, readily available (tables 1 to 3), i was a simple
denoted{p } , is given by matter to obtain estimates of the{PTM} by. sub-

stituting  , Pi- , and P_. in (6) 23 The (P™}s0

MM obtained were then used to produce the results” in

(%) Py PPy table 7. 5/

For the perfect agreement rule, the mismatching
The expected value of the observed relationship had only a small effect, but, for the other rules,
between the two classifiers is assumed to consist changes in the percent with CPS and SSA earnings
of two components. First, there is K estimate of in the same interval were substantial. For the
the truematch proportion in the(ij)*P cell of the potentially usable rule, where the amount of
earnings cross-tabulation, denoted P, , times mismatching was estimated to be greatest, that
the fraction of the total sample that were proportion increased by 1 percent, from 65.45
truematches, denoted by (1 - a). The second term percent to 66.45 percent. Increases for the CPS-
consists of the mismatch proportion p° times SER and surname rules were smaller but still
the fraction of the total sample'Jthat were sizable (0.3 and 0.4 percentage points, respect-
mismatches (i.e., "o "). Thus, we have that the ively). The range of the four estimates of the
observed cell proportions{nij} can be expressed extent of agreement narrowed again as a result of
as this final adjustment (from 0.91 percent after

raking to 0.59 percent). The '"cost" of the
mismatch adjustment was a very slight increase in

- ™
(5 Ex = 0 - Pij + the variance over that of the raked estimator.

ij pt

a P
1]
Summary of Impact of Adjustments.--Overall, when

From (4) this becomes we look at the combined affect of all three
adjustments, we see that the range of earnings
class agreement under the four rules has been

™

(6) E"ij = (1 - «a) Pi' + o Pi- P.j reduced to less than one-third of what it was to

J begin with (i.e., from 2.0 percent to 0.6

percent). This narrowing of the range of

Since estimates of the mismatch rate o, the CPS agreement suggests that the techniques employed
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Table 7. -- Percentage Distribution of Earnings Class Agreement Between CPS and SSA
Peported Amounts Under Alternate Match Rules After A1l Adjustments,

Including the Adjustment for Mismatching:

Civilians 14 or Older with SSN's

Extent of Perfect Surname CPS-SER Potentially
Earnings Class Agreement Agreement Agreement Usable
Agreement Rule Rule Rule Rule
Total......ovvennn.. 100.00 100.00 100.00 100.00
SSA Earnings in Higher
Interval than CPS.......... 11.77 11.63 11.34 11.46
CPS and SSA Earnings Class
Agree.....iiiiiiiiiiiiiin., 66.03 66.25 66.62 66.45
CPS Earnings in Higher
Interval than SSA.......... 22.20 22.12 22.05 22.10

Note:
text.

may have been "moderately" successful in reducing
the various biases which affect each rule (and may
even have some merit in general). HKowever, since

the range in earnings-class agreement after
adjustment 1is still about twice the standard
deviation, it seems likely  that residual

uncorrected biases remain an important part of the
total mean square error.

Except for the perfect agreement rule, the price
that was paid for this bias reduction appears to
be "small," The median increase in the standard
errors was about 10 percent of the original
standard errors. (However, since the sample sizes
involved are so large, this amounted to only 0.025
percentage points.)

In the 1light of our computations, it might be of
interest to comment on which match rule is "best."
Because the final results are so close, this ques-
tion has lost some of its force but is still worth
pursuing. By and large, the results suggest that
in this case, and for the statistics considered,
the best choice of the four match rules examined
is the potentially usable rule. 6/ It tends to
have the smallest standard error after all ad-
justments; its initial and final estimates change
the least; and, 1its initial and final estimates
are the closest of any rule to the overall average
for all rules after adjustment, Partly as a con-
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sequence of this finding, all subsequent public-

use data tapes to be ‘prepared from the 1973
Census-Social Security Study will ©be made
available with all the ©potentially usable
"matches" included. 7/ Also, since information on

the extent of agreement on the confirmatory
variables 1s available on these data tapes,
another consequence of this decision is that users
will have the option of choosing the match rule
best suited for their purposes.

Conclusion,--Matched statistical samples have much
in common with other surveys and, as we have seen,
adjustment techniques normally encountered in
standard practice (e.g., raking), can be applied
successfully to 1linked data sets as well. The
problems of choosing a suitable match rule and of
dealing with mismatches are, however, unique to

record linkage studies. Usually, in the
literature on data linkage, match rules (and
mismatching) have been dealt with in the context

of the research design and how to choose "optimal"

strategies for allocating resources. With few
exceptions [17], there has been insufficient
attention given to the analysis aspects of

imperfectly matched samples. In the 1973 Census-
Social Security Study, the administrative (and, to
some extent, confidentiality) constraints imposed
on the design and execution of the data linkage
make these analysis issues particularly pointed.



Our approach to them has, of course, been quite
applied. Obviously, theoretical examinations are
warranted as an adjunct to the empirical work on
matching commented on here, We invite
participation in this endeavor.

FOOTNOTES
*The authors would like to thank Wendy Alvey and
Gina Savinelli for their assistance, especially
for helping to prepare the basic tabulations.

Thanks also must be extended to
Dean Leimer for their careful
earlier draft.

Ben Bridges and
reading of an

1/ For details on the confidentiality precautions
taken, see the invited paper session on the
Reconciliation of Survey and Administrative
Sources through Data Linkage shown elsewhere

in these Proceedings.

2/ A paper is in preparation which provides more
details on the procedures employed in
estimating the number of mismatches with par-
ticular attention to other estimation methods.

3/ 1In the public-use file (with the CPS-SER match
rule), the reweighting adjustment being made
attempts to take account of most of these
factors.
from Interagency Data Linkages for details.

4/ The raking and mismatch adjustments were also
carried out separately by CPS rotation group
to make it possible to approximate their
variance impact as well.

5/ The mismatch rates used were not those shown
in table 1 but were calculated (by rotation

group) in terms of the weighted data after
having taken account of the adjustments for
nonmatches.

6/ Readers should carefully note the quali-
fications on this '"endorsement"” of the
potentially wusable rule. While for the

example chosen here the nonmatch and mismatch
errors of this rule tended to cancel each
other out, this would not always be the case.
In fact, the potentially usable rule, if not
adjusted for mismatches, in many situations
might even be the worst rule one could choose.

1/ For reasons of confidentiality, social
security information for CPS respondents who
refused to provide their SSN's to the Census
Bureau are not includable on the public-use
files from this project, even though it was
possible to find on account number for them.
With the CPS-SER rule, 619 such cases were
eliminated. With the potentially usable rule,
641 cases would have to be treated as
nonmatches for this reason.

See report nos. 5 and 6 in Studies
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AN APPLICATION OF A THEORY FOR RECORD LINKAGE

Richard W. Coulter, Department of Agriculture

I. INTRCDUCTION

As part of the effort by the Statistical Re-
porting Service to build a master list sampling
frame of farms in each State, a record linkage
system is being developed for use in detecting
duplication in a 1list. To build this master,
lists from several sources are combined and
duplication, both between and within the 1lists,
is removed. In selecting a linkage technique,
an important consideration was the paucity of
identifying data on most records. The table
below illustrates the information available for
one fairly typical State.

As the table indicates, only given name, sur-
name, and place name are gquaranteed to be
present. Address information for the rural
population 1is scarce and most often is only a
rural route number. The presence of identifier
numbers is rare. It is estimated that in making
comparisons, nearly 60 percent of the comparison
pairs will have no information in addition to
given name, surname, place name, and possibly
route number. In an attempt to best use this
limited information in 1linkage, a probability
model is used which incorporates some of the
concepts developed by 1Ivan Fellegi and Alan
Sunter [1]. A number of modifications and
extensions have been made to portions of the
original theory. (See [2].) Some of these will
be examined in the following. Prior to this
some background information on the model 1s
necessary.

Let LA be the set of records, ofa), pertaining

to the population A, with elements aieA, under
consideration.
Define M = {(ai, aj); a; = aj, i< i)

U= {(ai, aj); ai#aj, i<i}

as the matched and unmatched sets, respec-

tively. Denote by Y = (Yk) the coded result of
the comparison of the variables in the compari-
son pair E(ai ), on(a].)] where the result of the
: k

comparison on the kth component is denoted by Y .
The comparison space can be defined as the set
of all realizations of v generated as a re-
sult of the comparison of records associated
with members of M or U. Two probabilities are

estimated for each Yk.

1. m%)

P [ata). atag )]s (ay, ap) e

-i’

P{Yk[oc(ai), alag)] s (ag, 3) £ W

2. u(Yk)

A component weight for each Yk is defined by:

wivk) = 1og]0En(Yk) / u(Ykil_

The component weights for those variables
compared are then summed to yield a total
weight, w (v), for each comparison pair.

Two threshold values are calculated to which
the total weight 1is compared. If the total
weight is less than the Tlower threshold, then
the pair is classified as a nonlink. If the
total weight is larger than the upper threshold,
then the pair is classified as a link. Pairs
with total weight between the two thresholds are
classified as possible Tinks.

As an illustration of this general technique,
the specific calculations for surname - surname
code will be examined. 1In addition, the manner
in which several other variables are used will
be briefly described. Since the same general
technique 1is wused for these, the specific

Table A.--Availability of Identifying Data

Yariable % Presence in File
Prefix 3 (82% of these are 'MR')
Given Name 100 (24% of these are an initial only)
Middle Name 52 (90% of these are an initial only)
Surname 100
Rural Route 76 (43% of these are 'RT 1')
Box Number 43
House Number 5
Street Name 8
Place Name 100
Social Security Number 0
Employer Identification Number 2
4

Telephone
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computations (some of which are rather lengthy)
will not be given at this time.

I1. USE OF SURMAME - SURNAME CODE
AS A MATCHING VARIABLE

Surname and surname code are used as a joint
variable in the linkage model. (See [7].) When
surnames agree, the appropriate weight is as-
signed and surname code is not considered. How-
ever, when surnames disagree, then surname codes
are compared. Depending upon this outcome, the
appropriate weight 1is assigned. Under the
present blocking scheme, surname codes must
agree and, thus, the weight assigned when sur-
names disagree will always be the weight for
agreement on the particular surname code. The
manner in which weights are calculated for this
variable is described below.

A. Motation

Let, X = {xj, j =1,2,...,n} represent the set

of all possible realizations of
surnames in the file;

Y ={y. k=1,2,...,n" represent the set

of all possible realizations of
surname codes on the file;

Y' ={y4 d=1.2,...,n"} represent the sub-

set of Y that consists of surname
codes associated with more than one
surname;

fxl, fxz,---, f denote the frequencies of
n
the surname realizations;

f ,..., f_ denote the frequencies of
Y2 In
the surname realizations;

n' n '
= =N
§of =N f,

yk 4
e = P (surname in error in the file of
rec?rds associated with the matched
set);

er = P (error-free forms of the surnames
in a pair associated with the matched
set are different);

g_ = P fa surname in error in a pair asso-
1 ciated with the matched set receives
the same code as the correct surname);

g_= P (a valid change in surname occurs
2 in matched records and both receive
the same surname code);

miy ) = Ply, |the pair represents records
from M), h = 1,2,3; and

u(Yh) = P(Yh | the pair represents records
from U), h = 1,2,3;

where, Y] denotes agreement on surname,

Y2 denotes agreement on surname code
and disagreement on surname, and

Y3 denotes disagreement on both sur-
name and surname code.

B. Assumptions

1. The distribution of matching surnames
(surname codes) in the matched set is the
same as the distribution in the file.

2. The distribution of surnames {surname codes)
in the unmatched set is the same as the dis-
tribution in the file.

3. The 9 and yrobabilities are
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independent of surname code.

C. Calculations {for surname x, and surname
code y J
d

o7y ()]
u[Y] (xj)J
m[YZ(ydﬂ

(F, M -2 0 -e
3
2
(fx,/N)
J
- (8, A [29, e1 - &1 - e

T7)

rolel(1 - ep +a, (1-e)?

eT + Zgl 92 e(l - e) eT
2 2
+ gl gz € e'r]

“Ez(yﬁl=

agree on sn | agree on sn code)

u(agree on sn code) ° u(dis-

= u(agree on sn code) ° [} -u

(agree on sn |agree on sn code)]
-y, 20 5 2,
Yo =1 %

where ny = the number of sur-

names with surname code Y4

m(Y,) = 2(1 - g;) e(l - e)(1 - e) + (1
- 912) e?(1 - ep) + (1 - g,)(1 - e)?
er + 2(1 - glgz)e (1 - e)eT
+ (1 - 91292) ezeT

u(vy) =1 - 8 (f, Myl
3 ki1 Yk



weight = w(Yh) = Togy [m(Yh)/u(Yhﬂ s h=1,2,3

Under the present blocking scheme, surname
code is used as the first blocking factor and,
thus, Y3 does not occur; i.e., m(Y3) and u(Y3)
are both zero. To fit the supplied probabili-
ties to the actual situation, the probabilities
for both m and u should be redistributed over Y1
and v_.

2

For h = 1,2 the revised probability functions

would be:

m{Yy,)" = m(th Y, does not occur)
= - ml
m(Yy) 7 [1 - m(Y))]
u(™ )" = u(th Y, does not occur)

= u(Yp) / [1-ulvy)] -

Since most of the probability for the un-
matched set will be concentrated in Y3 , the net

effect of this redistribution would be a signif-
jcant reduction in the derived weights for exact
matches on surname and surname code. For this
reason, we have chosen to ignore this effect of
blocking for weight calculation purposes. For
example, in a test file of 150,000 records, a
surname which occurs 1,000 times receives a
weight for agreement of 2.16. The revised
weight wusing the redistributed probabilities
would be -,51,

The weight for Y1 depends primarily on the
frequency of the particular surname, with the
more rare surnames receivinag the larger weights.
The weight for YZ depends on the frequency of

the surname code, on the size of the error rates
e and eT and on the number of distinct surnames

within that codes. Infrequent surname codes,
large error rates and few different surnames all
tend to make the weight for this condition large.

ITI. OTHER VARIABLES

Modifications have been made to other varia-
bles in an attempt to improve the 1linkage
results. These will be outlined below.

A. Given Name - First Name

As part of the processing prior to linkage,
each given name on the file is assigned a formal
or first name. (See [8].) A dictionary of the
most common given name 1is utilized for this
purpose. For given names not in the dictionary,
the given name will also serve as the first
name. Common examples of given - first names
are: Bill=William, Dick=Richard, Jack=John,

First name is used in the model in a manner
similar to surname code. If given names agree,
then first names are not compared. However, if
given names disagree, then first names may
either agree or disagree. Weight calculation

routines have been developed for the three
possible conditions using the same general
technique as discussed for surname - surname
code. An additional factor which has to be
considered for this variable is that one name
may be an initial, while the other may be a
complete name. In this case, the initial is
compared against the first letter of both the
given and first names of the complete name. The
probability of this occurring is estimated using
frequencies of initials on the file and weights
for the various outcomes are also calculated.

B Place Name

A place name dictionary for each State is
utilized to standardize all spellings and
abbreviations of place names and to assign a
latitude - 1longitude location to each. (See
[11].) The standardization eliminates disagree-
ment due to different spellings of place names.
The location of each is, then, used to compute
the distance between two places, in a comparison
when the place names are different. This dis-
tance is classified into one of seven intervals,
and a different weight is calculated for each
interval. The intervals are:

1. 0to 1 miles
2. T to 10 miles
3. 10 to 25 miles
4, 25 to 50 miles
5. 50 to 100 miles
6. 100 to 200 miles
7. over 200 miles.

The m and u probabilities and subsequent
weights for the agreement condition on place
names are calculated in the same manner as is
done for surname. The weight computation for
place name disagreement is outlined below.

1. The m values are based on counts for
each interval of matched pairs with
place name disagreement taken from a
sample. These are then fitted, using
least squares estimates to a mono-
tonically decreasing function of

bd
the form y = ae . The fitted values
form the distribution for m.

2. The u values are estimated from the
file. Every pair of distinct place
names is compared, their distance
apart calculated, and the product of
their relative frequencies summed in
the  appropriate interval. This
yields the probability of getting
place name disagreement in a par-
ticular interval by chance; i.e.,

u(disagreement in Ith interval) =
2(f /NY (f /N), where f , f are
X y Xy

frequencies of place names whose
distance apart 1is in interval I;
and N = total number of records on
file.

In practice, the further away two place names



are, the their disagreement weight

becomes.

larger

C. Box Number and House Number

Disagreement weights for these variables are
based on the amount of disagreement present.
This is measured by comparing these on a
Character-by-character basis. (See [13].) Box
and house number are up to five characters long
and, thus, there are 15 different combinations
of number of agreements - number of disagree-
ments when the variable is present in both
records and not identical. Different m and u
Probabilities and weights are calculated for
each of these conditions. The key to the
Calculations 1is to estimate the appropriate
probabilities for one character, given that data
are present, and, then, to make the assumption
that the probability of misreported data is
independent of the particular character and is
equal for each of them. In general, the more
disagreement present, the larger the disagree-
ment weight will be.

D. Social Security Number and Other
Identifiers

Weights for identifier numbers, such as SSN,
are also partitioned. Only one agreement weight
1s calculated for these. SSN, for example, is
broken into four partitions which are assumed to
be independent. (See [16].) The m and u values
are calculated for one partition and independ-
ence assumptions allow these to be extrapolated
to the entire number. For SSN, sixteen dif-
ferent weights are calculated for conditions

ranging from complete agreement to complete
disagreement,
See the following papers for additional

information on identifier comparisons: [9] for
derivation of the middle name comparison; [10]
for a derivation of the negative weight to be
Used when one record has "Jr." and the other has
no suffix; and [12] for a discussion of the
additional negative weight when more than one
address variable disagrees.

IV. ERROR RATES AMD THRESHOLDS

Implicit in the use of the model is the as-
sumption that the two error rates -- probability
of a recording error and probability of a valid
change for records associated with the matched
set -- are known or can be estimated for each
variable prior to processing the file through
the Tlinkage system. In the absence of prior
knowledge, the current system is designed to
process a sample of blocks through 1inkage in
order to estimate these errors. (See [4] and
[17].) 1Initia) estimates are provided and the
linkage decisions for the sample are manually
reviewed and questionable decisions are re-
solved. Once this is completed, counts of error
conditions are kept by variable for those pairs
which are Tlinks. These are then wused to
estimate the necessary error rates.

To aid in this process, counts are maintained
within the software for those pairs originally
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classified as definite 1inks. As decisions are
changed, based upon the review, these counts are
updated. The importance of these estimates is
demonstrated by the graph in Figure 1, which
gives the freguency distribution of total
comparison weights for three sets of error
rates, where the rates were varied for four of
the variables. As the graph indicates, the
major effect of an dincrease 1in error rates
(decrease in quality) is to shift the frequency
curve to the right, particularly at the lower
end of the scale, resulting in an increase in
the number of pairs classified as possible links
(weight between 5.0 and 7.5). That is, the
model is unable to classify as many pairs as
definite nonlinks. Pairs with small total
weights are most affected, since it is in these
pairs that there 1is the most disagreement in
components, and the error rates affect most the
weights assigned to the disagreement condition.

The final parameters to be supplied are the
threshold values. It is these two values which
uUltimately determine the classification of each
pair. Fellegi and Sunter suggest a technique of
estimating these by sampling from the tails of
the m and u probability distributions for the
Comparison pairs. In practice, a technigue of
initially estimating these -- based on a com-
bination of weights for selected components--
and revising, as necessary -- as a result of the
review of the sample used to estimate error
rates -- has proven to be more satisfactory.
The initial estimate of the lower threshold is
made by summing the agreement weights for the
Most common given name, surname, and place
name. This has proven to be an excellent "first
guess."  Another tool which can be wuseful in
setting thresholds is the distribution of total
weights. This distribution for one sample of
2,200 records 1is given in Figure 2, The
thresholds could expect to be most efficiently
set at points on either side of the lowest point
on the u-shape portion of the curve (about a
total weight of six in the example). The per-
centage of pairs classified as links after the
manual resolution is also indicated for each
interval in this example. Specifying the
allowable rates of misclassification would,
then, also determine where the thresholds will
be set.

V. REMARKS

Research and analysis of results is continuing
in order to further improve the procedure. For
example, the possibility of using a coding pro-
cedure for given name is now being investigated.
Also, questions concerning the stability of the
error rates across States and, more generally
the amount of preprocessing of a sample that is
necessary are being investigated. The amount of
manual review that is necessary after the auto-
mated procedure is also a concern. The limited
amount of identifying data that is present on
the lists necessitates using each fitem to the
fullest extent possible, but it also implies
that a manual review of, at least, some de-
cisions will always be necessary.



Figure 1.--Total Weights by Frequency for Three Sets of Error Rates

(Approximately 39,000 comparisons)
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Key for Figure 1

Recording Error Change Error

Variable

Given Name .001 .01 .1 .001 .01 .1
Middle Name .001 .01 .1 .001 .01 .1
Surname .000 .01 .1 .o01 .01 .1
Place Name 0 0 0 .001 .01 .1
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Figure 2.--South Carolina Sample - Weight Distribution
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A Generalized Iterative Record Linkage Computer System
for Use in Medical Follow-up Studies*

G. R. Howe

NCIC Epidemiology Unit, Faculty of Medicine, McMurrich Building, University of Toronto,
Toronto, Ontario M58 1AS, Canada

AND

J. LINDSAY

Vital Statistics and Disease Registries Section, Health Division, Statistics Canada, Ottawa,
Ontario KIA 076, Canada

The development of a generalized iterative record linkage system for use in follow-up of
cohorts in epidemiologic studies is described. The availability of this system makes such
large-scale studies feasible and economical. The methodology for linking records is
described as well as the different modules of the computer system developed to apply the
methodology. Two applications of record linkage using the generalized system are discussed
together with some considerations regarding strategies for conducting linkages efficiently.

The primary focus of epidemiologic studies of chronic disease is the
determination of factors which may be associated with increased risk of such
diseases. Two classic approaches to identifying such factors are the case-
control and cohort studies (/).

In a cohort or follow-up study one starts with a group of individuals some or
all of whom may have been exposed to the factor under study, and ascertains
their subsequent morbidity or mortality experience. In order to accumulate
sufficient person-years of experience to provide a sufficiently powerful
statistical test of any association between exposure and disease, it may be
necessary to follow large groups of individuals for many years, and this is
particularly true if the excess risk in question is a small one. However, even in
the latter case it is possible that if exposure to the factor is widespread, the
population attributable risk can be substantial and consequently the factor can
be a significant health hazard. Conventional methods for following cohorts
include personal contact, telephone, and mail inquiries (/) and when the cohort
is large such methods can be prohibitively difficult, expensive, and time
consuming.

*Reprinted with permission from Computers and Biomedical
Research 14, Copyright ¢ 1981 by Academic Press, Inc.,
pp. 327-340.
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An alternative method for following cohorts is the use of computerized
record linkage in which records of individual members of a cohort are
compared with records from files of morbidity and mortality data (2—4). When a
unique identification number (such, for example, as the Canadian Social
Insurance Number or the U.S. Social Security Number) is present on both the
exposure records and the morbidity or mortality records, such linkages simply
involve sorting both files using the unique identifier as key and then directly
matching records from the two files. However, such unique identifiers rarely
exist, especially on data which have been assembled retrospectively. In this
case, it is necessary to use identifying characteristics such as surname, given
name, date of birth, etc. in order to link records from the two files, and this
involves two practical problems. In the first place, such identifying items are
not unique to a particular individual and even combinations of identifying items
may not be unique; and in addition, identifying items may be misrecorded or
missing on certain records. It is therefore necessary to devise algorithms for
comparing the two records in order to produce some quantitative measure
which is a function of the probability that those two records do indeed refer to
the same individual. Secondly, given such algorithms, it is necessary to devise
a computer system in order to efficiently carry out the data processing
involved.

Considerable attention has been paid to the first of these two problems and
the methods most widely used are those which have been developed by
Newcombe and his associates (5) and Fellegi and Sunter (6). However, the
implementation of these methods in terms of computer programs has generally
been done on an ad hoc basis for each specific application. This paper describes
some extensions of the Newcombe methodology, in particular to cope with the
problem of partial agreement of identifying items, and also a generalized
computer system which has been developed in order to carry out linkages
between any two files of interest. The system may also be used to internally
link records from a single file, where one individual may have more than one
record, but again no unique identifier exists. The application of the system to
two studies in cancer epidemiology is also described.

METHODOLOGY

A. Basic Principles

Conceptually carrying out a record linkage between two files A and B
mvolves the following steps:

Step I. Every record on file A is compared with every record on file B. The
result of each comparison is a series of outcomes, one outcome resulting from
each identifying item being used for linkage such as surname, first given name,
year of birth, etc. An outcome may be defined as specifically as desired; for
example, the two records agree on the first five characters of the surname and
the value is SMITH, or the first given name agrees on first character
irrespective of value, but remaining characters disagree.
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Step 2. A statistic called the total weight (W*) is calculated for the
comparison of any two particular records. The weight is an estimate of the odds
that the two records under consideration do in fact refer to the same individual,
i.e., that they are linked (L) as opposed to referring to different individuals,
i.e., they are not linked (1).

Thus the weight is an estimate of:

P(L/,0,0,0. . )

P(L/10,0,0. . )’
where P(L/,0,0,0. . .) is the probability that the two records are linked
conditional that the outcome from comparing the first identifying item is , O,
etc. If one assumes that the values of the identifying items on the records are
statistically independent then it follows that:

(1}

W* = w+w+aw. ..+ logg—=—, (2]

where ,w is log, of the estimate of the odds of obtaining outcome ;O conditional
upon the two records being linked. It is convenient as is customary in
information theory to use log, in Eq. [2] in order to make the equation additive.

In practice the final term in Eq. [2] is usually impossible to evaluate since it
requires a priori knowledge of the number of links among the set of all
comparisons and this is usually unknown. Thus a modified total weight may be
defined as:

W=w+,w+w. ... 131

If W can be estimated from Eq. [3] for all possible comparisons between the
records on the two files and these comparisons are then ordered by the value of
W, they represent potential links in decreasing order of believability, and, in
particular, the difference W1 — W2 for any two particular comparisons is an
estimate of log; of the odds ratio. Thus, if two comparisons result in W’s which
differ by 1.0 the odds in favor of the first comparison being a true link are twice
the odds for the second comparison being a true link. Details of weight
calculations including the case of partial agreements are given below.

Step 3. Having ordered the comparisons by W, upper and lower threshold
values are chosen. These are used to divide the set of all comparisons into
three; namely, the ‘‘definite links’’—those with a weight above the upper
threshold, the ‘‘nonlinks’'—those below the lower threshold, and the *‘possible
links""—those between the thresholds. The possible links may be manually
inspected and if possible resolved. If further identifying information is available
which is not in machine-readable form, this may be used to supplement the data
for the possible links in order to resolve them. If no such data are available,
manual resolution is probably undesirable and one possible approach is to
choose a single threshold value (2). Fellegi and Sunter (6) have developed a
likelihood ratio test based upon the total weight statistic which leads to
optimum values of the upper and lower thresholds. Alternatively, and
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frequently more conveniently, their values may be empirically assigned from
inspection of the set of potential links.

B. Blocking

In order to compute W it is therefore only necessary to estimate ;w, ,w, 3w,
etc. for each identifying item, for each possible outcome from comparing the
possible values of that item. There is, however, a further practical
consideration. When dealing with files of any appreciable size the total number
of possible comparisons between records becomes extremely large and
resulting computer costs are inordinate. It is therefore necessary to block the
files using a combination of identifying items or derivatives of identifying items
to define the blocks. Comparisons are then only carried out between records in
corresponding blocks on the two files. The block identifier used in the
applications described in the last section of this paper, for example, was the
combination of sex and the NYSIIS code of surname (7). The NYSIIS code is
an alphabetic code designed so that surnames of similar sound have the same
code and frequently encountered errors of misreporting do not result in change
in the NYSIIS code. Thus this blocking system will generally bring together
records belonging to a single individual even when errors of recording have
occurred. The effect of blocking on the calculation of weights is taken into
account in the general formulation given below.

C. Derivation of Formulas for Weights

The w’s of Eq. [3] may now be computed from simple probability theory. The
general formulation proposed leads to slight modifications of the original
formulas of Newcombe and Fellegi and Sunter as discussed subsequently.

It is convenient for illustrative purposes to consider a specific identifying
item; the most useful one in the present context is surname since this involves a
consideration of the blocking factor, namely, the NYSIIS code. Although the
number and types of outcome in comparing the surnames from two records is
arbitrary, we have found it most convenient to consider five possible types of
outcome defined as follows. The subscript used to identify the particular
identifying item is omitted from these formulas. (For outcomes 1 to 4 surname
is assumed to be present on both records.)

(1) O,=;: Surname agrees on first seven characters with value i.

(2) O,.;: Surname agrees on first four characters with value j, but disagrees
within next three characters.

(3) O,-;: Surname agrees on NYSIIS code with value &, but disagrees within
the first four characters.

(4) O,: Surname disagrees on NYSIIS code.

(5) O5: Surname is missing on one or both records.
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The weight corresponding to O; is obviously zero unless the linked and
unlinked set of records have different frequencies for the reporting or
nonreporting of identifying items. If an estimate can be made of any differential
reporting for the two sets, w; may be computed correctly from its definition. No
further consideration need be given to missing data, as all probabilities and
frequencies are assumed to be conditional upon a value for the identifying item
in question being present.

In order to compute w, to w, it is necessary to specify the frequency with
which surname is misreported. These frequencies, referred to as transmission
rates, are defined as follows:

t,: The probability that the surname on a particular record has the same first
seven characters as the ‘‘true’’ value.

t,: The probability that the surname has at least the first same four characters
as its “‘true’’ value.

t;: The probability that the surname has the same NYSIIS code as its ‘‘true’’

value.
By this definition there is a single set of transmission coefficients, ¢, to 73, for
each identifying item. It should be noted that the transmission coefficients
correspond to the various possible outcomes listed above in the sense that if
both records in a particular comparison are transmitted from the ‘‘true’’ value
to the recorded value so that the first seven characters remain the same the
outcome will be O, and the probability of such a transmission is 7, for each
record. It should also be noted that various components can contribute to the
transmission coefficients, such as a genuine change in the ‘‘true” value of
surname between the creation of the two records, errors of recording, etc. If
such components can be identified and numerical values estimated, these
values can be used to compute the transmission coefficients. The approach we
have used is to compute the transmission coefficients in an iterative fashion
from the records themselves as described subsequently.

In order to calculate the weights corresponding to each possible outcome the
basic definition is used. For example, the probability of exact agreement on the
first seven specific characters of a certain surname when the two records
originate from the same individual is given by

tlzﬁs

where f; is the relative frequency of occurrence of the particular seven-
character value among the individuals who give rise to the linked set. In order
to estimate such frequencies it is usually necessary to use the frequencies as
observed on the records in the files themselves. This involves a decision as to
whether the frequencies on the linked set are most similar to the frequencies on
file A or file B, and this obviously depends on the particular data sets under
consideration and involves essentially an empirical decision. Given the
particular file to be used for estimating the frequencies there are two possible
models. In the first, it is assumed that errors in recording are such that the
original ‘‘true’’ value is transmitted to some value that does not already exist
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within the linked set. This leads to the observed frequency value within the file
being set equal to t,%f;, which is the formulation proposed by Fellegi and
Sunter. Alternatively it may be assumed that when a recording error is made it
results in some value which already exists within the linked set. If this process
happens randomly the observed frequency within the file will be equal tof;. We
have used the second model since we feel it to be more realistic and since it
leads to a formulation in which transmission and frequency components of the
weights are separable and the weight for any particular outcome can be
factorized into these two components.

The probability for any outcome with the unlinked set of comparisons is most
simply determined from consideration of frequencies as they occur on the files.
Thus the probability of agreement by chance on the first seven characters of
surname in the unlinked set is given by:

A.fi B.fi’

where , f; and  f; refer to the relative frequencies on files A and B, respectively.
(The contribution to all possible comparisons from the linked set is negligibly
small and is therefore ignored in this formulation.) Using this approach the
weights for 1-4 above can be shown to be:

wi=; = logy 1,2 + log, _1‘, 4]
sfi
Wooy = logy(t? — 1,%) + 1032[ 483 :‘ (51
485 B85 — 2 i
ie)
Wik = logy (1,2 — 1,%) + log, ahx ], (6]
ahi gl — 2 483 B8
jek
W4 = log2(0)9 [7]

where f; is as before; ,g; is the relative frequency of first four characters
of surname equal toj, and 4h, is the relative frequency of NYSIIS code equal to
k (for file A). Equation {7] is applicable only to the item used as a pocket
identifier.

These formulas apply when the frequency distributions in the linked set are
taken as being the same as those on file A.

In all the above expressions it will be seen that the transmission and
frequency components of the weight are separable and their log,s are additive.
It should be noted that the value for w, means that no two records from
different blocks can link. In order to estimate the various values of ¢, we have
used an iterative procedure as follows. The linkage is carried out using
estimates for ¢, usually based on previous experience. Given an estimate of the
upper threshold value, a sample of links may be drawn from the linked set and
estimates made of the transmission coefficients from the number of times that
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full or partial agreements on surname occur within the linked set. These new
values may then be used as the basis for another linkage and the process
repeated iteratively until reasonably stable values for the transmission
coefficients are obtained. Alternatively, as previously mentioned, the
transmission coefficients may be estimated empirically.

SyYSTEM DESIGN

The particular series of programs, which were written in order to apply the
above methodological principles to specific data sets, relies heavily upon use of
a data base system (Relational Access Processor for Integrated Data Bases
(RAPID)) which is available within the facility where the programs were
developed (Statistics Canada). The programs as such, therefore, are of no
direct use in any other environment, but the principles of the system involved
are readily generalizable to any other computer environment, and may be
programmed within the particular limitations of the hardware/software
available.

The system has been deliberately designed to be modular in nature. In
particular, the most time-consuming element, namely, the comparison of all
records within each block, was developed as a single module. Only one pass of
the complete data is necessary, which will eliminate any comparisons which
result in any obvious nonlinks and will produce a file of potential links with
their corresponding outcomes. These potential links may then be subjected to a
number of different weighting runs in order to refine the linkage results at a
much lower cost than would be incurred by rerunning comparisons between the
entire data files. This modular approach also facilitates the iterative process of
calculating transmission weights. The modules involved in the system are
shown in block diagram form in Fig. 1 and their specific functions are now
described.

A. Preprocessing

This step involves editing and correcting of the original data files, including
such functions as creating a unique sequence number for each record and the
NYSIIS code of surname, left justifying fields such as given name, removing
blanks within names, recoding variables, etc. Following the editing step the
files are sorted by whichever identifying item is to be used as the pocket
identifier, e.g., NYSIIS code.

B. Calculation of Frequency Component of Weights

Frequency counts are carried out on the preprocessed files for all levels of
agreement and partial agreement for all identifying items. From these
frequency distributions are computed the frequency components of the weights
as given in Egs. [4] to [7). In practice it will often be found that for many items
the frequency distribution is similar from one file to another and consequently a
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single set of frequency weights will suffice. For other items, such as birth year,
the distribution will vary considerably from file to file and may need
recomputing each time.

C. Comparison Module

The function of the compare module as stated is to create a file of potential
links and their corresponding outcomes and to eliminate all obvious nonlinks.
In this module all records within a given pocket are compared with each other,
each comparison giving rise to a series of outcomes such as, e.g., ‘‘seven
character agreement on surname, and the value is Smith.’’ Identifying items on
the two records are compared in an order which is specified at execution time.
This ordering is decided by two factors, the discriminating power of the
identifying item and the CPU time necessary to make the comparison. An
option is provided to carry a crude ‘‘running total of disagreement weights.”’
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Each item is assigned an appropriate preliminary disagreement weight, and
where a disagreement occurs, the running total is decremented by the
disagreement weight for the item concerned. When the running total achieves a
value below a preselected cutoff value, the comparison between the two
records in question is abandoned and the module then proceeds to the next
comparison. This procedure ensures that records which are in obvious
disagreement are not considered as potential links. For any comparison which
does not yield a value for the running weight below the critical, a *‘link record”
is created consisting of the two record numbers and an outcome code and,
where appropriate, a value for each identifying item. in question. At the
completion of this phase the link record file thus contains all potential links and
further processing is concerned with this particular file.

D. Weighting Module

The function of this module is to add both frequency and transmission
components of the weights to the link record file. Components may be added in
separate passes as they are completely independent of each other as in the
formulation of the previous section. The particular method used to add the
weights will of course depend on the hardware configuration available. In
general, the procedure will involve table lookups using the outcome code and
value where appropriate as an index. Since the link records are ordered in the
same sequence as the pocket identifier, the weights for the pocket identifier
(e.g., NYSIIS of surname) may be added conveniently from a sequential file.
For items with relatively limited numbers of values such as birth year the tables
may be conveniently stored in core; for alphabetic data other than the pocket
identifier, such as given name, random access disk files probably provide the
most convenient means. As there are relatively few transmission coefficients
these generally can be stored in core, and a weighting pass to change just the
transmission coefficients can be carried out rapidly. Subsequent to applying the
weights to the link record file, a sample of this can be printed out for manual
inspection and this can be used to assign tested threshold values. Given these
threshold values new estimates of transmission weights can be made using the
set of links which are above the upper threshold. These new values can be
applied to the links and the process repeated until some measure of consistency
is achieved.

E. Grouping Module

The function of this module is to bring together all records which have linked
with each other. The specific algorithm to be used is of course dependent upon
the nature of the records concerned, and whether the linkage is two file or
internal. For an internal linkage generally there is no limitation upon the
number of records that can constitute a ‘‘group’’ corresponding to a single
individual. Often in the case of two-file linkage only a one-to-one relationship is
possible as for example in linking records for specific individuals to a file of
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death records. However, in the latter case, since some links will occur by
chance, it is necessary to identify records which appear in more than one link.

For grouping records from an internal linkage we utilized the following
method which involves starting with a single record, identifying all links to that
record, then identifying all links to those links, and so on. We defined definite
groups of records as those in which each member is linked to at least one other
member of the group with a weight which is above the upper threshold (a
definite link). Possible groups are then defined as being composed of a series of
definite groups in which there is at least one possible link between members of
the definite groups concerned. Any possible groups which are formed can then
be printed out for visual inspection and a decision made as to whether the
definite groups which constitute them should be amalgamated into a single
group or whether the original definite groups should be maintained as
individuals. The reservations concerning the utility of manual resolution when
no further identifying data are available, expressed in the methodology section,
should be taken into account when deciding whether to adopt such a grouping
procedure.

In order to group links from a two-file linkage where only a one-to-one link is
permissible, the links are sorted by weight, then proceeding from the link with
the largest value downward, each link is checked to see whether either record
concerned has appeared in a previous link. If either has, the link may be printed
out as a conflict and the situation resolved by visual inspection. Alternatively,
the link with the highest weight may be accepted.

Since processing up to this point has involved record numbers rather than the
actual records themselves at this stage a number is assigned to each group or
pair of records that has been linked. These group numbers may then be
assigned sequentially using the record number of one of the original records,
and sorting the records on this group number brings together those records
which have been linked so they may thus then be processed further as desired.
It should be noted that although the identifying items on any particular record
which has entered into a possible link are essentially contained on the link
record file, and are there available for inspection if needed, it is also desirable
to provide a mechanism for accessing the original complete data records. In the
system we have developed this is done by maintaining a parallel file containing
those data records which have formed at least one link so that they may be
accessed via the data base used.

APPLICATIONS

The system described has been primarily developed for use in monitoring the
morbidity and mortality experience of various groups of individuals with
various exposures, by linking such exposure records to national morbidity and
mortality files. Two such specific applications are now described in more detail.
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Linkage of TB Patient File to Mortality File

Between 1930'and 1952 extensive use was made of collapse therapy in the
treatment of tuberculosis. This involved considerable X-ray exposure from
fluoroscopy machines which were extensively used for examination of the
chest cavity. A major study of cancer mortality in relation to this radiation
exposure is being conducted (3), by collecting data on individual patients from
all existing hospital and sanitorium records in Canada.

The TB patient file was first internally linked using the generalized iterative
linkage system described here to bring together treatment data from different
institutions to form one complete treatment history per patient. The TB patient
file containing 118,000 records was then linked to the national mortality file
covering the years 1950 to 1977 containing 5,000,000 records. (1950 is the first
year for which sufficiently well-identified mortality records are available in a
format suitable for computerized record linkage.)

The identifying items used were the following: NYSIIS code and surname;
first and second given names; day, month, and year of birth; place of birth; sex;
NYSIIS of mother’s maiden name; mother’s first initial; mother’s birthplace;
father’s first initial; and father’s birthplace. Year of last contact on the TB
records was compared with year of death on the mortality records in order to
eliminate unnecessary comparisons. Use was made of the facility to
incorporate partial agreements as follows: Surnames were considered to be in
full agreement if they agreed on seven characters; the first level of partial
agreement was on the first four characters and the second level of partial
agreement, on NYSIIS only. Full agreement for given names was on the first
four characters, and partial agreement, on initial only. Birth year was treated as
being in full agreement if it was within plus or minus 1 year. The first level of
partial agreement was within 5 years, and the second level, within 10.

The records were blocked by NYSIIS code of surname and sex. Alternate
surname spellings and maiden names were also available. These were included
as comparison items by creating duplicate records for alternate surnames at the
preprocessing stage. Following the linkage, duplicate records were combined.
The total file of TB patients was linked to 1 year of mortality records at a time.
This provided the advantage of allowing the runs to be checked closely rather
than risking costly errors over the entire linkage.

Initially, the number of potential links formed between the TB and mortality
files was 787,800 for males and 554,800 for females, using a very conservative
cutoff weight to ensure that no potential links were missed. The preliminary
weights used were average values or approximations of the final weights. After
the final weights were calculated and threshold values set, there were 82,828
possible and definite links generated by the male files and 67,490 by the female
files. This was considered to be an application where only a one-to-one link was
acceptable, i.e., one TB record could validly link with one death record.
Following the application of the one-to-one rule, there remained 20,293 male
links and 12,697 female links which were considered to be definite for the
purpose of the subsequent statistical analysis.
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The cost of this record linkage was just over $5000 (Canadian). This cost
includes the comparison of the records, assignment of preliminary weights used
to determine whether each link was a potential link, insertion of the final
weights, setting of the thresholds and resulting classification of each link as
definite, possible or rejected, the listing of a sample of links from each run, and
resolution of duplicate links within each run. In addition, duplicate links
involving records over different years of death were resolved. Over two-thirds
of the cost was accounted for by the comparison of the records. As previously
mentioned, this demonstrates the advantage of a modular system, where all
other steps may be carried out iteratively at relatively minimal cost. The next
most expensive step was the weighting which accounted for approximately
14%. The steps listed above took 179 min of CPU time for the males and 175
min for the females. It should be noted that testing was carried out first on a
very small sample of the file consisting of a few blocks of records from the two
files. At this point, the mortality records were selected from a single year of
death. When preliminary testing was completed, an entire year of death records
was linked with the TB records and further refinements made. For example, it
was found that test runs where no cutoff weight was used were about 15% more
expensive than those where a cutoff weight was used that was sufficiently low
for no potential links to be missed. The cost of this linkage using the
generalized system was substantially lower than the cost of linkages carried out
previously using ad hoc programs.

Linkage of Occupational Cohort to Cancer Incidence

Between 1965 and 1971, data were collected by Statistics Canada for a 10%
sample of the Canadian labor force (approximately 700,000 individuals). The
data included identifying information together with the industry and occupation
in which the individual was engaged in each particular year. In order to follow
the mortality and cancer morbidity experience of this cohort with respect to
their industrial and occupational exposure, these records were linked to the
national mortality data base and the cancer incidence files. For the linkage to
the cancer incidence files, Ontario occupational records were excluded, since
identifiable cancer incidence records were not available for that province,
leaving 476,174 occupational records.

The 287,786 male and 188,388 female occupational records were linked to
171,628 male and 215,651 female cancer incidence records covering the years
1969 to 1976. (Cancer incidence data were first collected nationally in 1969.)
The identifying items available on both files were N'YSIIS of surname; surname
and alternate surname; first and second given names; day, month, and year of
birth; and sex. As in the previous example, the records were blocked by
NYSIIS of surname and sex. In this case only two separate runs were made
since the files were split by sex, but not according to the year of diagnosis of
cancer. The same levels of full and partial agreement were used as for the TB~
mortality linkage.
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The number of potential links generated was 96,100 from the male files and
82,482 from the female files. After the insertion of final weights and the setting
of threshold values, and resolution of links of multiple occupation records to
single cancer records, the number of possible and definite male links was 5315
and there were 2885 female links. In this case, multiple cancer incidence links
to occupation records were considered acceptable since the cancer incidence
file contains one record for each primary site of cancer. The number of
occupation records involved in these links or the number of individuals linking
to cancer records was 4953 men and 2747 women. The cost of this linkage was
approximately $600 and the CPU time used was about 30 min for the males and
23 min for the females, including the same steps for which cost was calculated
for the TB-mortality linkage. The proportion of time spent on the comparison
of records and weighting was comparable to the TB—mortality linkage.

Strategy for Using Linkage System

There are three main factors which affected the cost of these linkage runs
using the system described. The order in which comparisons are carried out is
extremely important, as has been mentioned. Obviously it would be very costly
to compare alphabetic fields first, knowing that at some point later in the
comparison the records could be rejected as potential links. Efficiency can be
maximized by first comparing numeric fields on the basis of which pairs of
records can be immediately rejected. It may be decided, for example, that the
quality of the two files concerned is sufficiently high that disagreement on birth
year of more than 10 years means that the link would not possibly be believed.
The second factor affecting cost is the extent to which records have missing
identifying items of information. If one or both files contain many records with
very little information present, these records will generate large numbers of
potential links because there is little or no basis on which to reject these links,
i.e., there will not be a sufficient number of disagreements to bring the
disagreement weight below the cutoff weight. As a result, comparison of
records takes longer since more records go through the comparison of all items
and weighting will also be more expensive due to the volume of potential links.
The third consideration is the setting of the cutoff weight. The apparent
efficiency of a linkage may be increased by using a less strongly negative cutoff
weight. However, depending on the purpose of the application, this may have
subsequent adverse effects. If only the definite links are of interest, no
problems may arise, but if the purpose of conducting the linkage is statistical
analysis, it is then important to be able to identify the records or individuals
whose status is unknown. This is the case with respect to the applications
described here.

CONCLUSION

The system which was developed provides a very powerful tool for medical
research in general, and the concepts can be implemented fairly readily on any
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medium-sized computer. Since the processing is sequential in general it can
also be adapted to any small installation which has the facility for processing
large volumes of sequential data.
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Abstract—An epidemiological follow-up study of 16,000 uranium mine and refinery employees has
made use of computerized techniques for searching a national death file. The accuracy of this
computerized matching has been compared with that of corresponding manual searches based on
one-eighth of the worker file. The national death file—Canadian Mortality Data Base—at
Statistics Canada includes coded causes of death for all deaths back to 1950. The machine search
was carried out using a generalized record linkage system based upon a probabilistic approach. The
machine was more successful than the manual searchers and was also less likely to vield false
linkages with death records not related to the study population. In both approaches accuracy was
strongly dependent on the amount of personal identifying information available on the records

being linked.
Uranium Radium Cancer Risks Follow-up Epidemiology
Industrial cancer Death searches Computer searches Automated follow-up

INTRODUCTION

Eldorado Nuclear Limited (E.N.L.) is conducting a retrospective epidemiological study
of the health of its former employees. Eldorado operations involve the mining, milling and
refining of uranium and these activities have been carried on continually from the early
1930s. Initially radium was extracted for medical and other purposes, and more recently
uranium metal and nuclear fuel materials have become the main products.

The objectives of this study are:

(a) to identify former employees who may have a potential compensation claim, and to
inform them or their survivors of these potential compensation claim rights, and

(b) to obtain dose-response data for evaluation of the risks to workers, especially with
respect to atmospheres containing radon and radon-daughters.

The main study design and details regarding the assembly of the nominal roll have been
described elsewhere {1]. The purpose of the present study, which serves both the short-
term and the long-term aims of the broader investigation and of other similar studies, was
to investigate the reliability of searches of all relevant death registration material using the
study nominal roll and the Canadian Mortality Data Base (C.M.D.B.) operated by Statis-
tics Canada. In an attempt to assess the reliability of machine record linkage for which the
C.M.D.B. was designed [2, 3], the results of rapid computer searching and file linkage
have been compared with manual searching and file linkage.

It has rarely if ever been possible to judge, much less quantify, how many false positive
(incorrect) and false negative (missed) linkages result from conventional manual searches
for death registrations where the dead or alive status of the members of the nominal roll
is unknown. The present study is designed to provide quantitative information on both
manual and machine file searching. The comparison has demonstrated the extent of the
influence of an abundance or scarcity of personal identifiers on the efficiency of both types

**Reprinted with permission from Computers in Biology and
Medicine, Vol. 13, No. 3, Copyright ©1983 by Pergamon
Press Ltd., pp. 157-169.
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Table 1. Manual matches of worker records with death records, by degree of assurance

Degree of assurance L Category Number of worker records
A definite link 137

B+ -very gond possible 35 } 219

B good possible 47

B- unlikely possible 23

C poor possible 17

D not enough identification 10

other no link 1602

From a sample of 1871 male worker records in which the surnames begin with the letters A or B.

of file matching. It has also demonstrated the greater efficiency of machine than manual
matching.

The Eldorado study, although retrospective in nature, is being carried out with the
intention of merging it into a prospective health monitoring instrument. It is the hope of
many that similar prospective undertakings will come to be regarded in the future as
desirable and feasible. Only thus can full use be made of available records to assess the
adequacy of current standards of protection against delayed harm from the working ex-
perience.

MATERIALS AND METHODS

The Eldorado nominal roll used for the present study of linkage accuracy consists of a
total of 16,658 names. These relate to past workers at the Port Radium mine (4526),
Beaverlodge mine (9336), the Port Hope refinery (2514) and Research and Development
(282), and involve employment as far back as 1932.

The Canadian Mortality Data Base file contains over five million death registrations with
coded cause of death for the years 1950 to 1977.

For the computer linkage study, only E.N.L. records with a sex code equal to male or
unknown (15,937) were used to initiate searches of the male half of the C.M.D.B. Searches
for deaths relating to female workers (721) were not attempted because of the small
numbers and the practical problems associated with changes of name at marriage. Such
searches should be possible in the future, however, using the maiden surnames which occur
on the death registrations of ever-married women, in the form of fathers’ surnames.

For the manual linkage part of the operation, a sample of the E.N.L. file was used to
initiate the searches representing all surnames of males beginning with the letters A and
B (1871). A and B were chosen because they are known to provide a good sample of
common and uncommon names (Andersons and Browns), and there is no evidence that
they introduce a bias. The manual search used the C.M.D.B. microfiche listings.

The degree of assurance that a correct match has been achieved is assessed quantitative-
ly by the computer. The decision is based upon prior information about the discriminating
powers of various possible agreements and disagreements of the personal identifying
information. The manual searchers assessed the degree of assurance subjectively and
ranked the matches (Jinks) they achieved on a scale that was qualitative (Table 1).

The principles are the same in both cases. Greater weight is attached to agreements of
rare names, rare birthplaces, etc., than to agreements of their commoner counterparts.
Similarly disagreements that occur only rarely, in a pair of records, argue more strongly
against a correct match than will disagreements that are common. These fairly obvious
inferences are taken into account by both the computer and the searcher. The chief
difference is that the computer works from look-up tables that tell it by how much a given
agreement, or disagreement, will shift the odds in favour of, or against, a correct match. The
man relies on judgement with regard to the same matter, based on similar information and
reasoning.
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Table 2. Coincident identifiers in potentially matching worker records and death records (estimated)

Percentage available in

Identifiers for searching and linkage Worker records Death records Both simultaneously
alone alone (est.)
Surname plus at least one given name 100 100 100
plus a middle initial or name 50 47 23
Birth date in full 79 95 75
province or country 55 98 54
Parental initials, on2 or more 23 87 20
birth province/country, one or both 8 87 7

The system used for searching the death records was developed by Statistics Canada and
the Epidemiology Unit of the National Cancer Institute of Canada for use in medical
studies at Statistics Canada [4] and is described as a Generalized Iterative Record Linkage
System (GIRLS). It is an extension of the probabilistic approach to record linkage
developed at Chalk River [5-8]. Record linkage has been described in detail in numerous
other publications (see references [9-13] and for a complete bibliography [14]). The
mathematical derivation of ‘weighting factors’, from the frequencies of the various iden-
tifier comparison outcomes (agreements, disagreements, etc.), in linked vs unlinked pairs
of records, has been described in detail elsewhere [4-7]. The weighting factors serve to
represent in numeric form the discriminating powers of different identifier comparisons
and their outcomes.

The assurances calculated by the computer are conveniently expressed on a logarithmic
scale using the base 2 as in information theory. On such a scale, zero represents odds of
1:1 that the linkage is a correct one, each added unit doubling the odds and each subtracted
unit halving them. For example, +1 and +2 represent odds of 2:1 and 4:1 respectively, in
favour of a correct match; whereas —1 and —2 represent odds of 1:2 and 1:4 and so argue
against a correct match. With an abundance of personal identifying information common
to a pair of records, the evidence for or against a correct match tends to become more
decisive, and stronger positive or negative ‘weights’, as they are called, are likely to be
associated with the comparisons. Thus, for genuinely linkable pairs of records, total
weights of +10 to +20 may be common, representing favourable odds of 1000:1 to
1,000,000:1. For unlinkable pairs, the weights and the odds will tend to be similar in
magnitude but opposite in direction.

The degrees of assurance of a correct match, in both approaches, may be expected to vary
widely. In large part this is due to differences in the amount of personal identifying
information common to a potentially linkable pair (Table 2). For example, without the full
birth date, the name information alone will usually not carry enough discriminating power
to enable the correct death record to be selected from among a million or so others. And
in part it is due to differences in the rarity or commonness of the names, birthplaces and
such. Assurance is similarly affected whether the search is carried out by computer or by
man.

A major purpose in performing the analysis of the data yielded by the combined efforts
of the computer and the human searchers is to determine to what degree the accuracy of
the death searches depends upon the amount of personal identifying information which
can be applied to the problem of distinguishing good matches from bad.

RESULTS AND DISCUSSION

Assurances associated with the computer and manual searches

As a result of the computer search, approximately 2000 of 15,937 Eldorado worker
records were linked to matching death registrations with varying degrees of assurance
(Table 3). As a result of the manual search, somewhat over 200 of the 1871 records from
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Table 3. Computer matches of worker records with death records, by degree of assurance

Range of odds Number of worker
Weight range Category (inferred from records
weights)
+4 and over positive link (11:1 and over) 1490
+1lto+3 probable link (1.4:1t0 11:1) 362 2023
zero possible (1:1.4t0 1.4:1) 171
-1to -3 probable non-link (1:11 to 1:1.4) 794
-4to0 -8 positive non-link (1:256 to 1:11) 2339
other no link — 10,781

From a total of 15,937 records where sex is male or unknown.

the sample (relating to surnames beginning with A or B) were similarly linked (Table 1).
In each case, the precise number of ‘acceptable’ links depends upon where one sets the
‘threshold’ for acceptability. If one places it where the implied odds in favour of a correct
match are 50:50 or better, either as calculated by the computer or as judged subjectively
by the manual searchers, the precise number of ‘acceptable’ links would be 2023 and 219
respectively.

Because the setting of the threshold for acceptance is necessarily arbitrary in both cases,
one must consider how best to estimate the numbers of accepted links that are in fact
wrong, and the numbers of rejected matches that were correctly paired.

Estimating the false positive and false negative computer matches

There are two ways in which the accuracy of the computer linkages may be judged
without reference to parallel manual searches. The first approach is based on the simple
fact that where a worker’s record links ‘acceptably’ to two different death records, only one
of these links can be correct; the frequency of such instances tells us something about the
potential for producing false positive outcomes. The second approach takes at face value
the calculated odds, in favour of or against a correct match, and derives both an estimated
number of false matches that lie above the threshold for acceptance, as well as another
estimated number of potential correct matches that fall below the threshold for rejection.

Table 4. ‘Runners up’ as indicators of the potential for false positive linkages (computer searching)

Range of odds Number of worker | Number of matches | ‘Runners up’ (% of
Weight range (inferred from records (‘best’ not the ‘best’ ‘best’)
weights) match for each) (‘runners up’)
+10 and over (724:1 and up) 1057 10 1
+4to +9 (11:1 to 724:1) 433 64 15
+1t0 +3 (1.4:1 10 11:1) 362} 2023 150 } 325 41 } 16%
zero (1:1.4t01.4:1) 171 101 59
—1to -3 (1:11t0o 1:1.4) 794 680 86
—4t0 -8 (1:256 to 1:11) 2339 5053 216

Note: (1) Weighting factors are rounded for simplicity, the precise dividing lines in the above table being +9.5,
+3.5, +0.5, —0.5, and -3.5.

(2) Inthe *+10and over’ group, a substantial fraction carry weights in the region of +20 and even +30,
representing odds of a million-to-one and a billion-to-one in favour of a correct linkage.

(3) Where such high weights occur among the ‘runners up’, which cannot be true links, they nevertheless
correctly refer to similarities of identifying information which are exceedingly unlikely to have
occurred by chance alone. Sometimes, such a pair of records will relate to two members of a family,
one of whom was named after the other. Also, twins, who share the same birth date, are apt to turn
up in such pairs of records, and so do members of small ethnic groups who share the same rare birth
places and rare surnames. Manual searchers and the computer, both correctly tend to pay special
attention to such non-random pairings of records, which signify correlations other than those due to
the identity of the individual.

114



Table 5. Calculated ‘weights’ as indicators of probable false positives and false negatives (computer searching)

Range of odds Number of worker | Probable correct Probable false
Weight range (inferred from records (‘best’ matches (est.) matches (est.)

weights) matches)

+10 and over (724:1 and up) 1057 1057 -

+4 to +9 (11:1 to 724:1) 433 424 9

+1to +3 (1.4:110 11:1) 362} 2023 279 } 1845 83 } 177

zero (1:1.4t01.4:1) 171 85 85

-1to -3 (1:11to 1:1.4) 794 153 641

—4t0 -8 (1:256 to 1:11) 9| 313 5 f 204 288 | 2929

Note: Whichever weight one chooses as representing a threshold for acceptance, those *false matches’ which

fall above the threshold will become ‘faise positives®, and those ‘correct matches’ which fall below the
threshold will become ‘false negatives’.

For the first approach, one may compare the numbers of ‘best’ matches with the num-
bers of ‘runners up’, broken down by the calculated ‘weight’ or odds in favour of a correct
match (Table 4). The number of runners up increases with progressively lower weights.
With the threshold for acceptance set just below zero, the ‘runners up’ (representing death
records to which workers’ records might have linked ‘acceptably’ if they hadn’t found a
better match) number sixteen per hundred ‘best’ matches. These are potential rather than
actual false positives, but they indicate what might happen to the record of a worker who
hadn’t yet died and for whom there was therefore no correct matching death registration.
This problem arises chiefly where the personal identifying information is limited.

For the second approach, the calculated weights (and their associated odds) were used
to derive the probable numbers of links and non-links. For example, a weight of zero
represents odds of 1:1 in favour of a correct linkage. Therefore half of the matches which
have been assigned this weight, probably do relate to the same person and the other half
do not. Taking the weighting factors at face value, the likely proportions of correct and false
matches associated with each value of the total weights were calculated (Table 5). From
this sort of calculation it was inferred that, for a threshold set just below zero weight, and
with 2203 ‘accepted’ links, 178 of these or just under 99 are likely to be false positives. In
addition there are a probable 205 potential correct links that were not accepted, represent-

Table 6. Numbers of matches achieved by manual vs computer searching, by degree of assurance (based on worker
records having surnames beginning with A or B)

Computer Degree of manual assurance No

weight - man. Total

range A B+ B B- C D match
+10 and up 121 16 7 1 2 - 14 161
+4t0 +9 13 8 9 1 1 - 21 53
+1to+3 2 4 8 3 2 - 23 42
zero - 1 3 1 - - 11 16
—-1to-3 1 3 3 2 - 79 92
-4to -8 - 1 9 10 5 9 266 300
no comp. - 1 6 5 7 - 1188 1207
match
Total 137 35 45 24 19 9 1602 1871
Note: (1) Where the thresholds for acceptance are set at zero and above for the computer. and at B and above

for the manual searches, the following would be the result:

accepted by both = 192
accepted by computer only= 80
accepted by manualonly = 25
rejected by both = 1574.

(2) The table includes cases in which the death record selected by the computer differs from that selected
by the manual searcher (see next table).
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Table 7. Computer - manual disagreements with respect to the death record selected
(Parentheses indicate which were judged correct on subscquent review. )

Computer Degree of manual assurance

weight Total
range A ‘ B+ B L B- | c D

+10 and up - (M) HOY {C) KC) - 4

+4to +9 - 1(7) 1(C) 1(?) 1(C) - 4

+1to+3 - - 1(C). 1(X) 1(7) 2%) - 5
zero - - - - - - -

~1to -3 - - - - 1§)] - 1

—410 -8 - - 1), 1X) 370,200 2020, 1(X)  2(9) 12
Total - 2 6 8 8 2 26

Note: These numbers are included in the previous table.
M = manual choice correct
C = computer choice correct
X = both manual + computer choices incorrect
? = uncertain

ing a false negative rate of about 10%. If the threshold were raised to get rid of the false
positives the false negatives would increase, and lowering the threshold would have the
opposite effect. With the threshold in the vicinity of zero the number of false positives and
false negatives are expected to be about equal. The only way to simultaneously reduce the
frequencies of false positives and false negatives is to obtain a greater amount of personal
identifying information for each record.

The human searcher is faced with the same problem, except that in this case it is not
quantified. For both the man and the computer there may be additional false negatives that
arise because some of the worker records are grossly deficient in identifying information;
e.g. an absent birth date may result in insufficient discriminating power to distinguish
between multiple possibilities for linkage.

Comparisons of computer vs manual linkages

Further insights into the respective levels of accuracy may be gained from comparisons
of the performance of the computer vs that of a human searcher. Specifically, where the
two approaches fail to agree, (a) they may yield different deaths, (b) the human may
appear to succeed and the computer not at all, and (c) the reverse may be the case.

It might be supposed that the ultimate test of the accuracy of the computer searching
would be for a man to carry out the same searches as the machine to see where the
computer had gone wrong. This assumes, without evidence, that the man is more accurate
than the computer. Instead, however, the problem is actually quite symmetrical, because
lack of specificity in the identifying information adversely affects the accuracy of both the
computer and the human searcher, and it remains to be shown which is the more accurate
in the present setting.

Direct comparisons serve to indicate where the two approaches have yielded the same

Table 8. Proportions of worker records linked with death records by the computer, when birth year is absent vs

present
Birth year” Linkages (weights zero Worker records % linked
(present/absent) and over)
Absent 18 3323 0.5
Present 2004 12614 15.9
Total 2022 15937 12.7

*Note: Virtually all of the worker records that lack year of birth, also lack the rest of the birth date.
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Table 12. Calculation of ‘weighting factors’ for place of death vs place of work

Number in Expected for Ratio (inferred Weighting factor
Place of death linked pairs average odds in favour of | (log. of the
Canadians linkage) ratio)
Port Radium and Beaverlodge workers (145 pairs)
Que.~Atlantic 8 53 1:6.6 -2.7.
Ont. 30 52 1:1.7 -0.8
Man.-Sask. 19 12 1.5:1 +0.6
Alta.-B.C. 51 27 1.9:1 +0.9
Y T-N.W.T. 8 0.4 20:1 +4.4
Edmonton 27 3.5 8:1 +3.0
Port Hope workers (59 pairs)
Que.—-Atlantic - 22 1:43 -5.4
Ont. 44 21 2.1:1 +1.1
Man.-Sask. 3 5 1:1.7 -0.8
Alta-B.C. 12 11 1.1:1 +0.1
Y T-NWT. - - - -
Port Hope 20 0.05 400:1 +8.7

Note: (1) Where no death occurred, the ratio is based on an assumed 0.5 deaths; the resulting ‘weighting
factor’ will then tend to be conservative.

(2) The expected numbers ‘for average Canadians’ are based simply on the populations of the regions.

unlinkable pairs argue against linkage.) The conversion of this ratio into a logarithm to the
base 2 is just a convenience to make the weights addable. The first of the two frequencies
is obtained by direct observation of the linked pairs of records, and the second is normally
calculated from the frequency of the particular value of an identifier in the files them-
selves.

Examples are given of the use of such data as derived from the present study after its
completion. These have to do with (a) simple disagreement weights (Table 10), (b) weights
for a spectrum of outcome values ranging from complete agreement through various
degrees of partial agreement—disagreement to complete disagreement (Table 11), and (c)
weights for the occurrence in matched pairs of records, of identifier combinations which
are correlated but cannot be regarded as either agreeing or disagreeing (Table 12). The
latter two tables represent relatively fine groupings of the full range of possible outcome
values. Such breakdowns are designed to avoid unnecessary pooling of outcomes with high
and with low discriminating power, which would degrade the usefulness of the identifiers
(rather as the usefulness of panned gold dust is degraded by re-mixing it with the sand).

The setting of the ‘zero point’ on the weight scale has proved more complicated than
originally expected. This is the point at which the total weight for a matched pair of records
indicates 50:50 odds in favour of, or against, a correct linkage. The total weight as initially
envisaged did not take into account either the increased likelihood of chance similarities
where the file being searched is particularly large, or the degree to which age and sex may
influence the likelihood that an individual will be represented in that file where it is a death
file. The hope was that the zero point could be adequately pinpointed by manual examina-
tion of borderline linkages. However, the present extensive work of this sort leaves one
less confident about use of the manual approach alone, for this purpose. Substantial biases
are now suspected, from a human tendency to reject out-of-hand those troublesome pairs
which lack sufficient identifiers on which to base a judgement but might non-the-less be
correctly matched. For a total of the calculated weights to represent ‘absolute odds’, as
distinct from just ‘relative odds’, components are required which will take into account (a)
the size of the death file over a given period, (b) the likelihood of an individual dying in
that period, and (c) the likelihood of his being alive at the start of the period so as to be
‘available’ to die within the period. This approach is now being developed as a result of
the need indicated by the present manual studies. And ways of estimating, and perhaps
correcting for, any biases in the total weights arising out of this approach are being
considered.
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outcomes, and where they have differed. But judgements concerning which is the correct
outcome when the approaches disagree are necessarily subjective, except where an actual
oversight/error of some kind can be detected, or where additional identifying information
can be obtained and used. The comparisons between the outcomes of the computer vs the
manual searches that will be considered relate to the sample of 1871 Eldorado worker
records in which the surnames began with A or B.

The degree of assurance of a correct linkage with a death record, or of a non-linkage,
was variable both for the computer and for the manual searches. To a large extent, where
the computer was ‘very sure’ that a correct decision had been made, so was the manual
searcher, but the correlation is a fairly loose one when all degrees of assurance are con-
sidered (Table 6).

The conclusions one may draw from this comparison are best described in terms of a
possible arbitrary threshold for ‘acceptance’ as a linkage, or ‘rejection’ as a non-linkage.
Suppose, for example, that this threshold is set so that computer weights of zero and above,
and manual assurances of B and above, are taken to indicate acceptable linkages. Then
for 94% of worker records the outcomes from the two types of search both indicate either
an appropriate linkage (192 cases or 10.3% of the records) or a non-linkage (1574 cases
or 84.1% of the records).

For about 6% of the worker records the computer and the manual searcher were in
disagreement as to whether an appropriate matching death record had been found (Table
6). If the results of the human searching are believed the computer approach resulted in
80 false positives and 25 false negatives (i.e. 4.3% and 1.3%, respectively, of the 1871
worker records, or, when based on the 219 manual linkages, 379, and 11 9 of the poten-
tially linkable records). If the results of the computer searching are believed, the manual
approach is similarly inaccurate and results in 25 false positives and 80 false negatives (out
of 1871 worker records, or, when based on the 272 computer linkages, 9% and 29% of the
potentially linkable pairs). This comparison serves chiefly to suggest that both approaches
may involve considerable inaccuracy where the personal identification lacks discriminat-
ing power. And, of course, such comparisons cannot indicate how many relevant death
records were missed by both kinds of searching.

There is evidence, however, that the computer searching results in fewer false negatives
than does the manual searching. Thus, in Table 6 there are only seven cases of ‘acceptable’
manual matches of which the computer was apparently unaware, as against 69 cases of
‘acceptable’ computer matches of which the manual searchers were seemingly unaware.

Evidence that the computer is likewise less prone to the production of false positive
linkages, may be obtained from those instances in which both approaches appeared to be
successful but each identified a different death record as the appropriate one. For all 26
examples of disagreement of this kind, the source documents (E.N.L. work records and
death certificates) were re-examined for additional information with which to resolve
alternative choice ‘matches’ (Table 7). The resulting ‘final’ judgements are not infallible,
but they do show that the computer is more reliable than the manual searchers where the
two find different death records. The computer ‘accepted’ thirteen matches for the 26 ENL
records, later judged to consist of six ‘right’, two ‘wrong’, and five ‘doubtful’. The manual
searchers ‘accepted’ just eight matches, later judged to consist of one ‘right’, five ‘wrong’,
and two ‘doubtful’.

From the above evidence, the computer searches appear to result in substantially fewer
false positive and false negative outcomes than do the manual searches. Appropriate
empirical tests and procedural adjustments will further improve the quality of machine
linkage. Some of the proposed procedural changes will be described in what follows.

DISCRIMINATING POWER AS A LIMITING FACTOR

Since record linkage in the absence of unique identifier numbers depends upon multiple
identifiers, it follows that discrimination decreases rapidly as personal identifying inform-
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Table 9. Effects of differences in the availability of identifying particulars on the estimated proportions of false
positives and false negatives (matched pairs with computer weights of zero and above being ‘accepted’ as

‘linked’)
. s Number of Calculated false positives Calculated false negatives

Available identifiers matched pairs No. l % of accepted No. l % of accepted
Year of birth, but not month and day

Accepted 291 47.8 16.4 - -

Rejected 805 - - 54.2 18.6
Full birth date

Accepted 1684 122.9 73 - -

Rejected 2092 - - 136.6 8.1
Birth date and place, plus two given names

Accepted 166 4.8 29 - -

Rejected 89 - - 52 3.1

Note: (1) Columns headed ‘No.’ contain estimated numbers. They will therefore not be integers. For the
method of estimation, see Section on ‘Estimating the false positive and false negative computer
matches’.

(2) For the purpose of this table an identifier is said to be ‘available’ as a basis for linkage when it is
present on both a worker record and the death record to which it is matched, regardless of whether
it agrees or disagrees.

(3) Where not specifically mentioned, an identifier may be either available or unavailable.

ation diminishes in abundance. In other words, the number of false negatives increases
disproportionately as identifying information decreases.

Some indication of the quantitative importance of different amounts of identifying
information may be gained from a few comparisons. For example, where information on
birth year was present on the ENL records, some 16 %, were successful in finding a matching
death record. But when it was absent, the success rate was only 0.5 % (Table 8).

A better comparison involves three different levels of discriminating power in records
that have the birth year (Table 9). ‘Full identifying information’ results in an estimated 3%
of false positives and 3% of false negatives. Records reduced to birth date without place,
etc., double both error rates to 7 and 8% each. Records with year of birth only again
double the error rates to 16 and 19%. The comparisons are not precise, because different
data sets are involved. But, in the absence of more elaborate and expensive tests, it would
be unwise to disregard the practical guidance from such internally consistent evidence, of the
need for multiple identifiers.

A redundancy of identifiers may be needed for a rather different reason. Strictly speak-

Table 10. Frequency of discrepancies in personal identifying information, and the ‘weighting factors’ derived
from these frquencies (based on 269 matched pairs of worker and death records. with weights of zero and up)

- Frequency in Weight for

Kind of identifier Discrepant Total linked pairs linked pairs discrepancy

(log- freq.)
Surname spelling 12 269 1/22 —-4.5
First initial 27 269 1/10 -33
First given name 74 268 1/3.6 -1.8
Second initial 19 119 1/6 -2.6
Second given name 18 65 1/3.6 -1.8
Birth province or country 7 114 1/16 -4.0
Parental initials 18 73 1/4 -2.0
Parental birth province/ 11 25 12.3 -1.2

country

Note: Forsimplicity. the frequency of the discrepancy in unlinked pairs is taken to be virtually unity. Thus. log,
of the frequency in linked pairs approximates closely. log, of the ratio of the frequencies in linked/
unlinked pairs.
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Table 11. Calculation of ‘weighting factors’ for birthdate discrepancies

Number in Expected in Ratio (inferred Weighting factor
Degree of discrepancy linked pairs unlinked pairs | odds in favour of { (log, of the
linkage) ratio)
Year of birth (268 pairs)
0 170 2 85:1 +6.4
1 45 4 11:1 +3.5
2-3 38 8 5:1 +2.3
49 8 24 1:3 -1.6
10+ 7 230 1:33 -5.0
Month of birth (243 pairs)
0 219 20 11:1 +3.5
1 10 37 1:3.7 -1.9
2-3 8 64 1:8 -3.0
49 5 112 } } -43
10-11 1 10 1:20
Day of birth (241 pairs)
0 189 8 24:1 +4.6
1 11 16 1:1.5 -0.6
2-3 10 29 1:2.9 -1.6
49 17 76 1:4.5 =22
10+ 14 112 1:8 -3.0

Note: The numbers expected in unlinked pairs are calculated as follows:

For exact agreements the expectation is taken to be n/n® times the number of matched pairs, where
n is the number of different values of the identifier.

For discrepancies of degree d, the expectation is taken to be 2(n—d)/n?* times the number of matched
pairs.

These equations represent approximations based on the assumption that the different values are equal
in frequency. Where they are not equal, a more detailed calculation is required and this has been carried
out in the case of year of birth.

ing, total weights reflect only the likelihood or unlikelihood that the observed similarity
of identifying information on pairs of records has arisen other than by chance. But the
ruling out of chance does not necessarily establish that the same person is involved:
Family members may be named after each other, and twins may be confused because of a
common birthplace, birth date, and perhaps because of similar given names.
There are fashions in given names with small communities, and surnames repeat in
localized ethnic groups and communities.
In short, similar or identical identifiers occasionally refer to attributes associated with
particular groups of people, but not uniquely with any individual person.
The above kinds of problems can be minimized by abundant information, and to some
extent by manual resolution using additional identifiers.

IMPROVING THE WEIGHTING PROCEDURES

The present manual/machine matching study has revealed needs for improvements in
the weighting procedures used by the machine, and has provided some of the data required
for the purpose. Such improvements would have to do in particular with (a) putting to use
more of the potential discriminating power that could otherwise remain latent in the
available identifiers, and (b) finding a better way of setting the ‘zero-point’ on the weighting
scale.

The data used for calculating the weighting factors consists of the frequencies of various
identifier comparison outcomes (agreements, disagreements, etc.) in pairs of records
judged to be correctly linked, together with the corresponding frequencies for unlinkable
pairs. Quite simply, the ratio between these two frequencies indicates the degree of
assurance associated with a particular comparison outcome. (QOutcomes that are more
fashionable in linked pairs argue for linkage, and those that are more fashionable in

120



Table 13. Discrepancies of given names, by kind of discrepancies (based on 92 discrepancies of the first and
second names combined, among 333 given names compared in record pairs with weights of zero and above)

Kind of discrepancy ‘ Examples
All discrepancies (92 cases)
Position only, same spelling (John - William John) 24
Different initial and name (John - Fred) 16
Different spelling, same initial (Louie — Louis) 52
Spelling discrepancies (52 cases)
Vowel change only (Ralph - Rolph) 15
Shortened only (Fred - Frederick) 11
Nicknames, not just shortened (John - Jack) 5
Phonetic similarities (Ouide - Ovide) 4
Anglicizations (Kenneth - Kazimie) 3
Double consonants (Riser — Risser) 2
Other (Bjom - Bjorvi) 12

Note: Of 46 disagreements of first or second initials, 11 were associated with simple reversals of the sequence
on one of a matched pair of records as compared with the other (inversions), and 22 were due to one of
the initials being transposed from first to second place (frame shifts).

Various other possible improvements in the weighting system, which will not be
described here, are under development as a result of the present manual comparisons.
Some of these have to do with (a) the handling of given name similarities where precise
agreement is lacking (see examples in Table 13), (b) comparisons involving inverted
sequences (e.g. of initials, and of birth month and day), and (c) practical means for making
better use of the discriminating powers of very rare surnames, without recourse to ex-
cessively long look-up tables of weights.

IMPLICATIONS FOR ALL RETROSPECTIVE AND PROSPECTIVE
STUDIES

Safety standards

(1) It is in everyone’s interests to know where problems of safety are greatest and where
they are least.

(2) Neither workers, management nor society in general benefit where undue emphasis is
directed to non-problems, while real problems are neglected because they remain undetec-
ted.

(3) The limited public funds available earmarked for administration and enforcement of
safety standards ought to be used so that attention to low-risk situations never results in
the neglect of higher risks.

Fears about possible loss of privacy have tended recently to further reduce the specificity
of personal identification on personnel records, notably on application forms for employ-
ment. At the same time, the public has increasingly demanded investigations of the
delayed risks in various work situations, and has emphasized the right of the worker to
know the risks.

To detect and measure delayed personal harm of almost any sort, and resulting from
almost any kind of ‘exposure’, individual people require to be identified in a reasonably
unambiguous fashion. This is true whether one follows exposed individuals forward to look
for harm, or sick individuals backward in time to look for exposures. With both
approaches, the most serious stumbling block is often a lack of sufficient specificity and
redundancy in the personal identifiers (names, birth dates and such) by which people are
known and represented on their various records, including their work records.

SUMMARY

Computerized searching of a national death file has been tested and compared for
accuracy with the corresponding manual searches. The test formed a part of an

121



epidemiological follow-up study of some 16,000 former Eldorado employees, in which
employment records are being used to initiate the searches for related death registrations
contained in the Canadian Mortality Data Base at Statistics Canada. This facility includes
the coded cause for all deaths back to 1950. The computer searching was guided by a
generalized record linkage program, based on a probabilistic approach; the program was
developed by Statistics Canada and the Epidemiology Unit of the National Cancer In-
stitute of Canada. The corresponding manual searches used microfiche printouts from the
Mortality Data Base tapes.

The results from the test showed the machine to be more accurate than the manual
searchers. Not only was it more successful in extracting the relevant deaths, but it was also
much less likely to yield false linkages with death records not relating to members of the
study population. For both approaches, however, accuracy was strongly dependent on the
amount of personal identifying information available on the records being linked.
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TUTORIAL ON THE FELLEGI-SUNTER MODEL FOR RECORD LINKAGE

Ivan P. Fellegi, Statistics Canada

EDITORS' NOTE

The following exhibits, numbered 1
to 22, were used at the Workshop on
Exact Matching Methodologies (in the
form of transparencies) as the basis
for a presentation of the essential
features and some of the consequences
of the Fellegi-Sunter model and theory

the exhibits and requested copies.
The exhibits are presented here, with-
out additional commentary, for the
benefit of those who would like to
have a convenient summary of the main
points. The following chart shows the
relationship between groups of exhibits
and specific sections of the article,
"A Theory for Record Linkage," which

for record linkage. Many Workshop can be found on pages 51-78 of this
participants commented favorably on volume.
Figure 1.--Exhibits for Fellegi-Sunter Article
Exhibit Numbers Topic Section of Article Pages
1 to 6, 7a Basic model and theory 2 52-57
7b, 8 to 10 Method of constructing 2.1 54-57
an optimum 1inkage
rule; consequences
11 to 14 Assumptions used in 3.2 57-59
estimating weights
15 to 17 Calculation of weights, 3.3.1 60-62
Method 1
18 Calculation of weights, 3.3.2 62-63
Method II
19, 20 Blocking 3.4 64-65
21 Choice of comparison 3.6 66-67
space
22 Calculation of threshold 3.7 67-68

values
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4 Exhibit | N
Two sets of units: A = {a}, B = {b}

Vector of characteristics a(a), 3(b) associated with units.
Lo ={ala)acA}, Lp={f(b;beA} (lists)

LA xlg=M+ U

where M = {[a(a), f(b)]; a=b, ac A, beB}

U = {[a(a), (b)]; a# b, ac A, beB}

La x Lg unmanageable.
\ )

f

/

Exhibit 2

Code results of comparing a(a), fi(b): y(a, b)

vla(a), B(b)] = y(a, b) = (41, ¥2, ..., y¥)(a, b)

Examples: y; = 0 if sex is same

1 if sex is different

~ °r

e e e = S




4 Exhibit 3 h
yj = 0 if name is same and is Brown

1 if name is same and is Smith

2 if name is same and is Jones

3 if name is same and not Brown, Smith, Jones

4 if name is different
5 if name is missing on either record

N ={y(a, b)}: comparison space.

4 Exhibit 4 j

Linkage rule: decision regarding match status of
(a, b) based on y(a, b)

d(y) = Aq: link (inference is “match”)

d(y) = Ag: possible link (“don’t know”)

d(y) = A3: non-ink (inference is ‘“‘unmatched”’)

_/
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\.

A linkage rule partitions Lp x

Exhibit 5
y(a, b) = yg is a subset of Lp x Lg
M(y) M
\/A\/\/
U(y) U
14
[ M) |
= Pl{y(a, b)|(a, b)e M=
m(y) = Ply(a, b)|(a, b) e M} T
Hum il
uly) = P{y(a, b)|(a, b) e U}= _Il_l(JY)I_I— y
i )
Exhibit 6
Lg:

M(y)

7

.
_

A LL
AN
NN

\\\

AMMns

%,

A1

w=PAL[U) =
Y

2.
£ Aq

y£A3

o

u(y)

For any y ¢ Aq all record pairs in U(y) are linked in error.

proportion of linked
record pairs in U

A= P(A3|M)= 2 m(y) proportion of unlinked

record pairs in M

/
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a) Definition: Consider all linkage rules R on I" with
error levels pg, Ay. Then R1 is optimal
if P(Ao|R1) = P(Ag|R) for all R.

Exhibit 7 )

b) Heuristic: arrange Lp x Lg so that m(y) monotone
decreases and u(y) increases. Choose A{, A3
to correspond to desired p, A. Then this
linkage rule is optimal.

N
U
~ — AN qJJ
\_ J
4 Exhibit 8 )

Optimal rule: order y by decreasing values of
m{yMu(y).

A it Ty = miy)uy)
Ag it Ty <myuly) <T
Az if my)fu(y) = T,

M

T, chosen so that u = g, T) so that A =}
Likelihood ratio tests: A4 at level u, Ag at level A.
Uniformly most powerful.

Tepping’s test (JASA, 1968) functionally equivalent.

\— J
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( Exhibit 9 \

HIGH — m{y)/u(y)-> LOW

rg M

/

0

T) |
_ ] Y,
( Exhibit 10 A

1. Trade-off between decreasing pg, 1, or Ap

2. A2 can be eliminated if T“ = T/\

3. Typically ug < < Ag should hold. If N is the
number of matched record pairs, (NANg — N)
the number of unmatched record pairs, then
condition for number of linked record pairs
lo be N is

N( — Ag) + (NANR — M)y = N.

True if yg = N Ag
NaANB — N

4. Randomized decision may be needed to achieve

K H = Mg A=Ay exactly. J

132



Exhibit 11

Estimating M/u

I y =44 7v% . vK)
Y has ny values

then y has ny. no ... ny values.

Simplifying assumption: ,
m(y) = m{y'). m(y2). .. m(yX) '
uy) = uy?). u?) ... u@k)

it

Components of y are conditionally independent w.r. to m and u.

RN
é Exhibit I2

Matched records: Without errors, all Yk should
show "agreement". Hence independence — errors in
different ident. varlables of a and b are independent.

Unmatched records: accidental agreement on one
variable (e.g. name) 1Is Independent of accidental
agreement on another (e.g. address).

Estimands: m(y?),m(y2), ...m(y") --nqengs... + ng

(also for u).

4
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f Exhibit I3

Need care in defining VY :

agreement on female given name
1 agreement on male given name
disagreement on given name
gliven name missing on either record

disagreement on sex

agreement on sex
y2-{
sex missing on either record

2
Accldental agreement on 71-—>agreement on Y.
Independence might hold 1f first two codes of Y
combined.

/

~

-

Exhibit 19

Prefer to use log (m/u) - monotone Incr. function of
(m/u).

log (m/u) = w1 + w2 + ..t WK where
wk = log [_m(Yk)/u(Yk)]

We have
W 30 if m(YK) 3 ur®)

(intultively appealing).

Simllar to Newcombe-Kennedy (Communications of ACM,
1962).

N

I
|

J
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Exhibit IS h

METHOD 1 FOR WEIGHT CALCULATION ( STRATION)

Welghts for "name" component.
Let proportions of different names in A, B and AMB be
pa(1), pg(l), p(1) (£ p=1). For simpliclity:

pA(l) - DA(l) = p(])

€p. €g° prob. of misreporting name in A, B
respectively

p observable, e separately to be estimated.

- ™

Exhibit 16

W (agreement on Jth name) & log (l/pj)
- Positive
— The smaller p(J), the larger w

- J.e. large positive welght for agreement on rare
characteristic

w(agreement) & log (1/p) where p -Zj DJZ

— Large for uniformly well discriminating variable

p decreases fast 1f common outcomes are separated.
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/‘ Exhibit 17 \

EA+EB
w (disagreement) = log ]
-p

- Typically negative

- The smaller the error, the larger the negative
weight

- [.c. disagreement on well reported variable
—> large negative weight

- E.g.: sex. Don't restrict linkage variables
to high discrimination.

w (name missing on either file) = 0

\\\*— ncutral contribution. l//

( Exhibit I8. Sstcond METHOD (ILLUSTRATION)

Assume only three components; each coded to two
otates: "agreement”, "disagreement”.

t'onditional probabilities of "agreement" are M Up-

NANBUh = Nm, + (NoNg - N) U, h =123

where Uy: proportion of record pairs with "agreement"
in h-th component.

”h' NA' NB observable; N, My Uh unknown.

Ahove 3 equations can be supplemented by other 4;

all involve observable quantities + 7 unknown
variables.

Solvable; generalizable; heavy dependence on

K\\indrunndence. A//
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4 Exhibit 19 )
Blocking

Obijective: reduce number of comparisons.

Implicit assumption: comparisons not made are non-inked (A3).

7 M

\_ Y,
4 I

Exhibit 20). IDEAL BLOCKING VARIABLE

1. If a varlable is such that disagreement results
in very large negative weilght -- corresponding
ey, Ep Very small. Does not increase X.

2. High discrimation results in maximum flle
blocking (comparisons restricted to records
which agree on the blocking variable).

Frequent compromise: coded name where code 1s
designed to reduce Impact of misspellings.

Additlgnal use of any well reported varlable,
even of low discrimination (e.g. sex), i1s net bonus.

N
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(Exhibit & 1. CHOICE OF COMPARISON SPACE

1.

How many separate values to recognize for
agreement?

Trade-off between complexity and reduction

2
in ZDJ

How many of the variables common to hoth files
should we use?

Generally: the more the better.

w is positive for agreement, negative for
disagreemenl almost certainly.

1f ey * eg <—fi- < 1-p, then each additional
variable increases tolal weight for matched
records, decreases tolal weight for unmatched
records -- both with probability > -5:

/

N\
-

Exhibit 22. ESTIMATING THRESHOLDS
k

Select at random one value of each . Higher

probabilities for high lwl;

Comblne into Y : compute corresponding
velght (w);

Repeat n times;
Arrange Y by decreasing w;

Set Tu , T) as tn [, but counting each Y
with inverse of probabllity of selection.

.
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WHY ARE EPIDEMIOLOGISTS INTERESTED IN MATCHING ALGORITHMS?

Gilbert W. Beebe, National Cancer Institute

INTRODUCTION

Both public and scientific concerns about
hazards to health determine the agenda of epide-
miology. The more we learn about health hazards
the more there is to be learned, it seems, and the
more the public comes to recognize health hazards
the more it demands risk identification, risk
estimates, and control measures. In recent
decades new chemicals have been entering the envi-
ronment at a very rapid pace. Under the Toxic
Substances Control Act [1], passed in 1976, the
Environmental Protection Agency (EPA) has been
receiving over 1,000 pre-manufacture notices annu-
ally. There is now a list of about 30 chemicals
and industrial processes recognized by the
International Agency for Research on Cancer (IARC)
as carcinogens for man, and another 61 thought to
be probable carcinogens [2]. Another 103 are
known to be carcinogenic for experimental animals,
but IARC has reviewed only somewhat more than 600
chemicals and industrial processes on which there
is adequate published information. I think we
must assume that the carcinogens for man are far
from identified and that the pace of industrial
change exceeds our capacity for refined etiologic
studies. We need inexpensive surveillance systems
that will tell us where to look for significant
hazards to health, and we need alert medical prac-
titioners and industrial physicians to spot the
unusual and unexpected [3].

The public is increasingly concerned with risks
of a size that would have passed unnoticed in
earlier years, risks associated with ionizing
radiation, foods, drugs, toxic wastes, non-ioni-
zing radiation, and the quality of our air and
water, The MMR vaccine against measles, mumps,
and rubella may cause brain damage in only one in
a million vaccinees, but this risk is now suffi-
cient to discourage manufacture of the vaccine
because of the burden of litigation [4]. To iden-
tify smail risks requires large samples, which in
some instances may not be possible.

OQurs has been aptly called an
society. Our capacity for recording, storing,
transmitting, and manipulating information has
been growing by leaps and bounds under the impetus
of the computer revolution. I commend to you the
recent (26 April 1985) computer issue of Science.
The epidemiologist contributes to our understand-
ing by bringing together for examination facts
about individuals derived from different contexts.
Increasingly these facts, or leads to them, are to
be found in computer files. And since his unit of
study is generally the individual, the epidemio-
logist wants to link files, which means matching,
and to transfer data from files other than his
own. And when he matches files he wants to be
sure he 1is identifying the same person in each
file.

In the U.S. we are experiencing a budgetary
crunch, Funds for research are being reduced and
staffs are being cut. The use of administrative
records in research through record linkage, which

information
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means computer matching, is often the most econo-
mical way of obtaining information. For reasons
of economy alone we should be looking more to
record linkage as an adjunct to the more expensive
procedures that we may have been following.

THE SPECTRUM OF EPIDEMIOLOGIC INTERESTS

The following illustrations are drawn from the
field of chronic disease epidemiology with which I
am more familiar, but record-matching routines are
also of interest to epidemiologists working in the
infectious diseases.

Etiology. -- (1) The cause of multiple sclerosis
remains an enigma but epidemiologists are develop-
ing a great deal of information on differentials
in risk; and (2) we may be getting closer to an
understanding of the role of viruses in human
cancer, There are animal cancers of known viral
etiology and several human cancers are now being
linked to viruses.

Risk Estimation. -- (1) There is a widespread de-
sire to know the carcinogenic risk of exposure to
Tow doses of idonizing radiation; and (2) we are
interested in the hazards of certain prescription
drugs such as oral contraceptives.,

Value of Early Diagnosis. -- A prime example is
breast cancer. At Tssue is the value of a scre-
ening regimen that includes mammography.

Prevention of Disease. -- (1) Epidemiologists are
involved 1n intervention trials to prevent coro-
nary heart disease, as illustrated by the Multiple
Risk Factor Intervention Trial (MRFIT) program of
the National Heart, Lung and Blood Institute; and
(2) numerous intervention trials are also being
conducted against cancer; for example, the
National Cancer Institute (NCI) has trials in
righ-risk areas of China where micronutrients,
principally vitamins, beta-carotene, and minerals,
are being prescribed on a controlled basis.

Treatment. -- Breast cancer is a recent example.
At issue are the extent of the surgery and the
value of adjuvant drugs and radiation,

Natural History. -- Acquired Immune Deficiency
Syndrome, or AIDS, is a current example,

RECORD LINKAGE

Whether epidemiologists are working retro-
spectively or prospectively, in case-control or
cohort mode, or are testing hypotheses or generat-
ing new ones, they are typically trying to link
together, within the lives of individuals, events
that are displaced in time and independently re-
corded. This underlies our dependence on record
linkage; i.e., on matching and data-transfer.
Matching requires rules of agreement, an
algorithm, whether it be done manually or elec-
tronically.

Epidemiologists create their files from their
own observations and from such records as are



available to them. Often they must reach out to
administrative record files of large organizations

such as medical care providers, insurers, state
governnent agencies, and even the Federal
agencies, for some of the facts they need to

complete the history of the individual subject.
It may even be necessary, for example, to go to
the Internal Revenue Service (IRS) to obtain
addresses needed to locate subjects for examina-
tion or interview,

Agencies with large files tailor their matching
algorithms to the identifying information they
characteristically deal with and understand. One
cannot,. for example, go to IRS for an address or

to the Social Security Administration (SSA) for a
mortality check, without a social security account
number. The Health Care Finance Administration
(HCFA), on the other hand, can search its files
for addresses on the basis of a name and date of
birth, after first passing the incoming file
through a nominal index file that provides the
SSNs essential for the address search of its Medi-
care file. The Veterans Administration (VA) has a
very flexible approach to matching with algorithms
that will work on almost any variable or combina-
tion of variables the requestor may provide.
Epidemiologists often do not have any number other
than the date of birth, and lack of a SSN will
often keep Federal agency files beyond their
reach,

Matching algorithms must depend on the iden-
tifiers available but they also reflect the
scientific imagination and experience of those
responsible for the programming. Newcombe has
stressed the importance of experience in the
manual matching of representative records as prep-
aration for designing programs for matching by
computer. He also emphasizes the value of redun-
dancy in identifying variables when matching is
invoived. It was his 1959 paper, more than any
other single contribution, 1 believe, that paved
the way for technically adequate machine matching
in the absence of a central ID number like the SSN
[5]. With a number like the SSN it is possible to
insist on an exact match. Even though the SSN is
not precisely a unique number and lacks a check
digit, it is nevertheless a very good number in
most situations requiring linkage. If you trans-
pose digits of your SSN in your tax return you
will soon receive a query from the IRS. Names may
be abbreviated to 4-6 letters of the surname if
main reliance is placed on the SSN, but in other
contexts the surname may be coded phonetically in
New York State Identification and Intelligence
System (NYSIIS) or Soundex fashion,

The investigator wants the benefit of a match-
ing algorithm that minimizes both false positive
and false negative matches but he may have no idea
of the false negative rate in the absence of
formal tests such as are being made on the
National Death Index of the National Center for
Health Statistics (NCHS) [6]. If the false posi-
tives are frequent, and in some applications NCHS
algorithms have returned two false positives for
each true positive match, the consumer may be hard

put to evaluate the output without a weighting
scheme such as Newcombe has devised.

Record linkage is now often being required on
such large files that matching must be performed
electronically or not at all. One cannot think of

140

the IRS file of idindividual taxpayers being
searched for addresses in any fashion except elec-
tronically. I am told the file contains 155
million records and takes three weeks to run. And
if you want to locate a large roster of subjects
under age 65 and 20-40 years after some occupa-
tional exposure, alternative sources of addresses
would probably be expensive and inefficient.

THE BACKGROUND OF MY OWN INTEREST

From the medical experience of World War II
came the suggestion, by Dr. Michael E. DeBakey,
the heart surgeon, that a medical research program
be established to follow up the injuries and
diseases of the war [7]. We both served as staff
for a committee of the National Research Council
(NRC) that tooked into his idea and I wound up in
charge of the statistical work of the group known
today as the Medical Follow-up Agency of the NRC.
Knowing that work with records would be a large
part of the effort, one of the first persons 1
hired was Nona-Murray Lucke. She had been working
with Dr. Halbert Dunn, then director of the Vital
Statistics Division of the Bureau of the Census
and originator of the term "record linkage," on
his scheme for matching birth and death records at
the state level [8]. Although there were Army
punchcard indices to the entire medical experience
of the war, the cards contained Army serial num-
bers but not names. A manual look-up was required
to obtain the corresponding names that we could
then match to the nominal VA Master Index in order
to find VA claim numbers and to locate the offices
having custody of the hard-copy VA files. All the
linkage was manual, but usually there was enough
detail beyond name and Army serial number to rule
out misidentification. Identification was a pro-
blem in only about 2-4 per cent of the cases and
records were unavailable in less than one percent.
Starting in 1972 we benefitted from automation of
the VA Master Index, now the Beneficiary ldentifi-
cation and Records Locator Subsystem (BIRLS) file,
as well as from the automated record
systems for hospital discharges and for compensa-
tion and pension status. Tape-to-tape matching
has long been the rule. But the detailed medical
records, not only those of World War II but also
those generated today as well, are available only
in hard copy.

One of the matching efforts 1 personally
directed was a test of the completeness of VA
information on the mortality of war veterans,
matching known deaths obtained from NCHS against
the military files in St. Louis to determine vete-
ran status, and then submitting the resulting file
intermingled with living veterans to the VA for a
blind search [9]. We learned that the VA had
about 95 percent of the mortality information on
WW II veterans.

At the Atomic Bomb Casualty Commission {ABCC)
in Japan, where 1 directed the epidemiologic and
statistical work for some years, we followed two
main samples of 55,000 and 110,000 for mortality,
using the Japanese family registration system
devised in 1871 [10]. Each Japanese citizen has a
place of family residence (his honseki), and the
city office for that place keeps a running family
record, the koseki, that shows vital events for
all the family members, no matter where in Japan



these events take place or where the individuals
live. The koseki tells where any death certifi-
cate is retained and for the cause of death one
must go there. To enter the system both the name
and the honseki must be known. There is very
little slippage in this system, but it is manuaily
operated. At ABCC mortality was checked every
three years on a rotational scheme that Tevelled
out the workload.

An interesting matching problem arose in the
late 1950's when I first went to Japan. The U.S.-
Japan Joint Commission had created a file of about
14,000 records of its medical investigations in
1945 that were stored at the Armed Forces Insti-
tute of Pathology (AFIP) in Washington. To recap-
ture the 1945 observations for the ABCC files we
obtained blow~-ups of microfilm copies retained at
AFIP. For the Hiroshima portion of the sample,
names were written in the Romanized fashion, not
in the Japanese ideographs, or kanji. Location at
the time of the bomb was given in terms of a
numbered radial zone and the direction from the
hypocenter, not in terms of a postal address, and
age was usually given in the Japanese style which

is equivalent to the western style plus one year.
That is, in Japan, children are one year old at
birth. Under Seymour Jablon's supervision this
file was later matched to the ABCC records so that
the 1945 data could be added to the ABCC files
that represented largely individuals alive in
1950. About 42 percent could be matched, largely
because of the considerable ancillary detail on
both record sources. The false negatives could
not be assessed but tests showed that the false
positives probably numbered no more than 5 per-
cent. The matching rate in Nagasaki, for which
the records did contain the name in kanji and the
postal address, was higher, 60 percent.

At the National Institutes of Health [ have
also been very much concerned with record linkage,
trying to make it easier to link some of the large
files of Federal agencies in the furtherance of
medical research [11]. We need to restore access
to the IRS address file for a broader class of
investigators than just National Institute for
Occupational Safety and Health (NIQSH) investi-
gators who are concerned with occupational health,
and Federal investigators studying the occupa-
tional hazards of military service, these being
the privileged classes under current law. We also
need to restore the kind of freedom we had before
the Tax Reform Act of 1976, when SSA was willing
to define industrial employment cohorts and deter-
mine their mortality. With Dr. Scheuren's help I
have been trying to learn how to strengthen the
Continuous Work History Sample of SSA so that it
might provide some national mortality data by both
industry and occupation., In addition, I'm engaged
in a research project that has involved extensive
matching to the files of the VA, IRS, and HCFA.

POSSIBLE LIMITATIONS OF COMPUTER-LINKED DATA

If the only observations available to the epi-
demiologist derive from the 1linkage of
administrative files, his study may be useful for
screening a large experience or for developing
working hypotheses, but it will probably not illu-
minate the meaningful aspects of exposure or
define end-points precisely. If we link files as
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part of a laryer process, e.g., to obtain
addresses so that we can examine or interview
subjects, or to learn that deaths have occurred

and where we can find the death certificates, such

Timitations do not apply. Even as an index to
hard-copy records, however, a large computer file
may prove disappointing: recently I found that a
VA diagnostic index I must depend on contains so
much coding error for the cancer I am investi-
gating that I will have to review the underlying
hard-copy records for validity of diagnosis.

LANDMARK STUDIES BASED ON MATCHING RECORDS

Any list of landmark studies is bound to be
very selective and the following 1is further
}jmjsed by my own reading and knowledge of the

jeld:

Framingham Heart Study [12];

Follow-up Studies of War Injuries and Diseases,
and Registry of Veteran Twin Pairs, NRC
Follow-up Agency [7];

Mancuso's Studies of Occupational
on Industrial Employment
the SSA [13];

Studies of A-bomb Survivers in Japan [10];

Court-Brown and Doll's Study of Ankylosing
Spondylitis Patients Treated by X Ray [14];

Dorn's Study of the Health Effects of Smoking,
WW I Veterans [15];

Oxford Record Linkage Project [16];

Setikoff's Study of Asbestos Workers [17];

The Mayo Clinic Studies of Olmstead County,
Minnesota [18];

The Canadian Studies of Newcombe, Statistics
Canada, and the National Cancer Institute of
Canada [19]; and

The British Office of Population Surveys and
Statistics Longitudinal Study [20].

Risks Based
Rosters of

SOME OF THE LARGER COMPUTER FILES OF
INTEREST TO THE EPIDEMIOLOGIST

It would be fruitless to enumerate all the
files used by epidemiologists but generated inde-
pendently of their own efforts. They cover a wide
range of classes: employment, medical care, vital
records, finance, life insurance, disability, city
directories, licensing, etc. But some examples
follow in Table 1.

Table 1. Some Large Files Used by Epidemiologists

s Millions
Name of File of Records
IRS, File of Individual Taxpayers 155
SSA, Master Beneficiary Record 35-40
(MBR File)
HCFA, Medicare Beneficiaries 30
VA, BIRLS 35

National Archives Records Agency,
"Registry" File of Military Records
in National Personnel Records Center,

St. Louis 30
NCHS, National Death Index 10
SSA, File of Deceased 30
California Automated Mortality Linkage

System (CAMLIS) 3.6
Army WH II Hospital Diagnosis Index 12




SOME CURRENT EPIDEMIOLOGIC STUDIES TAPPING
LARGE COMPUTER FILES

Apart from current studies that are already
represented on our program today, some that [ am
particularly familiar with include:

The Johns Hopkins Study of Nuclear Shipyard

of Latter-Day Saints (Mormons), one of about two
million members registered in church censuses, the
other of 400,000 deceased members. Matching also
extends to the state mortality files and to the
population-based cancer registry in the state of
Utah.

Health Effects of Agent Orange and Service in

Workers. The 1investigators are sampling the
700,000 nuclear shipyard worker population, stra-
tifying on radiation dose, and seeking to relate
cause of death to radiation dose, demographic
characteristics, occupation, and other specific
risk factors. External 1linkage has been estab-
lished with the VA BIRLS file, the SSA MBR file,
state death files, the NDI file of NCHS, and OPM
files. 1In addition there is considerable internal
file linkage to unduplicate the eight yards and to
update study files with radiation dose, job clas-
sification, and the like. About 90,000 deaths
have been ascertained.

Study of X-Ray Technologists. -- The NCI Radiation
EpidemioTogy Branch has initiated a study, togeth-
er with NIOSH investigators and epidemiologists of
the University of Minnesota, of about 160,000 x-
ray technologists in the U.S. whose exposure has
Tong been monitored by radiation badges. Investi-
gative interest centers not only on the
carcinogenic effect of low doses of radiation, but
also on the highly fractionated character of their
exposure., Linkage will involve the SSA MBR file,
the NDI file of the NCHS, the HCFA Medicare file,
the IRS address file, and possibly other files.

Hepatitis B Virus and Primary Liver Cancer. -- In
the NCI Clinical Epidemiology Branch I am doing a
study with 6 VA hospitals and the Medical Follow-
up Agency of the National Research Council to
learn whether the contaminated yellow fever vac-
cine that led to 50,000 cases of acute hepatitis
in the Army in 1942 has also produced excess liver
cancer among the vaccinees. Record linkage has
involved the Army World War 11 diagnostic index,
the National Archives "Registry" file in St.
Louis, the VA BIRLS file, the IRS address file,
and the HCFA Medicare file. About 60,000 men are
under study.

Study of Atomic Veterans. -- The NRC Medical
Follow-up Agency 1is completing a study of 50,000
"atomic veterans" exposed in weapons tests in the
Pacific and at the Nevada Test Site. Rosters of
exposed individuals assembled by the Department of
Defense were linked with the VA BIRLS file, the VA
Master Index {a microfilm file}, the NDI file of
NCHS, and various military service files. This is
another low-dose study, stimulated by the earlier
finding of some excess leukemia among men exposed
to the Smoky shot.

Study of Cancer from Fallout from the Weapons

Tests. -- Epidemiologists at the University of
Utah, under a contract with the NCI, are studying
leukemia and thyroid cancer among Utah residents
downwind from the Nevada Test Site, trying to
establish whether fallout from the atmospheric
tests of the 1950's caused excess cancer. Linkage
involves two files of the Church of Jesus Christ
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Vietnam, -- The C(enters for Disease Control have
under way a complex investigation of the effect of
the exposure of servicemen to Agent QOrange in the
Vietnam War. A sample of about 30,000 men is
under study and record linkage procedures involve

the IRS address file, the SSA MBR file, the VA
BIRLS file, and the NCHS NDI file,

OUTLOOK FOR THE FUTURE

I think we can expect the computer to play an
ever larger role in future epidemiologic studies
through record linkage. There will be no let-up
in the demand of society to know its risks and to
learn how to control them, and no let-up in the
forward march of computer science, We can expect
to find more and more data in computer files, with
less dependence on them as mere indexes to hard-
copy records. And matching algorithms will
provide the key to the record linkage. But there
are obstacles and there will be missed opportu-
nities., Files that might have been useful for
epidemiologic research may not be so because
insufficient identifying information will have
been collected. For the epidemiologist a critical
item is often the social security number but SSA
policy seems to be against its widespread use as
concern for privacy and confidentiality has led to
restraints on access to data that have been placed
without regard for the special needs for epidemio-
logic information on health risks. These re-
straints are made doubly difficult to deal with by
the fractionation of Federal statistical programs
and responsibilities, each agency collecting its
own statistics in support of its own narrow mis-
sion and having laws to limit access to its data.
We might wish for a Statistics USA akin to Statis-
tics Canada, but I doubt that day will ever come.

The concern for privacy stems in part from a
public fear of "data banks" on the ground that
they could too easily be misused, But record
linkage need not imply the necessity for huge data
banks. It requires only that communication be
permitted between files on an ad hoc basis under
restrictions that reflect the public interest in
both privacy and adequacy of information.
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EXACT MATCHING OF MICRO DATA SETS IN SOCIAL RESEARCH:

BENEFITS AND PROBLEMS

Robert Boruch, Northwestern University
Ernst Stromsdorfer, Washington State University

1. INTRODUCTION

The first objective here is to review some
applied social research projects that have
benefited from exact matching. The examples are

merely 1illustrative but stem from a variety of
disciplines.
The second objective is to discuss the

negative aspects of matching. In particular, our
argument is that, by espousing the opportunity to
match too ardently, we may constrain or misdirect
our ability to respond to other research issues
and problems. An issue of special interest here
is obtaining unbiased estimates of the effects of
manpower projects.

The idea of matching records in the interest
of science has a long pedigree. For instance,
R.A. Fisher lectured at a Zurich public health
congress in 1929, arguing the usefuiness of
public records supplemented by (and presumably
linked with) family data, in human genetics
research (Box, 1978, p. 237). Earlier, Alexander
Graham Bell exploited geneological records,
administrative records on marriages, census
results and others, apparently linking some
sources, to sustain his familial studies of
deafness (Bruce, 1973; Bell, 1906).

2. HOW AND WHY HAS MATCHING BEEN HELPFUL

The fundamental reasons that matching has

been useful do not differ appreciably from those
implied by the above examples. Nor do the
reasons differ much across the social and

behavioral sciences. The following illustrations

are taken from Boruch and Cecil (1979); unless
otherwise noted, specific references are given
there.

2.1 Matching to Understand Phenomena and Avoid

Egregious Error

In psychology, for example, graphs of the
sort wused in Figure 1A were commonly used during
the 1940's and 50's to describe the gradual
increase in IQ with age, an IQ plateau and
gradual decrease in IQ with age. The data are
based on cross-sectional surveys.

The ability to match, as in linking
individuals' records obtained at ore point in
time to those collected at another to generate

longitudiral files, yielded an entirely different
picture of behavior. This, given in Figure 1B,
tells us that earlier declines in IQ are an
artifact of cross-sectional studies and that
cohort differences are important and account for
the misleading interpretations of the earlier
data.

Lest you think the example confined to a
quantitatively naive discipline, consider an
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Figure 1. Confounding of Age and Cohort
Differences in Cross-sectional Research.
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the Confidentiality of Social Research Data.

Philadelphia: University of Pennsylvania Press,
1979,

economic example. Table 1, based on simple
cross-sectional surveys, suggests that a graph
similar to Type A is appropriate for earnings
data as well as IQ data. Such earnings data were
commonly used during the 60's to describe
increases, plateau, and gradual decline in
income. Table 2 gives cohort earnings obtained

in longitudinal surveys, matching on individuals.
It shows a different picture, one that is less
dramatic and more similar to the Type B figure.

Studies that try to separate genetic and
environmental influences in schizophrenia are
bound to be more controversial. But they are

important and worth pursuing... So, for example,



Table 1.—-Estimates of Mean Annual
Dollars for Men Aged 25-64

(Data is based on independent samples taken in
1947, 1948, and 1949.)

Income in

Age
Year 25-34 l 35-44 | 4554 l 53-64
1947 2,704 3,344 3,329 2,795
1948 2,898 3,508 3,378 2,54¢
1949 2,842 3,281 3,331 2,717
From: - Boruch, R.F., and Cecil, J.S. Assuring

the Confidentiality of Social Research Data

Philadelphia: University of Pennsylvania Press,
1979.
Table 2.--Estimates of Mean Annual Income in
Dollars Over Ten-Year Intervals for Six Cohorts
Agcs
Year 25-34 J 3544 ] 45-54
1. 1947 2,704 (1947) 5,300 (1957) 8,342 (1967)
2. 1948 2,898 (1948) 5,433 (1958) 8,967 (1968)
'3.1949 2,842 (1949) 5,926 (1959) 9,873 (1969)
Agpes
Year 35-44 l 45-54 ]’ 55-64
4 1947 3,344 (1947) 5,227 (1957) 7,004 (1967)
5. 1948 3,508 (1948) 5,345 (1958) 7,828 (1968)
6. 1949 3,281 (1949) 5,587 (1959) 8,405 (1969)

Note: Each cohort was surveyed every ten years.
The first cohort, for example, contains individu-
als who were 25-34 years of age in 1947 and had
an average income of $2704; in 1967, when they
were 45-54 years of age, their mean income was
$8342,

From: Boruch, R.F., and Cecil, J.S. Agsuring
the Confidentiality of Social Research Data.

;hiladelphia: University of Pennsylvania Press,
979.

Danish-U.S. collaboration
National Institute of Mental Health (NIMH) has
involved intensive record matching to determine
how children born of schizophrenic parents fare
when they are adopted and reared by non-
schizophrenic, foster parents. Matching among
records of hospitals, surveys, and psychiatric
systems was required to execute the research.
The work appears to confirm a genetic component
in that incidence of schizophrenia among such
children is higher than its incidence among
adopted children born of nonschizophrenic
parents, including children adopted by
schizophrenic parents.

supported by the

That use of matched records can
scientific analysis seems clear from studies of
the economic impact of education. Paul
Samuelson, for example, has argued that returns
on higher education are substantial. Christopher
Jencks has analyzed various survey data sets to
argue that the returns are marginal. Fagerlind

improve
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than data
Jencks:
military
tax registries on
census records on
analyses favor

used Swedish data that were better
available to either Samuelson
matching individual records
screening; birth registries,
earnings of the respondent,
occupational mobility. These
Samuelson's theory.

or
from

study nor the
unambiguous,

Neither the schizophrenic
Samuelson-Jencks-Fagerlind work is
of course. There has been considerable debate
about the models exploited in each. The main
point is that improvements in data, notably
through linkage of records from a variety of
sources, can enhance the analyst's ability to
explore ideas and test hypotheses. The "sources"
may be additional survey panels in a longitudinal

design. or they may be administrative records
that are at least as good as survey data.
2.2 Matching to Avoid Aggregation Error and
Ecological Fallacy
We often compute correlations between X and
Y based on aggregate data, being cautious, of

course, in generalizing to the individual level.
The opportunity to match individual records often
gives us the opportunity to entirely avoid the
problems and caution engendered by aggregation.

One of the oldest illustrations is still the
most dramatic. At a particular point in time,
the correlation between literacy rate and color
(black vs. white) computed on the basis of nine
census regions in the United States was .95.
When the data are aggregated by State instead of
region, the correlation becomes .77. Finally,
access to individual records led to a
correlation of .20.

2.3

Matching Records in Randomized Tests of

Social and Education Programs

In Middlestart education programs at Oberlin
College, for instance, a series of experiments
was undertaken to understand whether precollege
programs worked for promising but poor
adolescents. The evaluators relied on
randomization to assure statistically unbiased
estimates of long-run program effect. They
relied on records matched among surveys, high
school records, and standardized precollege
records to avoid the problem of low validity in
student reports of grades, and to enhance the
statistical power of the tests.

Randomized field experiments, designed to
understand how one can increase compliance with
food stamp registration rules, have been mounted
by the Office of Analysis and Evaluation of the
U.s. Department of Agriculture's Food and
Nutrition Service (1984). These tests depend on
matches of records among participant reports and
records of State Employment Security agencies and

the Food Stamp Agency. Results show remarkable
decrecases in food stamp costs and employment
benefits for certain innovative approaches to
compliance assurance.

Police research is relevant, too, of course.

In the Minneapolis Domestic Violence Experiments,



the object was to understand how to handle

domestic violence effectively, for example,
immediate arrest versus referral to social
services, within limits. Undertaken by the
Police Foundation, the experiment involved

matching among police patrolman records, precinct
arrest records, and the experimenters' records.
Arrest, incidentally, seems to work in the sense
of reducing subsequent incidence of domestic
violence (Sherman and Berk, 1984).

Motor
matching,

vehicle research is pertinent to
too. Work done some years ago by the
Insurance Institute for Highway Safety, for
example, involved 1linking an experimenter's
observations on vehicle registration, the
drivers' seat belt use, and advertisements on the
topic, to motor vehicle records that contained
data on the drivers' residence area. The
residence area match with the other information
made it possible to determine how effective
alternative TV commercials, directed to different
areas, were in encouraging seat belt use.

Program Implementation and Validity of Reporting

The New Jersey Negative Income Tax
Experiments attended to the potential problem of
overpaying welfare recipients. This set a
standard for validity studies in later
experiments. Overpayment of benefits in such
experiments was critical insofar as (a) other
sources of assistance were available to
participants in the experiment, and (b) they
might receive such assistance illegitimately
through error (welfare rules are complicated) or
deceit (crime is still a bastion.of the free
enterprise system). All participants reported
their income based on recall. Matching these
reports with administrative records helped to
assure reasonable implementation of the program
and to assess quality of reporting.

For example, welfare audits were created to
reduce or prevent the problems: these depended
heavily on the experimenters' ability to match

research records with records of welfare
boards. Internal Revenue Service (IRS) W-2
forms were required of families and permitted
comparisons between IRS-reported income and
income reported to the experiment.
(Underreports of income to the experiment

relative to IRS appear to have been less than 15
per cent). The Social Security Administration

(SSA) cooperated by tsking the experimental
data, matching to its own records on
individuals, and providing aggregate earnings
data {not individual records) to permit

estimates of underreporting of earnings in the
experiment (Kershaw and Fair, 1979). (The SSA
comparison suggests that about 80% of families
underreport to researchers by 15% or less even
when they have incentives to misreport.)

In the Seattle and Denver Income Maintenance

Experiments (SIME/DIME), research records were
matched to public agency records on food stamp
purchase, rent subsidy, and wages. The

experiment produced some small surprises through
evidence that public records on rent support and
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food stemps were less accurate than respondents’
reports -in the experiments, evidence that was
later strengthened by independent investigation.
Underreporting of wages appeared in the expected
direction based on matches with IRS records
{Halsey, 1980).

In the New Jersey Negative Income Tax Ex-
periments, Mercer County Welfare Board records
were used in a pilot test to determine composi-
tion, work history, and residential mobility of
families that attrited from the experiment and
could not be interviewed without great diffi-
culty. More generally, the attrited families
in five cities were traced through post office
change-of-address cards, motor vehicle regis-
tration agencies, welfare boards, prisons, and
community groups. Apparently, face~to—face
intervie s with former neighbors were most:
productive (Kershaw and Fair, 1979).

The use of administrative records to trace
attriters and assess misreporting in all the
income maintenance experiments is an important
but underexamined topic. The experiments
themselves were well run, relative to any
pragmatic standard. They cover a sufficient
number of sites to tantalize any scholar with an
interest in regional differences in record
accuracy, misreporting models and so on. Sample
sizes for validity studies were small, however.
This . may account partly for the disinterest of
scholars. Still, it is a bit distressing to some
that otherwise thoughtful commentators such as
Hausman and Wise (1985) fail to recognize the
policy import of misreporting and the
methodological contributions of randomized tests
of economic programs to this area.

2.4 Matching and Testing New Ways to Elicit

Information

Innovative ways to elicit information, such
as randomized response, need to be tested despite
their. cleverness. We are unaware of any
individual match studies in this arena. But
studies that compare marginals or point estimates
for individuals on whom both responses and
archival records are available are done.

So, for example, Bradburn, Locander and
Sudman found that a randomized response method
worked at times to reduce response distortion on
sensitive topics such as drunk driving arrests.
The basis for comparison was administrative
records on the same individuals, e.g., arrest
records. Individual records were not matched;
comparisons are based on marginal counts or
averages. But matching in this and related
research is possible in principle. And it may be

useful insofar as it helps us to understand how
-response distortion varies with sensitivity of
the traits that are being examined and

characteristics of individual respondents.

A fascinating example of a near match study
on reporting energy use to the Census Bureau  was
given by Tippett (1984) in recent 1984

Proceedings of the ASA. Her experiment involved
encouraging utility companies to send a randomly



assigned group of individuals a statement of the
year’'s wutility bills. A randomly assigned
comparison group was not sent the statement. The
statements were sent prior to the 1980 census to
understand whether providing such records could
enhance quality of respondeats' reports of
utility costs to Census. Both groups overstated
costs; the ‘'"primed" group overstated costs
appreciably less than the control group. Again,
matching could be helpful in understanding how
degree of reporting error varies with the true
state of the individual.

2.5 Matching Records to Understand Validity of

Response and Inferential Errors

We know that error in measurement of a
response variable degrades statistical power.
More important, it can lead to invidious biases
in covariance analyses based on fallibly measured
covariates. That is, the analyses can make
programs look useless when their effects are in
fact slightly positive, and can make programs
look harmful when indeed they are merely useless
(Riecken et al., 1974). The recent work by
Andersen, Kasper, Frankel and their colleagues
(1979) on total survey error clarifies the effect
of imperfections in observational studies
generally.

The point is that understanding validity of
the measures is important in applied social
research, especially policy research, as well as
in basic work. Matching studies undertaken in
education and supported by the National Institute

of Education and the National Center for
Education Statistics, for instance, show that
females are appreciably more accurate than males

in responding to questions about their own grades
and coursework, and more accurate in reporting on

income and education levels of parents. There
are race differences as well as gender
differences in respondents’ ability and

willingness to furnish information. Failure to
recognize these differential validities can lead
to errors in understanding which programs work
and for whom. Matching helps us to avoid those
errors merely by showing which subgroup
differences in reporting quality may account for
differences in performance.

measures of
produce similar

Imperfect
occupation can
explanatory models of income gain
response variables. Matching studies
undertaken by Mathiowetz and Duncan
which private employer records are linked to
survey records of the Panel Study on Income
Dynamics are not common. But they have potential
for revising ideas about error structure. Errors
in retrospective reporting on employment and
occupation seem to depend less on time or recency
than on salience of events in a particular month
(e.g., a raise) and task difficulty (e.g., a
single unemployment spell vs. multiple spells).
Gender and race differences in reporting error
are reduced when these variables are taken into
account.

employment and
biases in
and other
of the sort
(1984) in
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3. WHEN BENEFITS OF MATCHING ARE NEGATIVE OR AT
LEAST NOT SO CLEAR

Having the option to capitalize on existing
records and to match so as to obtain a better
file is important because the idea and the
relevant technology have been so useful. For

instance, the 1984 Proceedings of the ASA,
Section on Survey Research Methods contains

over 30 articles that concern exact matching
methods or analysis or depend heavily on matching
for conclusions (validation studies, capture-
recapture, others). Unlike the 1984 Proceedings,
the 1978 Proceedings of the same section
contained no sessions on using administrative
records in conjunction with surveys or on quality

control of statistical systems (partly through
linkage).
The Interagency Linkage Study participants

--Internal Revenue Service, Census, and Social
Security Administration--deserve special credit
for advances in this arena. Other agencies have
worked at least as vigorously and as often,
however, e.g., the National Center for Education
Statistics and the National Center for Health
Statistics. And a good many research projects
undertaken with support of the U.S. Department of
Labor's Employment and Training Administration,
the National Institute of Justice, the National
Center for Health Services Research (and the
Department of Health and Human Services more
generally) have made use of matching where it has
been useful and legally possible to match.

Matching is a seductive option, however.
That 1is, we may capitalize on matching existing
records to obtain estimators that are efficient
and cheaply produced, but wrong. They are wrong
at times partly on account of the administrative
system in which matching must take place. They
are wrong partly because the matched data
(observational data more generally) are
inappropriate despite their accessibility ' and
ostensible relevance.

Consider a recent case,
role of matching is important.

one in which the

3.1 The Case at Hand

Estimating the effect of manpower employment
and training prograes in this country is a
significant policy issue. Since 1965 or so,
most estimates have been based on observational
data, i.e., sample surveys. Two kinds of
observational data are most relevant here--the
Continuous Longitudinal Manpower Survey (CLMS)
and the Current Population Survey (CPS}). Both
are based on large, well-designed samples. Both
have been augmented by matching respondent
records with social security (SSA) earnings
records.

The CLMS-SSA match works as follows. The
Bureau of the Census, under agreement with the
Department of Labor, designs the CLMS probability
sample and collects the data. The record on each
individual inciudes identifying information and
social security number. A list of respondent SSA
numbers is given to the SSA which then searches



SSA files for records on the relevant
individuals. The SSA records include the social
security number, earnings, birth year, six
letters of surname, and other bits of
information. These SSA records are then given to
Census for matching to the CLMS survey records
under an interagency agreement that assures
confidentiality of both sets of files. Census
matches the records, deletes identifying
information and geographic area related
characteristics. The geographic data are deleted
to prevent deductive disclosure.

Recently, the U.S. Department of Labor
contracted for two kinds of analyses bearing on
the impact of manpower programs and based on
these files. In the first kind, different, well
regarded contractors were asked to use such data
to estimate the effects of training programs
(Westat, 1984; Dickinson, et al., 1984; Bassi, et
al., 1984). In the second kind of study,
estimates based on observational survey data,
similarly constructed, were compared to estimates

yielded by randomized field experiments. In
particular, the models used on CLMS and CPS data
were used to construct quasi-experimental

comparison groups. The performance of these
comparison groups was compared to randomized
control groups generated in the National
Supported Work Demonstration {Fraker & Maynard,
1985).

The results of three independent analysts
generating models and using them to estimate
program effects based on CLMS and CPS data
vielded the following results:

(a) Effects of training on earnings are
positive and significant, especially for females
and all post Comprehensive Employment and
Training Act follow-up years (Westat, 1984, p.
61).

(b) Effects on earnings for men are not
generally significant; effects on women's

earnings are significant (Bassi, et al., 1984, p.
Xv).

{c) Effects on earnings for men tend to
significant and negative, but effects on women
are positive and significant but small
(Dickinsen, et al., 1984, p. xiii).

be

We have oversimpiified here, of
“Significance” 1is emphasized too much
statements are misleadingly blunt.
conclusions are as they appear in
reports.

course.
and the
But - the
the final

Comparing estimates of control group
performance similarly constructed to estimates of
control group behavior based on randomized
experiments had the following results: depending

on the particular model and matching strategy
used, estimated effects on earnings range from
minus 2000% of "true” earnings to plus 50% of

"true" earnings,
randomized trial.

"true" being estimated from the

These results should be a bit disconcerting.

They are indeed puzzling and potentially
embarrassing. The Labor Department deserves
praise for scholarship in disclosing the puzzle
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and for its political fortitude in willingness to
tolerate potential embarrassment.

More to the point,
discrepancies?

what are the reasons for
the

Sampling variations may
account for some of the differences. But it is
not 1likely to account for all. In the next
section, the reasons engendered by another line

of argument are discussed,
understanding the
argument .

in the interest of
strength and weakness of the
3.2 Line of Argument

The critic can propose that part of the
reason for discrepant results lies in relying—-—

(a) solely on observational data, matched
or otherwise, and
(b) on models whose validity {is un-
testable with the data at hand.
Critics who are more blunt may further suggest

that the CPS, SSA, and CLMS are used because they
are available and seemingly appropriate and not
because they are sufficient.

Finally, the administrative system in which
matching occurs demands that one give up some
opportunities that should not be given up if the
object is to produce good estimates of program
effects.

To illuminate the contentions, consider SSA
earnings matches with observational data from
surveys. Problems similar to ones discussed here
occur in other contexts. The material that
follows 1is based on thoughtful reports by Bassi,
et al. (1984), Dickinson, et al. (1984), and
Westat (1984), that is, the producers of the
estimates of manpower program effects.

State Identifiers and Areas as Missing Data

Welfare laws differ appreciably
states. These laws determine who gets
and how much they get. It makes sense to
incorporate such data into any analysis of the
way a federal employment program is used by the
poor and what the impact of the program is.
Local labor market information is also crucial to
thoughtful analyses of why people do or do not
get jobs as a consequence of programs.

among
welfare

Yet such information is absent from public
use microdata files that are released after
matching records. The result is that the
economist must be content with data that are
bound to generate estimates of program effect
that are likely to be biased. That is, important
major variables are left out of the left hand
side of explanatory equations because they are

deleted from public use files or remain
unmeasurable variables. The incompleteness of
the model is responsible for biased estimates of

effect.

Why are
Because their
disclosure.
deduce

they left out of such files?
inclusion will permit deductive
That is, it becomes possible to
the identity of anonymous respondents if



information about geographic area is supplied.
The Census, for example, cannot countenance the
possibility of deductive disclosure of
information that it has collected, and invokes
Title 13 to justify its position. Census
perspective on this matter is important not only
for this case: The Bureau "performs a major
portion of 1its survey work on a reimbursable
basis for other Federal agencies" (Cox, et al.,

p. 1, 1985). It is important as a survey agency
and as a model of virtue in this respect.

Exclusion of relevant data seems to us to be

the most serious consequence of our use of
Census-SSA in data collection and matching. From
such a matching system, we cannot produce
credible estimates without the appropriate
variables.

Earnings not Covered by SSA

Many public sector jobs are not covered by
S8SA reporting. Insofar as the employment and
training program leads to jobs that are public
sector and not covered, two problems occur. When
earnings are a dependent variable, estimates of
impact will be understated when the comparison
groups jobs are more likely to be SSA covered.
When earnings are used as a covariate, e.g.,
"prior base year," estimates of program impact
will be biased because the covariate is fallible.

One way to assess the problem is by looking
at interview-based earnings reports and SSA
earnings, of course. Dickinson, et al. (1984)
did so. They found substantial error in CLMS
interview reports, e.g., 33% of CLMS respondents
who said they did not work in 1977 had positive
SSA earnings reported. The rate for CPS is about
10%. We still have a dilemma: SSA is clearly
better than self-reports of earnings, although
they are imperfect.

SSA earnings data are also truncated at both

ends. For example, the maximum earnings subject
to SSA tax is the maximum recorded earnings
level. Dickinson, et al. (1984) examined

interview earnings and SSA cap earnings to find
no appreciable difference between analyses using
each. i.e., estimates of program effect are about
the same (p. 98).

Updatedness: A Possibly Tractable Problem

As of 1983-84, the period of DOL analyses of
interest here, 1979 SSA records merged with CPS

and CLMS data are incomplete. That is, not all
1979 SSA earnings for members of these samples
were available. A "zero" entry for the missing

data means we cannot tell how much missing data
there is. Bias cannot be estimated. Still, this'
problem seems tractable.

Program Participation not Measured: A Possibly

Tractable Problem

participation
a public

The CPS does not now measure
in employment programs. Caonsequently,
use file will not permit construction of a
comparison group that is "uncontaminated."” Among
youth in the CPS comparison group, ‘for example,

150

it has been estimated that between 1975-78 30%
entered CETA. So the contamination issue seems
important. It, too, seems tractable but not
without substantial effort.
Alignment Problems

Accordiﬂg to Dickinson, et al. (1984), in
Westat's analysis of the FY76 cohort, SSA

earnings in calendar year 1975 were used to match
individuals, despite the fact that calendar year
1975 earnings included up to six months of post-

enrollment earnings for some CLMS members, (p.
35). Dickinson, et al., used calendar year
cohorts rather than fiscal year cohorts. The
disadvantage is in potentially missing the

preprogram drop in earnings.

4. RESTATEMENT OF THE PROBLEMS AND POSSIRLE
SOLUTIONS

4.1 Core Problems

There are two kinds of problems implicit in
the case just presented. The first concerns
reliance solely on surveys coupled to
administrative records to understand relative
effects of programs. Problems engendered by

relying on such data affects not only efforts to
estimate impact of manpower training programs, of

course. They also appear in health services
research, psychiatric and mental health services
evaluations, assessments of court procedures, tax
compliance, and police procedures (Riecken, et
al., 1974). We attribute the problems partly to
the seductiveness of matching and partly to the
more dangerous problem of untestable models.

The second Kkind of problem stems from our

inability to use all the data in ways that permit
confidence that the analysis is statistically
unbiased. Denial of access to micro-records on
account of deductive disclosure affects research
by Bureau of Labor Statistics (Plewes, 1985) as
well as the DOL Employment and Training
Administration, by the National Institute of
Justice (e.g., in victimization studies), and
others. The issue is also likely to affect newer
statistical programs, e.g., the Survey of Income
and Program Participation (David, 1984). We
attribute this problem to the administrative

environment in which matching technology must be
exploited.
4.2 Resolving the First Kind of Problem and

Exacerbating the Second

A scientifically reasonabie solution to the
first kind of problem is to actively experiment.

That is, we need to run randomized trials of
projects, project components, or project
variations. The research policy option that
seems worth exploring is routinely adjoining
randomized experiments to the longitudinal
studies and/or record files that are matched.
See for instance, the Hollister, et al. (1985)

report on evaluating the effectiveness of youth
employment programs.



Exercising the option of randomized
experiments can exacerbate the second problem,
i.e., of deductive disclosure. That is,

experiments generally involve a smaller number of
individuals than national probability samples and
more detailed information on each individual.
This makes deductive disclosure easier. It also
makes it difficult to adopt sampling rates as a
partial index of likelihood of deductive
disclosure (Cox, et al., 1985). If an agency
with restrictive rules is involved in data
collection then no public use tapes with
sufficient detail will be released and no
sensible competing analyses will be done.

Apart from the information demands of
randomized experiments, the demand for microdata
is increasing. Cox, et al. (1985) recognize that
this increase has strong implications for Census
policy on disclosure and they provide a
thoughtful analysis.

4.3 Resolving the Second Problem

The possible resolutions to the disclosure
problems are of at least three kinds:
procedural, statutory, and empirical. The
following options illustrate each.

Avoiding Restrictive Agencies

One may stay away from agencies that have
data worth matching but that also have
restrictive disclosure policies. Indeed, it is
not hard to argue that private agencies are as

capable of producing good data with equal privacy
protection for the respondent and fewer
constraints on the research than a government
agency. The case is especially arguable for
controversial topics of research such as AIDS,
but it is also relevant here (Boruch, 1984).

from
Social

Still, doing without micro-records
agencies such as the Census Bureau,
Security Administration, or others, and doing
without their capacity to serve as a broker for
linking records from independent sources, is not
an attractive prospect. We may gratuitously
abandon opportunities to do socially useful and
reliable research by foregoing collaboration with
such agencies. So it is sensible to consider
other options in addition to this one.

Proactive Change in Law and Policy

Alteration of law and more feasibly the

interpretation of law is possible and seenms
desirable. The battles for statistical enclaves

suggest,
easily,

however, that this war will not be won
if at all. Still, sensible work has been
done and some progress in clarifying issues has
been made (Alexander, 1983). Assaults on
Census's stewardship of Title 13 seem not to have
been productive, for example (Plewes, 1985).
Still, working toward legitimate reinterpretation
of law seems an effort worth making, especially
if more empirical research can be brought to bear
on the issue of perceived risks of disclosure to
populations. This brings us to the next option.
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Empirical Research

Research on the role that privacy and
consent have in record matching contexts seems
sensible. How much the assurance of

confidentiality means to respondents and how it
influences the cooperation rate has received some

attention from empiricists. For example,
randomized field tests have been run under the
auspices of the NAS Committee on National

Statistics to understand whether people attend to

assurances about privacy (Panel on Privacy and
Confidentiality, as Factors in Survey Response,
1979). We agree with Thomas Plewes (1985) of the

Bureau of Labor Statistics (BLS) in urging that
more related work needs to be done.

In particular, obtaining respondent consent
to disclose and 1link records for research
purposes is an avenue for resolving deductive

disclosure/confidentiality problems at Census,
SSA, and elsewhere. We are aware of no good
field experiments to determine effective
strategies to elicit consent or their
consequences. The BLS bhas been successful,
according to Plewes, in eliciting consent for
disclosure of its data to the Department of
Agriculture, for instance, so that better
sampling frames for forms could be developed.

But this evidence is anecdotal and few hard data
from controlled trials are available.

Both Cox, et al. (1985) at Census and Plewes

(1985) at BLS recognize that public perceptions
of government agencies are important in this
context. That is, public confidence in
government affects cooperation in surveys and
resultant public data.

This chain of reasoning is plausible. But
our agreement is a matter of intuition, not hard

evidence. Moreover, the politicians' view of the
idea and its implications for a bureaucracy and
votes seem important. Neither the Census Bureau

nor BLS (nor other agencies) can work on this
tangle of issues with impunity, at least not
always. Academic researchers have some

responsibility to do so if they expect to have
access to good data. We know of very few who are
involved in such work, e.g., Flaherty, Hanis, and
Mitchell (1979} in Canada, Mochmann and Muller
(1979) and Damman and Simitis (1977) in Germany.

Research: Analytic

The Department of Labor's support of
competing analyses, and of comparisons of the
results of randomized tests to the results of
nonrandomized assessments, is admirable.
Research in the same spirit on matching and
disclosure is warranted.

The thoughtful observer ought to admire the
work by Nancy Spruill and Joe Gastwirth (1982) on
microaggregation and masked data and work by
George Duncan and Diane Lambert (1985) on
disclosure limited dissemination. Their analysis
helps to actualize a balance. between privacy
needs and the need to assure quality of released
data. The thoughtful observer will also
recognize, however, that not much work has been



done on the costs, traps, flaws, and benefits of
using the suggestions of these analysts. We
ought to know more about these issues. And so we
ought to invest some resources routinely in the
design of side studies to illuminate the limits
on the utility of their work.

The importance of this matter stems partly
from the fact that the effects of social programs
in tax compliance, police, training, and
empiloyment effects are usually small. Expecting
smail effects, we should then be better able to
anticipate the effects of micro-aggregation,
random perturbation {(contamination), random
rounding, collapsing, and other strategies used
to transform data so as to make it suitable for
public use. All such tactics are used by the
Census and other agencies to protect individual
{and at times institutional) privacy (Cox, et
al., 1985). But very little has been published
about their implications for the wvalidity of
inferences based on analyses of such public use
data.

Administrative Procedures

Suppose that we create a matching system
under which public use tapes that are first
expurgated or “"adjusted” to reduce deductive
disclosure problems are used for crude analyses.
These analyses are eventually verified using the
unexpurgated records by the agency that maintains
the more detailed micro-records. The procedure
achieves a balance between privacy concerns and
scientific demands for quality in analysis.

But it demands substantial resources, i.e.,
a sequential system of crude analyses, based on
public use tapes, followed closely by
confirmatory analyses, based on within-agency
analysis of micro-records. Still, the option
seems worth considering especially because the
procedure seems generalizable, e.g., to matching
economic variables in the Survey of Income and
Program Participation (David, 1984).

For example, 1976 Annual Housing Survey data
on energy use were matched on geographic area to
local utility company data. Census created the
file. To protect against deductive disclosure,
the Census adjusted the accuracy of energy use
data "prior to release to guard against the
possibility that the wutility companies could
uniquely 1identify individuals on the released
file from their reported cost data" (Cox et al.,
1985, p. 22). The adjustment involved random
perturbation (that can be accommodated up to a
point in analyses, given the perturbation
parameters) and rounding. We are unaware of any
formal benefit-cost analysis of this case. We
believe that some sort of evaluation of such
cases should be undertaken and pubiished.

5. REPRISE AND CONCLUSION

There 1is no doubt that matching can be and
has been useful in a variety of social research
projects. Moreover, the analytic work on the

topic by Felligi and Sunter (1969) and others is
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remarkable for its thoughtfulness. The
technology for matching, considered apart from
the matching system (organization and data), has
stimulated fascinating research by academic

and bureaucratic scholars. But solutions to the
prablem of getting the benefit of matching
without reducing interpretability of data are not
yet clear.

The ingeniousness of a matching algorithm is
one thing. The system in which the algorithm is
applied is quite another. It is clear that the
administrative environment of the matching system
can lead to invidious problems in analysis at the
policy level. The problems lie not so much in
matching technology as in other elements of the
matching system: the data and rules under which

it was collected, the institutional vehicle for
matching and the rules governing it, and the
procedures one uses to understand the errors we
make based on analyses of matched data. The

problems are severe enough to warrant the serious

concern of applied statisticians and social
scientists. Unless attention is dedicated to the
matter we will do far less than we should for

science, society, and the profession.
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METHODOLOGIC ISSUES IN LIMKAGE OF
- MULTIPLE DATA RASES

Fritz Scheuren *

Pata linkage offers several obvious benefits
in studying the dynamics of aging. Retrospec-
tive and prospective approaches are possible.
Many ad hoc epidemiological studies could serve
as exampTes here (e.g., Beebe, 1985). Perhaps
of even more importance are broad-based statis-
tical samples composed of linked administrative

records, either used alone or in conjunction
with survey data (e.q., Kilss and Scheuren,
1980: Scheuren, 1983).

In general, linked administrative records,
when structured 1Jlongitudinally (e.g., Buckler
and Smith, 1980), can be very effective in

tracing changes with age in income and family
relationships--including the onset of some forms
of morbidity (e.q., Klein and Kasprzyk, 1983);
and, with the advent of the HNational Death
Index, mortality as well (e.g., Patterson and
Bilgrad, 1985).

Survey data can be used, among other things,
to explore the underlying causal mechanisms for
these administratively recorded outcomes. The
design challenge, of course, s how to build a

data collection process which exploits the
comparative advantages of both administrative
and survey information.

The present paper examines settings where

linkages of U.S. federal government records for
individuals are feasible and of interest in the
study of the dynamics of aging. Both administra-
tive and survey records will be considered., Our
focus will be on the barriers to and benefits
from data linkages, with examples drawn from
studies conducted using records from the Social
Security Administration (SSA), the Health Care
Financing Administration (HCFA), the Mational
Center for Health Statistics (MCHS), the Bureau
of the Census and, of course, the Internal
Revenue Service (IRS).

Organizationally, the paper has been divided
into three main sections. Structural questions
{e.g., legal and procedural) in the development
of a data linkage system are taken up first
(Section 1). Technical issues in the matching
process itself are discussed next (Section 2).
The paper concludes (in Section 3) with some
recommendations on areas for future study. An
extensive set of references is also provided,
along with some additional bibliographical
citations (See Appendix A).

1. STRUCTURAL DESIGN CONSIDERATIONS

During the last several decades numerous data
systems have been built by linkage techniques in
an attempt, among other objectives, to study
various aspects of the aged population. Some of
these, like the Continuous Work History Sample,

remain enormously valuable (e.g., Kestenbaum,
1985) but are no Tonger fully exploited because
of  access problems  and severe resource
constraints (e.g., Cartwright, 1978). Others,
notably the Retirement History Survey (Irelan
and Finegar, 1978), have not been continued.
Many studies had an ad hoc character to begin

with. While successTul, they have not been
repeated (e.g., The 1973 Exact Match Study,
Kilss and Scheuren, 1978; the Survey of Low

Income Aged and Disabled, Barron, 1978). Still
other studies originally envisioned as stand-
alone survey systems have not exploited

available data 1linkage opportunities to extend
their useful 1life beyond the point at which
interviewing has stopped (e.g., the National
Longitudinal Survey, Parnes, et al., 1979).
What can we learn from these “éxperiences and
others that are similar--

e First, agency support for the activity has
to be very strong and continuing. Social
Security, which supported most of the
projects listed above, has moved away from
such general research efforts and shifted
towards examining improvements in program
operations (Storey, 1985). A sustained
Tong-run commitment to basic research simply
may not be possible in what is inherently a
policy-oriented environment (President's Re-
organization Project for thé Federal Sta-
tistical System, I19BT7.

e Second,
The products

strong user support is essential.
must have high, perceived
public value, be delivered in a timely
manner and with sufficient regularity to
sustain continued interest, Start-up
problems with the Retirement History Survey
caused it some major difficulties from which
it may never have been able to fully recover
(Maddox, Fillenbaum, and George, 1978). The
Continuous Work History Sample has,
especially in recent years, been unable to
sustain user interest outside of Social
Security because of access issues raised by
the 1976 Tax Reform Act. Also, the emphasis
on employee-employer relationships, long a
main feature of the Continuous Work History
Sample, may not have been seen to be as
important as the resource commitment
required to maintain it.

¢ Third, start-up costs may be high for data
linkage systems, especially if based in part
on survey data. Linkage systems tend to be
easily maintained at low cost unless

*Prepared for the Panel on Statistics for an Aging Population and presented September 13, 198K,
Reprinted with permission from the National Academy of Sciences, Committee on Mational Statistics

(to appear in their forthcoming report).
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continued surveying is done; however,
certain data problems, due to insufficient
attention in obtaining good matching infor-
mation, can cause continuing expense and
difficulty at the analysis stage. Obviously
also, as turned out to be the case with the
Continuous Work History Sample, data quality
limitations 1in the administrative records
may  necessitate considerable additional
expense.

e Fourth, data Tlinkage systems employ methods
that may not be seen as entirely ethical
(e.g., Gastwirth, 1986) or that have confi-
dentiality constraints that make the systems
hard to maintain as with the Retirement
History Survey or hard to use as with the
Continuous Work History Sample (e.q.,
Alexander, 1983). These  controversial
elements in data Tinkage techniques, it may
be speculated, could be one of the reasons
linkages to the National Longitudinal Survey
(NLS) have never been attempted (despite the
co;;ection of social security numbers in the
NLS).

It is only with the last of these points that
we touch on risks that data linkage systems

encounter, which are not also encountered to
some degree in more conventional data-capture
approaches. The force of these concerns will be

discussed below.

Confidentiality and Disclosure Concerns

Data 1linkage operations bring us face-to-face
with a "dense thicket" of laws, regulations and
various ad hoc practices justified on heuristic
grounds. — There are statutory considerations
which apply either to the particular statistical
agencies involved or to the federal govermment,

as a whole. These include the Privacy Act; the
Freedom of Information Act; special legislative
protections afforded to statistical data, for

example, at the Census Bureau and the National
Center for Health Statistics; and, of course,
tegislative protections afforded to adminis-
trative data, notably the 1976 Tax Reform Act.
The paper by Wilson and Smith (1983) gives a
good summary of the legal protections afforded
tax data. For a more general treatment of legal
issues and one which advocates change, see Clark
and Coffey (1983); also see Alexander and Jabine
(1978).

The regulations and practices of each federal
statistical agency differ too, not only because
of the different Jlegislative statutes under
which they operate, but also because of the
varying approaches that they have taken in the

accomplishment of their missions. Indeed,
interagency data sharing arrangements almost
defy description; they vary, among other

reasons, depending on which agencies are sharing
whose data and for whalt purpose. One excellent,
albeit incomplete, taxonomy of current practice
is found in the work of Crane and Kleweno (1985).
Despite the complexity of this topic, several
general trends emerge that are worth noting:

at best

American People are
government

® First, the
Tetting their

ambivalent about
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conduct linkages across data systems,
specifically between different agencies and
for purposes not obviously central to the
missions of both agencies. For example, in
a recent survey, questions were asked about
the sharing of tax records with the Census
Bureau, something which is a longstanding
practice specifically permitted by law.
Three-fourths of those surveyed did not
support this use of administrative records
even though an attempt was made to put the
matter in a very favorable 1light, arguing
for it on efficiency grounds. ({Gonzalez and
Scheuren, 1985; see also Appendix B for
exact question wording).

Second, bureaucratic practices which do not
respect this general unease about Tinkage
may need to be reexamined {e.g., Gastwirth,
1086). It 1is the duty, after all, of
government statisticians to uphold hoth the
letter and the spirit of the law. The whole
tenor of the post-Watergate, Privacy Act and
Tax Reform Act era has been to 1imit
administrative initiatives (both big and
1ittle "a") and only to permit the expansion
of access after the enactment of positive
law. The failed initiative regarding
Statistical Enclaves illustrates this point
quite nicely. The Enclave proposal (Clark
and Coffey, 1983} sought what many regarded
as a degree of reasonable discretion on data
linkage and data access; however, the
authority requested was too broad for the
current political climate. The arguments
put forward in the proposed legislation's
defense, for example, that it would increase
efficiency and bring order to a patchwork of
disparate practices, simply did not carry
the day. In summary, we do not seem to be
even close to a general solution on access
to data for statistical purposes.

Third, absent new legislation, many
statistical agencies have begun to reexamine
their traditional access arrangements and
tighten still further their practices (e.g.,
Cox et al., 1985). For example, the use of
specfal Tensus agents to facilitate linkages
or to improve their subsequent analysis has
been drastically curtailed resulting in a
clear short-run loss in the wutility to
outsiders of 1linkage methods at the Census
Bureau. On the other hand, new linkage
practices have emerged from such reviews
which may be superior to what otherwise
might have been done. The linkage between
the Current Population Survey and the
National Death Index is an excellent example
(Rogot, et 3al.,1983). Neither the Census
Bureau nor fhe National Center for Health
Statistics felt it could give up access of
its data to the other agency; however, 2
compromise was worked out where joint access
was maintained during the linkage operation
and this has proved satisfactory. In fact,
similar arrangements have been made success-
fully between the Center and the Internal
Revenue Service as part of a study of
occup?tiona1 mortality (Smith and Scheuren,
1985b).



e Fourth, the extent to which public use files
can be made available from linked data sets
has been greatly curtailed because of new
concerns about what is called the "reidenti-
fication" problem (Jabine and Scheuren,
10e5).  Simply put, this mesns that if
enough linked data are provided in an
otherwise unidentifiable (public-use) form,
then each contributinag agency could re-
identify at least some of the Tlinked units,
almost no matter what efforts at disguise
are attempted (Smith and Scheuren, 1285b),
The only major exception occurs when the
data made public from the contributing
agencies are extremely limited (Oh and
Scheuren, 1984; Paass, 1985); but then,
usually, the incentives for cooperation on
the part of the contributing agencies are

Timited as well, In practice, of course,
there 1is almost no incentive for the
contributing agencies to reidentify; thus,
legally binding contractual obligations

might be entered into that could stipulate
that there was no such interest. Contractual
guarantees, however, may not satisfy all
parties to the 1linkage, because of the
public perception issues mentioned earlier.
It is conceivable, moreover, that no dearee
of legal or contractual reassurance would be
adequate at the present time to permit the
release of certain public use linked data
sets--for example, those involving Census
surveys linked to Internal Revenue Service
information. Historically it was only the
impossibility of reidentification which made
the release of matched CPS-IRS-SSA public

use files possible (Kilss and Scheuren,
1978).

It goes almost without saying that confi-
dentiality and disclosure concerns pose the
greatest barriers to the development of data
linkage systems for studying aging. We will,

however, defer to Section 3 a discussion of what
might be done to deal with such issues and go on
to explore the technical side of matching.

2. MATCHING DESIGM COMSIDEPATIONS

This section is intended to provide a brief
discussion of matching design questions that
must be looked at in developing data linkage
systems, We begin with some historical
background and then focus specifically on
"person” matches, where the social security
number is a possible linking variable. Linkage
systems based in part on survey information are
emphasized. Analysis problems also are covered,
particularly ways of estimating and adjusting
for errors arising from erroneous 1links or
nonlinks.

Historical Observations

The main  theoretical underpinrnings  for
computer-oriented matching methods were fimly
established by the late nineteen sixties with
the papers of Tepping (1968} and especially
Fellegi and Sunter (19659). Sound practice dates
back even earlier, at 1least to the nineteen
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fifties and the work of MNewcombe and his col-
laborators (e.qg., Newcombe, et al., 1959),

The Fellegi-Sunter approach is basically a
direct extension of the classical theory of
hypothesis testing to the problem of record
linkage. A mathematical model is developed for
recognizing records in two files which represent
identical units (said to be matched). As part
of the process there is a comparison between all
possible pairs of records (one from each file)
and a decision made as to whether or not the
members of the comparison-pair represent the

same unit, or whether there is insufficient
evidence to justify either of these decisions.
These three decisions can bhe referred to as a
"1ink," "non- 1ink" or "potential 1ink."

In point of fact, Fellegi and Sunter con-
tributed the underlying theory to the methods
already being used by Newcombe and showed how to
develop and optimally employ probability weights
to the results of the comparisons made. They
also dealt with the implications of restricting
the comparison pairs to be looked at, that is of
"blocking” the files, something that generally
has to be done when linking files that are at
all large.

Despite the early seminal work of Newcombe,
Fellegi and others, ad hoc heuristic methods
abound. There are many reasons for this state
of affairs:

o First, until recently (and maybe even now)
there have been only a handful of people
whose main professional interest is data
linkage. This means, among other things,
that most of the applied work done in this
field has been carried out by individuals
who may be solving matching problems for the
first time. Because the basic principles of
matching are deceptively simple, ad hoc
solutions have been encouraged that could be
far from optimal,

e Second, statisticians typically get involved
very late in the matching step, often after
the files to be matched have already been
created. Even when this is not the case,
little emphasis may be placed on the data

structures needed for 1linkage because of
other higher priorities. Design oppor-
tunities have, therefore, been generally
Timited to what steps to take given files
which were produced largely “for other
purposes.

o Third, until the 7late nineteen seventies
good, portable, general-purpose matching
software had not been widely available
(e.g., Howe and Lindsay, 1981}, despite some
important early attempts (e.q., Jaro,
1972). Even in the presence of general-
purpose software, the uniaueness of each

matching environment may lead practitioners
to write complex customized programs,
thereby absorbing resources that might have
been better spent elsewhere.

® Fourth, especially for matches to admin-
istrative records, barriers to the intro-
duction of improved methods have existed



because cruder methods were thought to be

more than  adequate for administrative
purposes.
e Fifth, the analysis of 1linked data sets,

with due consideration to matching errors,
is still in its infancy (Smith and Scheuren,

1985a). Qualitative statements about such
Timitations typically have been all that
practitioners have attempted.
More will be said below concerning these
issues in the context of computerized person
matching,

Person Matching

Typically in a computerized matching process
there are a number of distinct decision points:

e First, design decisions have to be made
about the 1linking variables that are to be
used, including the extent to which
resources are expended to make their
reporting both accurate and complete. (This
step may be the most important but it is
likely also to be the one over which
statisticians have the least control,
especially when matching to administrative
records.)

e Second, decisions have to be made about what
preprocessing will be conducted prior to
linkage. Some of the things done might
include correcting common spelling errors,
calculating SOUMDEX or NYSIIS Codes, etc.
(Winkler, 1985). Decisions about how to
sort and block the files also fall here
(Kelley, 1985).

o Third, decisions about the match rule itself
come next., If a probabilistic approach is
taken, as advocated by Fellegi and Sunter
(1962}, then we have to estimate a set of
weights that represent the extent to which
agreement on any particular variable pro-
vides evidence that the records correspond
to the same person (and conversely, the
extent to which disagreements are evidence
to the contrary).

e Fourth, invariably there are cases where
status s indeterminate regardless of the
approach taken and a decision has to be made
about excluding them from the analysis,
going back for more information, etc.

To give some realism and specificity to our
discussion, let us consider potential linkage
settings in which we could bring together two
files based on common didentifying information:
name, social security npumber, sex, date of
birth, and address. As appropriate we will
contrast the 1linkage as taking place either
entirely in an administrative context or between
survey and administrative data.

Linking Variables--The social security number
(SSM) is the most important linking variable
that we in the United States have for person
matching purposes. SSNs were first issued so
that the earnings of persons in employment

158

covered by the social security program could be

reported for eventual use in determining
benefits. SSNs were also used as identifiers in
state-operated unemployment insurance programs

but no other major uses developed until 1961
when the Internal Pevenue Service decided to use
the SSM as the taxpayer identification number
for 1individuals. Other uses by federal and
state governments followed rapidly and now the
social security number is a nearly universal
identifier. The Privacy Act of 1974 placed
restrictions on the use of SSNs but exempted
those formally established prior to 1975. So
far these restrictions have had only a minor
impact on the widespread use of the social
security number by governments and private
organizations (Jabine, 1985},

The social security number is nearly a unique
identifier all by ditself and extremely well
reported, even in survey settings, as well as on

records such as death certificates (e.q.,
Cobleigh and Alvey, 1974; Alvey and Aziz,
1979). In survey contexts, error rates may run

to 2 or 3 percent; but this depends areatly on
the extent to which respondents are reaquired to
make use of records in order to provide the
requested information. Typically, driver's
licenses, pay stubs, and the like are excellent
sources (in addition to the use of the social
security card itself).

Both administrative and survey reporting of
social security numbers are subject to possible
mistakes in processing, but these can be guarded

against by using part of the individual's
surname as a confirmatory wvariable. For
example, IRS and SSA use this method as one way

of spotting keying errors.

A difficulty with current administrative
approaches is that name changes (especially for
females) may lead to considerable extra effort
in confirming (usually through correspondence)
that the social security number was indeed
correct to begin with, (It is a requirement of
the social security system that notification is
to be made when name changes occur, but many
people fail to do this until the omission is
called to their attention.)

One disadvantage of the social security number
is the absence of an internal check digit
allowing one to spot errors by a simple
examination of the number itself. At the time
the social security system started in the
mid-thirties, the widespread use of the SSN as
an identifier was not envisioned. Indeed, there
is not @& one-to-one correspondence between
individuals and the social security numbers they
use. In some instances more than one person
uses the same social security number. Histori-
cally, the most important cases of this type
arose because SSN's were used by advertisers in
promotional schemes. Perhaps the best known
such instance is the pumber (078-05-1120
(Scheuren and Herriot, 1975). It first appeared
on a sample social security number card
contained in wallets sold nationwide in 1938.
Many people who purchased the wallets assumed
the number to be their own. The number was
subsequently reported thousands of times by
different individuals; 1943 was the high year,
with 6,000 or more wage earners reporting the
number as their own.



While there have been over 20 different
“pocketbook" numbers, like 078-05-1120, they are
probably no longer the main cause of multiple
use of the same number. Confusion can arise
(and go largely undetected) when one member of a
family uses the number of another. Also, there
are incentives for certain individuals, 1ike
illegal aliens, to simply "adopt" the social
security number of another person as their own.
The extent to which these problems exist is
unknown, but they are believed, at least by some
authorities, to be Tless prevalent than the
opposite problem--issuances of multiple numbers
to the same person (HEW Secretary's Advisory
Committee, 1973).

Until 1972, applicants for SSMs were not asked
if they had already been issued numbers, nor was
proof of identity sought. This led to perhaps
as many as €6 million or more individuals having
two or more social security numbers {Scheuren
and Herriot, 1975). A substantial fraction of
the nmultiple issuances have been cross-
referenced so that multiple reports for the same
individual can be brought together if desired.
Based on work done as part of the 1973 Exact
Match Study, it appears that, despite the
freauency of the problem, multiple issuances can
largely be 1ignored unless one 1is looking at
Jongitudinal information stretching back to the
early days of the social security program. (In
other words, people tend consistently to use
only one of the numbers they have been issued.)

While the social security number is nearly
jdeal as a linking variable it is not always
available. For example, in the Current
Population Survey for adults the number is
missing between 20 and 30 percent of the time
(Scheuren, 1983). Evidence exists, however,
from viork done in connection with the Survey of
Income and Program Participation, suggesting
that with a modest effort the SSN missed rate
can be lowered significantly, to less than 10%

in Census surveys (Kasprzyk, 1983}. Pecent
experience with death certificates shows a
missed rate of about 6% for adults (Patterson

and Bilgrad, 1985).

What, then, do we do when the SSN is missing
or proves unusable? We are obviously forced
either to seek more information or to try to
make a match using the other linking variables.

Mow, as a rule, none of these other 1linking
variables is unique alone and all of them, of
course, are subject in varying degrees to

reporting problems of their own. Some examples
of the problems typically encountered are--

e Surname--As already mentioned, name changes
ue marriage or divorce are, perhaps, the
main difficulty. For some ethnic groups,
there can be many last names and the order
of their use may vary.

e Given MName--The chief problem here is the
widespread wuse of nicknames, Some are
readily identifiable ("Fritz" for
"Frederick") but others are not (like

“Stony" for "Paul").

o Middle Initiai-—Peop1e may have many middie
names (including their maiden name) and the
middle name they employ may vary from
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occasion to occasion. Often, too, this
variable may be missing (Patterson and
Bilgrad, 1985).

¢ Sex--This is generally well reported and,

except for processing errors, can he relied
upon. The main difficulty with this
variable jis that it is not always available
in administrative records. (IRS does not
have this variable except through the
recoding of first names which simply cannot
be done with complete accuracy.}

e Date of Birth--Day and month are generally
well reported even by proxy respondents.
Year can be used with a tolerance to good
effect as a matching variable. Again, as
with "sex," this item is not available on
al the administrative files we are
considering.

e Address--This is an excellent varfable for

confirming otherwise questionable 1links,
Nisagreements are hard to interpret,

however, because of address changes; address

variations (e.g., 2lst and Pennsylvania
Avenue for 2122 Pennsylvania Avenue); and,
of course, differences between mailing

addresses (usually all that is available in
administrative files) and physical addresses
{generally all that is obtained in a house-

hold survey). Recent research on this
variable has been done by Childers and Hogan
(1984).

Still other Tlinkage variables could have been
discussed, for example, race and telephone
number. PRace is a variable that is similar to
sex except not nearly as well reported (unless
it is recoded as black, nonblack (e.g., U.S.
Bureau of the Census, 1973). Telephone numbers
have problems similar to addresses and, while
potentially of enormous value eventually, are
not now widely available in administrative files.

Preprocessing Steps--In general, any method of
standardization of identifier 1labels, such as
names and addresses, will improve the chances of
linking two records that should be linked during
the actual matching process; however, it will
also, to an unknown degree, result in some
distortion and 1loss of information in the
ijdentifying data and may even increase the
likelihood of designatina some pairs of records
as a positive link when, in fact, the pair is
not a match.

Typically,
information,
undertaken:
security

for person matches to SSA or IRS
two preprocessing steps have been
(1) to wvalidate reported social
numbers; and (2}, if wissing or
unusable, to search for SSMs using surname and
other secondary Tinking variables, Both of
these steps have had to be conducted largely
within the existing administrative arrange-
ments. The cost of mounting a wholly separate
effort has been judged to be prohibitive. [(The
data sets involved are simply enormous: Social
Security bhas roughly 300 million SSNs now
issued. In recent years IRS has been processing
about 100 million individual income tax returns
annually, containing well over 150 million
taxpayer social security account numbers.)



The “Validation Step" itself consists of two

parts: first, a simple match on SSN alone is
attempted; and, if an SSN is found, then
secondary information from Social Security or

is made available on
Further processing

Internal Revenue records
the output computer file.
then takes place so that the confirmatory
matching information (names, etc.) can be
examined and coded as to the extent of agreement.
It is possible that this part of the current
administrative procedure can be readily modified
to accord with modern matching ideas. What is
needed is to institute probability-based weights
for the agreements {disagreements) found. At
present administrators and statisticians alike
simply employ a series of ad hoc rules to
separate what will be considered” a link from
cases that have questionable SSNs (e.q.,
Scheuren and Oh, 1975; Jabine, 1985).

The "Search Step" is an elaborate and fairly
sophisticated computerized procedure (which
differs in detail at SSA and IRS). The files
used are in sort; and, for the most part, the
only possible 1inks that can be looked at are
cases that agree on surname. Since other
blocking variables are used as well, the current
administrative methods tend to be very sensitive
to small reporting errors, This is believed to
be true despite the fact that the computer

1inkage procedures go to great Tlengths to
protect against more common reporting errors
(such as those mentioned above). At Social

Security they do this by systematically varying
the 1inking information on the record for which
an SSN is being searched. An extensive set of
manual procedures also exists for cases where
computer methods prove unsuccessful.

Unlike the "Validation Step," it may not be
possible to bring the "Search Step" into full
accord with modern practice. First of all, we
would need to reexamine the decisions about what
blocking variables to use (Kelley, 1985).
Ideally we want variables that are without error
themselves, or nearly so, 1in both sources
(Fellegi, 1985) and that divide the files into
blocks or ‘"packets" of reasonably small size,
within which we can look at all possible linkage
combinations (e.g., Smith, 1982). Research is
now underway in both agencies to find ways of
improving the blocking variables, but it is
unlikely that the current deterministic methods
will ever be replaced by probability-based ones
and for good reason. Linkage techniques for
administrative purposes must be employed with
high frequency in a great variety of situations
and hence be extremely efficient in the use of
computer time since the basic files involved are
so large.

A compromise that naturally arises within the
world of large computer files is to employ some
form of multiple, albeit still deterministic,
scheme, This is the approdach taken with the
National Death Index. The NDI currently employs
over a dozen different combinations of matching
variables. Some give a primary role to the
social security number, some to the surname;
still others place primary emphasis on the given
name or on date of birth (Patterson and Bilgrad,

1985). Adopting the NDI approach at SSA or IRS,
if feasible, might be one way to make a real
advance.
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Match Pules--Usually the computerized matching
phase in a data linkage system consists of three
steps: (1) comparisons between the linkage
variables on the files being matched; (2)
generation of codes which indicate the extent to
which agreements exist or disagreements are
present; and (3) decisions regarding the status
of each comparison pair. This structure is the
same, whether probability-based methods are
being impiemented (e.g., Howe and Lindsay, 1981)
or heuristic approaches are taken f(e.qg.,
Scheuren and Oh, 19765).

o Comparison Step--In a sense, we have already

discussed this step earlier. It depends
heavily on what 1linkage variables are
present; the reformatting, etc., done of

those variables to facilitate comparisons;
and the degree to which blocking is required
because of vresource or other considera-
tions. What is desired here conceptually is
to compare every record on each file with
every record on the other. Blocking, of
course, limits (sometimes severely) the
extent to which such comparisons can be
carried out. Any recoding of the linkage

variables (say SOUNDEX for surname) may
possibly, as we have noted, reduce the
utility of this step. Geperally, if

resources permit, all the linking variables
should be used in the computer comparisons,
When this is not possible, they can still be
employed later 1in manually settling cases
where the outcome might otherwise be in-
determinate. However, it almost goes
without saying that manual dintervention
needs to be carefully limited and closely
controlled. Manual matching is extremely
costly and, while individual manual
decisions can sometimes be better than with
computer matching, wusually humans Tlack
consistency of judgment and can be
distracted by extraneous information, such
that they act more decisively than the facts
would warrant.

o Coding Step--As a result of the comparison
step, a series of codes can be generated
indicating the degree of agreement which has

been achieved. These agreement outcomes may
be defined quite specifically, e.g., "Agrees

on Surname and the value is GILFORD." They
might be defined more generally: agree,
disagree or unknown (the last arising

because of missing information, perhaps).

It becomes very difficult to talk about
the coding step without Tooking ahead to the
decision step and the specific approach that

will be taken there. Monetheless, some
general observations can be made,
Obviously, when we have, in fact, brought

together records for the same person, we
would 1like the agreement coding structure
not to obscure this point. For example, to
protect against trivial spelling errors, we
might wuse the same agreement code even
though there are transposition or single-
character differences in the name. (The
preprocessing of the files should have taken
care of some of this but it may, again, be a
consideration in the agreement coding
itself.)



In most applications of the
Fellegi-Sunter approach the assumption is
made that agreement (or disagreement) on one
linking variable is independent from that on
any other, conditional only on whether or
not the records brought together are, in
fact, for the same person. To aid in making
this assumption plausible, special care
needs to be taken in structuring agreement
codes for such variahles as sex and first
name, which are inherently related (Fellegi,
10851,

e Decision Step--An assessment can now be made
as to the extent to which an agreement on
any particular linking variable, or set of
variables, constitutes evidence that the
records brought together represent the same
person. Conversely, an assessment can be
made as to the extent to which disagreements
are due to processing or reporting errors or
are evidence that the records do not
represent information for the same person,
Typically, the records are divided into
those (1) where a positive link is deemed
to have been "definitely" established, (2)
where a "possible" 1link may exist but the
evidence is inconclusive, and (3) where it
can "definitely" be said that no link exists.

In probability-based methods a statisti-
cal weight function is calculated to order

the comparison pairs. The weights are
de¥g1oped by examining the probability
ratio--

Prob (result of comparison, given match)
Prob (result of comparison, given nonmatch)

The numerator represents the probability that
comparison of two records for the same person
would produce the observed result. The
denominator represents the probability that
conparison of records for twe different persons,
selected at random, would produce the observed
result. In general, the larger the ratio, the
greater our confidence that the two records
match, i.e., are for the same person.

Llet us consider a particular example in which
we are matching on both sex and race; where sex
is always represented as either male or female
and where vrace has been recoded black or
nonblack. Further suppose the proportion of
males and females is each 50% and that blacks
constitute 10% of the population and nonblacks
20%. Also suppose that the <chances of a
reporting error on race are 1/100 and for sex
1/1000. Finally, we will assume that sex and
race are independently distributed 1in the
population and that reporting errors are
independent as well.

With these stipulations and assumptions, we
have the following table of possible probability
or "odds" ratios, say for blacks. Usually,
given the independence assumption, the
probability ratio is broken up into a series of
ratios, one for each agreement or disagree-
ment, and logs are taken (to the base 2). One

is now working with simple sums, such that the -

larger (more positive) the total, the more
likely that the pair is a match; conversely, the
more  negative the sum, the greater the

1ikelihood that the two records are not for the
same person,

16l

: o Base 2?2
Outcome Pro§a21?1ty'Log of
ratio 'patio
Race and sex agree:

Race is black........... 197.8020 7.627¢
Race is nonblack........ 2.4420 2een

Race agrees, sex does not:
Race is black....vuvenn. 0.1%80 -2.3264
‘Race is nonblack........ c.0024  -2.7027
Sex agrees, race does not. 0,111C  -2,1714
Meither agree............. 0.0001 -13.2877

See Computational Mote at end of paper.

In our particular example it is only when both
sex and race agree that the sum of the logs is
positive. If the race is black, the Tlog is
between +7 and +8, moderately strong evidence in
favor of a match. If the race is nonblack,
however, the log is only slightly more than +1.
As one would expect, the strongest evidence in
favor of a nonmatch occurs when both race and
sex disagree; for this outcome the log of the
probability is about -713. (Parenthetically, it
might be noted that this example illustrates
nicely the fact that outcomes that are frequent
in the population do not add very much to one's
ability to decide if the pair should be treated

as a link; but if there are disagreements on
such variables and reporting is reasonably
accurate, then the variable may have a great

deal of power in identifying comparison pairs
that represent nonlinks.)

Now it can be shown in general, as by Fellegi
and Sunter (1969) or by Kirkendall (1985), that
we can divide the weight distribution into three
parts, as seen in figure A. The points "a" and
“b" optimally divide the distribution of weights
so that we can simultaneously minimize the error
of accepting as a positive link cases that we
should not have matched, plus minimize the error
of rejecting as nonlinks cases that we should
have kept. Assumptions, like independence, must
be made, as a rule, and formidable computational
problems exist. Monetheless, the approach is
entirely workable, especially since the devel-
opment of the Generalized Iterative Record

Figure A.--Hypothetical Distribution of
Linkage Weights

matched

un-
matched

Linkage Weights e -

+ <

{adapted from Fellegi, 1985; comparison pairs
above the 1line are matched , those below

nonmatched)




Linkage System (GIRLS)}, which provides a state-
of-the-art solution to the major computational
problems (Howe and Lindsay, 1981). Other
notable approaches in advanced linkage software
include the work of Jaro and his collaborators
(Jaro, 1985).

Indeterminate Outcomes--Virtually all comput-
erized record Tinkage schemes may leave at least
some cases where the status is indeterminate.

Three  kinds of  indeterminacy might be
distinguished:
e Honlinks--Cases that were “definitely”

determined by the method to have no suitable
match, given the approach taken, but which
might have been matched if another technique
had been used (e.q., if we had employed a
different set of blocking variables). The
difficulty here is that, while all the
potential links that get looked at may have
proved inadequate, not all possible Tlinks
are examined and we cannot tell the
difference necessarily between a case that
should have been a link and one that should

not. The only way this issue can be skirted
directly is in the 1implausible situation
when the probability of a match between

blocks is zero. (An indirect "solution" to
this problem can be developed using con-
tingency table ideas as will be discussed

below.)
e Multiple Links--These can occur in the
FeTlegi-Sunter formulation; that is, there

may be more than one comparison pair for a
unit whose match weight or score exceeded
the threshold for acceptance. In some
cases, these many-to-one 1links might be
appropriate but, usually, a further step has
to be taken to select "the best" one. This
problem also can occur with some frequency
in administrative contexts and with the
National Death Index. Manual resolution is
usually the approach taken, especially if
further information is going to be sought or
is available to help make the selection.
Jaro (1985) offers a computerized transport-
ation algorithm to solve multiple linkage
problems. His approach is most effective
when all the linking information has already
been computerized and when there are
contention problems 1in the linkages, that
is, "n" records on one file are matching "m"
records on another. Smith and Scheuren
{1985a) suggest ways of carrying through the
statistical analysis using all the links,

e Potential Links--This type may be the
Targest™ form of indeterminacy. These are
the cases that fall in the middle area in
figure A. The wusual advice, resources
permitting, is to collect more information
to resolve the match status., If statistical
estimates are to be made, and the resources
needed to seek further information are not
available, the potential Tlinks may be
treated as nonlinks and a survey-type non-
response adjustment may be made (Scheuren,
1980). It 1is possible, also, to consider
keeping some of the potential links and then
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conducting the analysis, with an adjustment
?e;ng made for mismatching (Scheuren and Oh,
975).

Often, the difficulty with indeterminate cases
can be traced back to a design flaw in the data
linkage system. For example, not enough linking
information may have been obtained on one or
both files to assure uniqueness. Maybe the
degree of redundancy in the identifiers was
insufficient to compensate completely for the
reporting errors. In an administrative context,
the linkage process may be so constrained for
operational reasons that, even if there are
sufficient linkage items, they cannot be brought
fully to bear.

Analysis Issues

Statements about the nature of the matching
errors are typically provided in data 1linkage
studies; generally, however, there is no real
attempt to quantify the implications of matching
errors for the specific inferences being drawn.
Data linkage systems, like other survey-based or
sample-based techniques, need to be "measurable"
and to be structured to be as robust as possible
in the face of departures from underlying
assumptions., What can be done to achieve this
is a separate and sizable subject (Smith and
Scheuren, 1985a). For our present purposes it
may be enough to sketch some of the issues and
indicate general 1ines of attack.

o Linkage Documentation--Documentation should
routineTy be provided which tabulates the
results of the match effort along dimensions
that turned out to be important in the
analysis. A distribution of the weights
would be one example, perhaps shown for
major subgroups. If a public-use file is
being created, then the match weight might
be placed in the file along with summary
agreement codes, so that secondary analysts
can ‘“"second-guess" some of the decisions
made. Providing potential links, at Jeast
near the cut-off point, is another example
of good practice. Most of the above, by the
way, were part of the documentation and
computer files made available from the 1973
Exact Match Study (Aziz, et al., 1978),

Honlinks--It is
worthwnile “to consider reweighting the
linked record pairs actually obtained to
adjust for failures to completely link all
the proper records to each other (Scheuren,
1980). Conventional nonresponse procedures
can be followed (Oh and Scheuren, 1983).
Imputation strategies are also possible, but
may be less desirable because they tend to
disturb the estimated relationships across
the two files being brought together (Ch and
Scheuren, 1980; Rodgers, 1984). An impor-
tant problem in this adjustment process,

¢ Adjusting for generally

however conducted, is in being able to
estimate whether a link should have
occurred. Sometimes, by the nature of the

problem, we know all the records should have
been linked. 1In other cases (Rogot et al.,

1983), one of the key things "we are
interested in is, in fact, the linkage



Elsewhere (Scheuren, 1983; Smith and

rate.

Scheuren, 1985a), we have advocated a
capture-recapture approach to this
estimation problem. Such an approach, in
the presence of blocking, will actually

allow us to improve the links obtained, as
well as make it possible to measure the
extent to which our best efforts still lead
to erroneous nonlinks, Capture-recapture
jdeas are well described in the literature
Marks et al.,

{e.g., Bishop et al., 1975; al
1974). Here we will only indicate "the
application.

If we employ more than one set of blocks
and keep track for each blocking procedure
whether we would have found (and linked) the
case in every other blocking scheme, then
for any subpopulation of linked records we
can comstruct the usual 2" table, where we
Yook at the 1ink/nonlink status for each
blocking (with "n" being the number of
separate blocking schemes). To estimate the
number of records not caught by any scheme,
three or more sets of blocks are recom-
mended; otherwise, the assumptions made may
be unrealistically strong. (The National
Death Index, or NDI, already employs many
more than this, as we have noted earlier.)
For best results the blocks need to be as
independent functionally and statistically
as is possible, given the linkage informa-
tion. (Improvements in the current NDI
would be recommended here, but these seem to
be coming in any case.) Application of
these ideas in an IRS or SSA context seems
worthy of study (Scheuren, 1983), although
the expense of developing such an approach,
say at SSA, may never be incurred unless
there were a compelling administrative need.

Adjusting for Mismatches--In most 1linkage
Systems practitioners have operated in what
they considered to be a conservative manner
with regard to the 1inks they would accept.
Sometimes this may have meant heavy addi-
tional expense in obtaining more information
or the risk of seriously biasing results by
leaving out a large number of the potential
links. In any event, further research is
needed on how to apply more complex analytic
techniques that take explicit account of the
mismatch rate, possibly by use of errors-in-
variable approaches where the mismatch rate
is estimated, e.g., as in Scheuren and Oh
(1975), so that a correction factor can be
derived. We must also attempt to find ways
of estimating the mismatch rate that make
weaker assumptions than those made in most
Fellegi-Sunter applications. (Some further
ideas on this are found in Smith and
Scheuren, 1985a).

In summary, the main issues in the analysis of
1inked data sets are that, at a minimum, we need
to examine the sensitivity of the results to the
assumptions made in the Tinkage process. Nherje
possible, we need to quantify uncertainties in
the results; specifically, indeterminacies in
the linkages should translate into wider confi-
dence intervals in the estimates. To achieve
these goals we need to bring in techniques from
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~direction

other areas of statistics and apply them crea-

tively to 1linked data sets. Examples here
include information theory, error-in-variable
approaches and contingency table (capture-

recapture) ideas.

3. SOME CONCLUSIONS AND AREAS FOR FUTURE STUDY
In this paper we have dealt with the topic of
data 1linkage in abroad conceptual framework,
using examples from recent practice. It is
appropriate now to draw out the implications of
the point of view expressed for studies of aging
and to use that summary as a basis for recom-
mending further research.

Overall Perspective

We have argued elsewhere that the potential
for the statistical use of data linkage systems
is truly enormous f(e.a., Kilss and Scheuren,
1980; Jabine and Scheuren, 1985). The
suggestion has even been made that data linkages
among administrative records (with some supple-
mentation) might eventually replace conventional
censuses in the United States (Alvey and
Scheuren, 1982). Such ideas are not new,
certainly not to Europeans, where many developed
nations have been rapidly moving in this
(e.a., Pedfern, 1983), Indeed some
countries, like Penmark (Jensen, 1983), may have
“already arrived.”

In the United States there has been some
reluctance and resistance to acceptina the
inevitability of such a future. Grave concerns
have been expressed (Butz, 1985) about moving
too fast or in the wrong way. After all, while

NDenmark has succeeded in its efforts, other
countries {notably West Germany) have
encountered major problems which did agqrave

damage to their statistical programs,

In view of what has happened elsewhere and,
especially, given the current state of public
opinion, we would caution that any planned use
of data linkage systems be grounded firmly in
existing practice and not be based on new
legislation designed to expand on what it is
currently possible to do. On the other hand, it
is important to conceptually dintegrate what is
now possible with what might be possihle ten or
twenty years from now. Some further observa-
tions are--

e First, if a data linkage approach is going
to be taken, it should be a necessary means,
not just a sufficient one, for achieving
some reguired specific purpose. It s
simply not enough to argue the need for data
linkage on efficiency grounds.

linkage should be seen as
the cooperating agencies
It is simply not
interpreted to

® Second, the
important by all
and part of their mission.
enough that the law can be

permit such 1linkages. Positive law, and
indeed social custom, must exist which
encourages the research, at Tleast in broad

outline (Cox and Boruch, 1985).



e Third, strong continuing wuser support is
essential if a Tlong-term basic research
effort is to be successful. Program
agencies cannot be relied on for really
long-run undertakings without this support.
Opportunity costs are simply too high., If
the linkage system is to be placed in a
statistical aaency, user involvement Is,
again, essential (from the outset, if
possible)., Without strong user involvement,
statistical agencies will tend to emphasize
continuity of measuremert over relevance
(while program agencies tend to the reverse).

e Fourth, cost considerations suggest that
most data Tlinkage systems be based on, or
augment, an existing survey or administra-
tive system. Further, mairtenance costs
should be low so that in the long run most
of the resources can be focussed on
exploiting the analytic potential of the
system,

e Fifth, access to the results of the linkage
system must be basically open not only to
the primary user(s}, but to secondary users
as well. Ways to solve the "reidentifi-
cation" oproblem must be built idinto the
undertaking from the beginning and firmly
rooted in the best statistical practice.

Still other considerations come to mind, such
as adequate physical security during the linkace
operation and minimizing the risks by removing

identifiers from working files as soon as
possible (Kilss and Scheuren, 1978: Steinberg
and Pritzker, 1967; Cox and Boruch, 1985; and

Flaherty, 1978),

Many ad hoc efforts have succeeded without
strictly adhéring to one or more of the above;
nonetheless, if one is working towards a future
which encompasses still more data 1linkages, it
is essential that the strateqy taken be
absolutely sound and above reasonable reproach.

Potential Data Systems Deserving Further Study
Within the framework Jjust given, there seems
to be a clear need to intensively examine the
potential of particular data linkage systems to
answer certain auestions. We will 1illustrate
this point by 1looking at one of the most
pressing areas in the United States where better
data are needed -~- this 1is on our rapidly
growing aged population. Even if we confine
ourselves to this single area, many subsidiary
issues must be addressed. For example, where
are the greatest gaps: in data on health,
general demographic information, financial data,
or the extent to which federal programs provide
support? In what follows, there has been no
attempt to answer this oquestion. To do so, we
would go well beyond the scope of the present
paper. Instead, there is a discussion of four
data linkage environments that, depending on the
answer to the question, may warrant further
study. Special emphasis has been placed on the
limitations of working in each of these settings
and of the role that a strong outside user might
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play in overcoming those limitations.

Social Security and Health Care Financing
Administrations -- The Social Securiiy (SSA) and
Health Care Financing Administrations (HCFA) are
unlikely to take +the 1lead in building and
maintaining general purpose statistical data

inkage systems, in part because of a reduced
emphasis on basic and applied research.
Nevertheless, the program-oriented statistical

activities of these agencies will continue to

give them an important role in data linkage
efforts which are consistent with agency
missions. The potential at SSA and HCFA for

providing improved sources of statistics on the
aging population depends on the extent to which
they are able to: (1) maintain major in-house
data linkage efforts, 1ike the Continuous Work
History Sample (e.g., Buckler.and Smith, 1980)
and the Medicare Statistical System (U.S. Health
Care Financing Administration, 1983); (2)
continue to sponsor or co-sponsor periodic or ad
hoc surveys; and (3) cooperate in linkage
studies sponsored elsewhere (for example, in the
Survey of Income and Program Participation or in
the Healtn Interview Survey) if they are in
support of the agencies' missions.

However, these efforts would need to
coupled with strong outside user support. At
SSA and HCFA, there may be a particularly
pressing need for outside users to aid in the
resumption of some form of public release of
subsets, at least, of the administrative samples

be

now being employed almost solely for in-house
purposes.

Internal Revenue Service -- It seems pointless
to speculate upon The degree to which

interagency data linkages can or should take
place involving Internal Revenue Service (IRS)
data. - Formidable statutory barriers narrowly
1imit access to tax records and, even when the
legal reaquirements. can be met, many other
agencies, notably the Census Bureau, feel they
would be unable to engage in a cooperative study

because of concerns about public perception.
American social customs, particularly concerns
about "Big Brother," stand  as nearly

insurmountable obstacles in the short run.

It is possible, though, to use IRS records
essentially all by themselves as a basis for
studying the aged population. This may seem
surprising because the statistical program of
the Internal Revenue Service is not looked at
typically as a source of such information.
Certainly the Statistics of Income publication
series has focused very little on the aged, and
then mainly through the use of the age exemption
to identify taxpayers 65 years or older (e.g.,
Holik and Kozielec, 1984). Broader-based
research has been possible through occasional
linkages between the IRS's Individual Income Tax
Model File and Social Security information. 1In
a few cases, these 1linkages have resulted in
public-use files (DelBene, 1979). Wnat has not
been done is to look at the aging population
Tongitudinally, although this is fairly




straightforward, at least back to 1972.
Furthermore, with the recent addition of

complete SSA year-of-birth information to IRS

files, it will be possible to routinely study
age cohorts by means other than the age
exemption. It is also noteworthy of mention

that linkages between IRS files and the recently
instituted National Death Index have just been
successfully instituted (Bentz, 1985}.

Tax returns probably represent the single best

source of financial information and could,
therefore, prove of value in studying the aging
process. There are, however, three main

limitations to their use:

e First, the income data, while of exceedingly

high aquality (relative to surveys), are
incomplete since certain nontaxable incomes
have been omitted (e.g., tax-exempt bond
interest and welfare payments). Until
recently, social security benefits were
unavailable but they are now potentially
taxable (beginning with 1984).

e Second, the population coverage of income
tax returns 1is dincomplete. In fact, only

about half the population ages 65 years or

older show up as taxpayers on income tax
returns, Again, recent changes have a
bearing here since information documents,

notably Forms 1099 from Social Security, are
filed with the Internal Revenue Service for
all social security beneficiaries. This
change permits an expanded population
concept that could be essentially complete
for the aged population.

e Third, the tax return is exceedingly awkward
as a unit of analysis for some purposes
since it does not always conform to
conventional family and household concepts
(Irwin and Herriot, 1982). It is possible
though, wusing 1information documents 1like
Forms W-2 (for wages), Forms W-2P (for
private pensions), and Forms 1099 (for
social security payments, dividend,
interest, etc.), to develop approximate
financial profiles of virtually  all
individuals aged 65 or older. (Major gaps
would exist, of course, for supplemental
security income recipients and recipients of
veterans disability benefits.) There does
not appear to be much hope in inferring
changes in 1lifestyles directly from the
current IRS information, although the
proposed addition of dependent social
security numbers could lead to real progress
(Alvey and Scheuren, 1982}.

Depending on its extent, the cost of
maintaining an IRS data linkage system to study
aging could be quite modest. Public-use files
are possible; but, as with the Social Security
and Health Care Financing Administrations,
strong outside support would be needed.

National Center for Health Statistics
Recent changes (Sirken and Greenberg, 1983) at
the National Center for Health Statistics
suggest that the Center may be assuming a
leading role in sponsoring data 1linkage
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systems. Naturally and appropriately, the focus
of these systems will be auite narrow, looking
almost solely at health concerns. The National
Health Interview Survey (HIS), involving about
40,000 nouseholds annually, appears to be the
Center's main survey vehicle for the approach
it is planning to take. Continued periodic
matching to Medicare records seems planned (Cox
and Folsom, 1984) and, of course, the National
Death Index can be expected to be fully
exploited (Patterson and Bilgrad, 1985). Still
other 1linkage efforts are underway (e.qg.,
Johnston, et al., 1984} which, taken together,
suggest that the Center is pursuing a coherent,
fully integrated approach, both among its
surveys and towards needed vital record systems.
When the social security number aquestion was
added to the HIS a few years ago, it was largely
for matching to the National Death Index. Great
care initially was given to securing informed
consent from respondents before obtaining the
information. This approach proved tedious and
expensive, Now the social security number
aquestion is  simply asked without much
explanation; and, only if requested, are reasons
given for why the information needs to be
obtained (see Appendix C)}. Response rates are
guite high, about 90%, and it appears that the

HIS may constitute a major vehicle for a
successful data 1linkage approach to studying
aging. Concerns exist about the reidenti-

fication problem, but exactly how the Center
will deal with this factor is unclear.

Bureau of the Census Historically, the
Census Bureau has played a major role in federal
data 1inkage systems involving surveys,
sometimes as the sole sponsor (e.g., Childers
and Hogan, 1984), but often as a partner in
conducting a particular study (e.g., as with

Social Security, Bixby, 1970). Much of this
work has focussed on the Current Population
Survey (Kilss and Scheuren, 1978). 0f more

promise in future studies of aging has been the
development of the Survey of Income and Program
Participation (SIPP), which has as one of its
design elements the notion that data linkages
would be attempted, at least to Social Security
information (Kasprzyk, 1983). SIPP, which may
settle down to a sample size of about 30,000

households annually, is certainly of sufficient
size and scope to look at many general

demographic, financial and program related
questions concerning aging. The SSMN reporting
rate is on the order of 90%; hence, the needed
resources to “perfect"” the 1linkage (and the
analysis problems resulting from faulty or
incomplete linkage) should be entirely
manageable, Oversampling 1is possible for
particular subgroups (e.g., those aged 65 or
older); however, unfortunately, SIPP, 1like the
HIS, is confined to the noninstitutional
population and for studies of the very old it
may not be suitable alone.

Two difficulties exist with SIPP that further
research may resolve. First is the extent to
which informed consent 1is being obtained when
the social security number is being secured
(SIPP's approach is similar to that in the HIS--
see Appendix D). Related to this concern, of
course, is the extent to which such consent is



felt to be needed. The second issue, and one
that seems exceedingly troublesome to the Census
Bureau, s the ‘“reidentification" problem,
{Briefly stated, the reidentification problem is
particularly acute where 1linkage is concerned,
because the cooperating agencies might have
enough data on the linked file to reidentify
virtually all of the individuals linked.)

The Census Bureay appears to be searching for
a solution that involves either simply not
releasing public-use files of Tinked data or
releasing public-use files where only very
limited linked data have been provided and some
kind of masking technigue has been employed to
prevent reidentification. Given these restric-
tions, it must be said, there seem to be real
difficulties in concluding that there are
sufficient benefits to outside users of a
SIPP-based data 1inkage system, Some further
comments on this dilemma and ways a general
research program could address it are given
below.

General Issues Deserving Further Study

Further research is needed on a wide range of
data linkage issues, both structural and
technical. Four, in particular, stand out from
the rest and deserve special attention: ethical
and legal concerns, public perception guestions,
finding solutions to the reidentification
problem, and finally, analysis issues in the
presence of matching errors.

Ethical concerns such as those raised by
Gastwirth (1986) seem to need a more specific
answer than they have been given so far (e.g.,
as by Dalenius, 1983). What might be done is to
obtain some data directly bearing on how
respondents actually think about data linkage.
We could approach this in a way similar to the
earlier study by the Committee on National
Statistics concerning confidentiality guarantees
(Committee on Mational Statistics, 1979).
Within the context of current survey efforts in
HIS and SIPP it might be extremely valuable to
know how often respondents ask for clarification
before providing social security numbers and to
code the cases accordingly so we can look at
differential refusal rates, for example. Again,
exactly what is said (by respondents and
interviewers) typically when respondents do
ask? Legal and procedural issues abound here,
too. For example, how 1long, even assuming
informed consent, can the consent be treated as
binding? Social Security practices with outside
researchers (when they obtain consent to gain
access to individual records) is to treat the
consent as binding potentially only once; thus,
reauests for information on the same subjects
may reauire a repewal of the consent. Signed
consent agreements are also reauired of outside
researchers, Such a reauirement has never been
imposed, say, in Census Bureau surveys, but
should it be? If it were, what would be the
costs of such a practice in interview time,
reduced response, and cooperation generally?

Public perception concerns deserve to be
examined in depth. To what extent are we
already violating the public's sense of the
social customs within which statisticians are
supposed to work? The public opinion polling
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results reported in Gonzalez and Scheuren (1985)
need to be followed up. It does not seem
defensible simply to speculate about whether
this or that approach to data linkage would be
acceptable to the public. HWhile we can never
use opinion polling to answer all the many
specific 1issues that exist here, much can be
done. Of particular interest may be the extent
to which the public knows or assumes such
linkages take place now and for what purposes;
the perceived legitimacy of actual and perceived
purposes; whether statutory or contractual
prohibitions against efforts at reidentification
would be seen to be adeauate; and so on.
We do not Dbelieve that an
satisfactory technical solution to the
reidentification problem is possible; but a
great deal more can be done to allow for at
least 1limited release of 1linked information.
The work of Paass (1985) and Smith and Scheuren
(1985a) is suggestive here. The 1ine of attack
that appears most promising is what might be
termed a three-step process. First, "slice" the
data up into small enough bits so that each of
the "bits" can be adeauately masked. (The data,
for example, might be divided up into disjoint
subsets and for each subset of observations,
say, only 2 to 4 different ditems of admini-
strative data would be provided.) Second, if
the slices are chosen appropriately, then one
can "splice" back together the complete data set

entirely

using statistical matching; but in a setting
where the conventional--and wusually false
conditional--independence assumption (e.g.,
Rodgers, 1984} does not nave to be made.

Finally, the masking step can add "noise” to the
data set in such a way that certain analytic
results are either invariant under the noise
transformation or correction factors can be
calculated and readily applied.

There are some serious
approach. For example,
size of the linked data items may have shrunk
considerably. In any case more research on this
problem is definitely warranted, (maybe even if
contractual and legal sclutions turn out to be
eventually possible). Either way, public access
to the linked data sets must be seen as a key
objective when such studies are undertaken and,
to the extent possible, release practices should
be as open as with any other data set {Committee
on National Statistics, 1985).

Finally, a number of analysis issues have been
mentioned which deserve further research,
especially in measuring matching errors and
adjusting the matched results accordingly. In
particular, we need to find a way to escape the
historical dilemma that the dissemination and
growth of sound theory and practice have been
retarded by the perceived unioueness of many
linkage problems (and the customized solutions
this perception has led to). The profound
nature of the common sense principles upon which
good practice is based are not widely enough
appreciated. Insufficient attention has been
paid to the analysis issues in data linkage
systems, perhaps because so much creative energy
and financial resources typically go into the
linkage steps (Smith and Scheuren, 19€Ea). It
may be too optimistic to suppose that things are
now changing, but there is some evidence to this

losses in  this
the effective sample



effect in the success of the 1905 Washincton
Statistical Society Werkshop on Exact Matching
Methodologies (Kilss and Alvey, 1¢8%5). In any
case, it is time to stop treating matching as a
necessary but dirty business, isolated from
other parts of statistical theory and practice.

ACKNOWLEDGMEMNTS AND AFTERWORDS

The ideas in this paper

. owe much to ny
associations with other

professionals 1in the

Particuler thanks are due to
Dan Kasprzyk, for his useful remarks, and,
especially, Tom Jabine, whose insightful
comments were much appreciated, even though I
was unable to incorperate them all in the
present version. Tom also acted as a discussant
when this paper was originally given and, among
other things, corrected a computational error in
the calculation of the probability ratios shown
in the example. ATl the remaining errors are,
of course, my responsibility.

field of-matching.

CCMPUTATIONAL NOTE

The Probability Ratios

shown in the table

above were calculated as follows:

Race and Sex Agree (Race is Black)

99. 999
100 1000

1.1
10 10

Race and Sex Agree (Race is Nonblack)

/1

+5°3)= 197.8020

99. 999
100 1000

/9.9
(10 10

Race Agrees, Sex Does Mot (Race is Black)

)33+ 53" 24420

_99.
100 T

; ///(10 10) ; % ts 2)- 0.1980

Race Agrees, Sex Does Mot (Race is Nonblack)

_99.
100 1000

10 10 < 272

Sex Agrees, Race Does MNot

1.999
100 1000.

Meither Agree

oo 1ot/ (19

._.
o0

fouy

Oo—l

-l
10

(1 31

10

1.1 1.1y _
)(?? + ?7)— 0.1110

) (&

.9

10

+ L. 1
§-§ 0.0024

1.1)_
+ ?»?)— 0.0001

N]o—l

167



REFERENCES

Alexander, L. and Jabine, T.

1978 Access to Social Security Microdata
Files for Research and Statistical
Purposes: An Overview, Social Security
Bulletin, U.S. Social Security Admini-
stration.

Alexander, L.

1983 There OQught to be a Law..., Pro-
ceedings, Section on Survey Resedrch
Methods, American Statistical Associa-
tion.

Alvey, W. and Aziz, F.

1975  Mortality Reporting 1in SSA  Linked

Data: Preliminary Results, Social

Security Bulletin, U.S. Social Security
Administration.

Alvey, W. and Scheuren, F.
1982 Background for an Administrative Record
Census, Proceedings, Social Statistics
Section, American Statistical
Kssociation.

Aziz, F., et al.

1978  STudies from Interagency Data linkages
(Report No. &), U.S. Social TSecurity
Administration.

Barron, E.

1978 The Survey of Low-Income Aged and
Disabled: Survey Design and Data
System, Policy Analysis with Social
Security Research Files, U.5. Social
Security Administration.

Beebe, G.

1985 Why Are Epidemiologists Interested in
Matching Algorithms?  Record Linkage
Techniques--1985, U.S. Internal Revenue
Service.

Bentz, M.

1985 The Intergenerational Wealth Study:
Prospects for Data Analysis and
Methodological PResearch, presented at
the Canadian Conference in Tax
Modelling, September 1985,

Bishop, Y., et al.

1975 Discrefe Multivariate Analysis: Theory

and Practice, MIT Préss: Cambridge.
Bixby, L.
1970  Income of People Aged 65 or Older:

Overview from the 1968 Survey of the
Aged, Social Security Bulletin, U.S.
Social Security Administration,

Buckler W. and Smith, C.
1980 The Continuous
(CWHS): Description and Contents,
Economic and Demographic Statistics,

U.S. Social Security Administration.

Work History Sample

168

Butz, W.

1985 The Future of Administrative Records in

the Census Bureau's Demographic
Activities, Journal of Business and
Economic Statistics, ~ American
Statistical Association.

Cartwright, D.

1978 Major Limitations of CWHS Files and
Prospects for Improvement, Policy
Analysis with Social Security Research
Files, U.S.  SocVal Security Admini-
stration.

Childers, D. and Hogan, H.

1984 Matching IRS Records to Census
Records: Some Problems and Results,
Proceedings, Section on Survey Research
FMethods, American Statistical
Kssociation.

Clark C. and Coffey, J.

1983 How Many People Can Keep a Secret?
Statistical Data Exchange Within a
Decentralized System,

Proceedings,
Section on Survey Research Hefﬁogs,

American Statistical Association.

Cobleigh, C. and Alvey, W.
1976  Validating the Social Security Number,
Studies from Interagency Data Linkages
{Report No. 4},  U.5.,” Social Security
Administration,

Committee on National Statistics
1985  Sharing Research Data,
Academy of Sciences,

National

Committee on National Statistics
1979 Privacy and Confidentiality as Factors

in_Survey Response, National Academy of
Sciences.

Cox, B. and Folsom, R,

1984 Evaluation of Alternate Designs for a
Future NMCUES, Proceedings, Section on
Survey Research  Methods, American
Statistical Assocration.

Cox, L., et al.

1985  Tonfidentiality Issves at the Census
Bureau, Proceedings of the First Annual
Census Bureau Research Conference, U.S.
Bureau of the Census.

Cox, L. and Boruch, R.

1985 Emerging Policy Issues in  Record
Linkage and Privacy, presented at the
45th  Session of the Interpational
Statistical Institute.

Crane, J. and Kleweno, D,

1985 Project LINK-LINK: An  Interactive
Database of Administrative Record
Linkage Studies, Record Linkage
Techniaues--1985, U.S, Tnternal Revenue
Service.



Dalenius, T.

1983 Informed Consent or R.S.V.P.,
Incomplete Data in Sample Surveys
TVoTume T7, Academic Press.

DelBene, I.

1979 1972 Augmented Individual Income Tax
Mode! Exact Match File, Studies from
Interagency Data Linkages (Report No.
Y, 0.5, Social Security Administration.

Fellegi, I.

1985 Tutorial on the Fellegi-Sunter Model
for Pecord Linkage, Pecord Linkage
Techniaues--1985, 1.S. Internal Revenue
Service.

Fellegi, I. and Sunter, A.

1969 A Theory of Pecord Linkage, Journal of
the American Statistical Association,
vol. 6Z, pp. 1183-T7710.

Flaherty, D.

1978 The Bellagio Conference on Privacy,

Confidentiality and the Use of

Government Microdata, Mew Directions in
Program Evaluation, voT. 4, pp. T¢-30.

Gastwirth, J.
1986  Discussion comments to paper by George
Duncan and Diane Lambert, A Model for
Statistical Disclosure Control Based on

Predictive Distributions and
Uncertainty Functions, Journal of the
American Statistical Association,
American Statistical Assoctation.
Gonzalez, M. and Scheuren, F.
1985 Future Work by the Conference of
European Statisticians on Population

and Housing Censuses, presented before
the Thirty-Third Plenary Session of the

U.N. Conference of European
Statisticians.
Holik, D. and Kozielec, J.
1984 Taxpayers Age 65 or Older, 1977-81,
Statistics of Income Bulletin, U.S.
Department of the Ireasury, Internal

Revenue Service.

HEW Secretary's Advisory Committee

1973  Records, Computers and the PRights of
Citizens, U.S. Department of Health,
Education and Welfare.

Howe, G. and Lindsay, J.

1981 A Generalized Iterative Record Linkage
Computer System for Use 1in Medical
Follow-up Studies, Computer and
Biomedical Research, voT. ,  Pp.
327-320.

Irelan, L. and Finegar, W.
1978 Surveys Relating to Retirement and Sur-

vivorship, Policy Analysis with Social

Security Research Files, U.S. Social

Security Administration.

Irwin, R.

and Herriot, R.

1982 An Initial Look at Preparing Local
Estimates of Household Size from Income
Tax Returns, Proceedings, Section on
Survey  Research  Methods, Mmerican
Statistical Assoctation.

Jabine, T.

1985 Properties of the Social Security Num-
ber Relevant to 1Its Use 1in Record
Linkages, Record Linkage Techniques--

1985, U.S. Internal Revenue Service.

Jabine, T. and Scheuren, F.

1985

Jaro, M.
1085

Jaro, M.
1972

Goals for Statistical
strative Records:
Journal  of
Statistics,

KAssociation.

Uses of Admini-
The Next Ten Years,
Business and Economic
American Statistical

Current Record Linkage Research, Record
Linkage Techniques--1985, U.S. Internal
Revenue Service.

UNIMATCH--A Computer System for Gener-
alized Record Linkage Under Conditions
of Uncertainty, AFIPS-Conference

Proceedings.

Jensen, P.

1983

Johnston
1984

Kasprzyk,

1983

Towards a Register-Based Statistical
System--Some Panish Experience,
Statistical Journal of the United

Hations, vol. 1, pp. 341-365.

, D. et al.

1980 AHA  Hospital and  National
Natality/Fetal Mortality Survey Linkage
Methodology, Proceedings, Section on
Survey Research Methods, American
Statistical Assoctation.

D.
Social Security Number Reporting, the
Use of Administrative Records and the
Multiple Frame Design in the Income
Survey Development Program, Technical,
Conceptual and Administrativeé Lessons
of the Income Survey Development
Program, Soctial Science Research

Touncil: New York.

Kelley, R.

1985

Advances in Record Linkage Method-
ology: A Method for Determining the

Best Blocking Strategy, Record Linkage
Techniques--1985, U.S. Internal Revenue
Service.

Kestenbaum, B.

1985

169

The Measurement of Early Retirement,
Journal of the American Statistical
Kssociation, vol. 80, pp. 38-45.




Kilss, B. and Alvey, W.

1985 (Ed.) Record Linkage Techniques --
1985, U.S. Department of the Treasury,
Tnternal Pevenue Service.
Kilss, B. and Scheuren, F,

1980 Goals and Plans for a Linked Adminis-
trative Statistical Sample, Proceed-
ings, Section on Survey Research
Methods, American Statistical Asso-
ciation.

Kilss, B. and Scheuren, F.
- 1978 The 1973 CPS-IRS-SSA Exact Match Study,
Social Security Bulletin, U.S. Social
Security Administration.
Klein, B. and Kasprzyk, D.
1983 Designing an Integrated Disability Data

System from Social Security Adminis-
trative Records, Proceedings, Section
on Survey Research Methods, American
Statistical Assoctiation,

Kirkendall, N,
1985 Weights in Computer Matching: Appli-
cations and an Information Theoretic
Point of View, Record Linkage
Techniques--1985, 11.S. Internal Revenue

Service.

Maddox, G.:
1978

Fillenbaum, G. and George, L.
Extending the Uses of the LRHS'
Set, Policy Analysis with
Security Pesearch Files, U.S.
Security Administration,

Marks, E., et al.

1974  Population  Growth
Handbook of Vital
ment, The
York.

Nata
Social
Soctal

Estimation: A
Statistics Measure-
Population Council: Tew

Newcombe, H., et al.
1959  Automatic  Linkage of Vital
Science, vol. 130, pp. 954-959,

Records,

Oh, H, L.
1984

and Scheuren, F,

Statistical Disclosure Avoidance,
presented before a May 1984 meeting of
the Washington Statistical Society.

Oh, H, L.
1983

and Scheuren, F.
Heighting Adjustments for Unit
Nonresponse, Incomplete Data in Sample
Surveys (Volume 27, Panel on Incomplete
Data, National Academy of Sciences.

and Scheuren, F.

Differential Bias Impacts of Alter-
native Census Bureau Hot Deck Pro-
cedures for Imputing Missing CPS Income
Data, Proceedings, Section on Survey
Research TMethods, American Statistical
Association.

Oh, H.L.
1980

Paass, G.
1985 Disclosure
presented at
of the
for Social

Technoloay

Disclosure Risk and
Avoidance for Microdata,
the May 1985, meetings
International Association
Service Information and
{IASSIST).

170

Parnes, H., et al.

1979 From the Middle to Later Years: Longi-
tudinal Studies” of the Preretirement
and Postretirement Experiences of Men,
Ohio State University.

Patterson, J. and Bilgrad, R.
1985 The National Death Index Experience:
1981-1985, Record Linkage Techniques --
1985, U.S. Department of the Treasury,
Internal Revenue Service.

President's Reoganization Project for the
Federal Statistical System
1981 Improving the Federal
System: Issues and Options,
tical Reporter.

Statistical
Statis-

Redfern, P.

1983 A Study of the Future of the Census of
Population:  Aiternative Approaches,
commissioned by the Statistical (ffice
of the European Communities.

Rodgers, W.

1984 An Evaluation of Statistical Matching,
Journal of Business and Economic
Statistics,  American Statistical

Rssociation, vol. 2, pp. 91-102.

Rogot, E., et al.
1983 The Use of Probabilistic Methods in
Matching Census Samples to the National
Death Index, Proceedings, Section on
Survey  Research  Methods,  American
Statistical Association.

Scheuren, F.

1983 Design and Estimation for Large Federal
Surveys Using Administrative Records,
Proceedings, Section on Survey Research
Methods, American Statistical Associa-

jon.

Scheuren, F.
1980 Methods of Estimation for the 1973
Exact Match Study, Studies from Inter-

agency Data Linkages {Report No. 103,
.5. Social Security Administration,
Scheuren, F, and Herriot, R.
1975 The Role of the Social Security Number

in Matching Administrative and Survey
Records, Studies from Interagency Data

Linkages TReport No. &7, U.5. Social
Security Administration.

Scheuren, F. and Oh, H. L.

1975 Fiddling Around with Nonmatches and
Mismatches, Proceedings, Social Sta-
tistics Section, American Statistical
Kssociation.

Sirken, M. and Greenberg, M.

1983 Redesign and Integration of a Popula-
tion-Based Health Survey Program,
presented at 44th Session of the
International Statistical Institute.



Smith M.
1982 Development of a Mational Record
Linkage Program in Canada, Proceedings,
Section on Survey Research Metﬁogs,
American Statistical Association,
Smith, W. and Scheuren, F.
1985a Multiple Linkage and Measures of
Inexactness: Methodoloay Issues,
presented at the Workshop on Exact
Matching Methodologies, Arlington,
Virginia, May 9-10, 1985.
Smith, W. and Scheuren, F.
1985b Some New Methods in  Statistical

Disclosure Avoidance, presented at the
1985 Annual Meetings of the American
Statistical Association, 1in a session
sponsored by the Section on Survey
Research Methods.

Steinberg, J. and Pritzker, L. .
1967 Some Experiences with and Reflections
on Data Linkage in the United States,

Bulletin of the International
Ttatistical Institute, vol. 42, pp.
/8b-805,

171

Storey, J.

1985 Pecent Changes in the Availability of
Federal ~Data on the Aged, report
prepared for the GerontoTogical Society
of America.

Tepping, B.
1968 A Model for Optimum Linkage of Records,

Journal of the American Statistical
Association, vol, 63, pp. 1321-1332.

U.S. Bureau of the Census
1973 The Medicare Record Check: An Evalu-
ation of the Coverage of Persons 65
Years of Age and Over 1n the 1570

Census, PHC(E)-7/.

U.S. Health Care Financing Administration
1983 Medicare Statistical Files Manual.

Wilson, 0. and Smith, W.

1983 Access to Tax Records for Statistical
Purposes, Proceedings, Section  on
Survey Methods, American Statistical
Association.
Winkler, W.
19€E  Preprocessing of Lists and String Com-

parison, Record Linkage Technigues--
19€5, U.S. Tnternal Revenue Service.




Appendix A

SUPPLEMENTAL BIBLIOGRAPHIC SOURCES

In this paper we have cited some of the
literature on exact and statistical matching
when the discussion warranted. Further
bibliographic material can be found in the
following publications:

e Record Linkage Techniques--1985 (1985), U.S.

Internal Revenue Service, {Edited by Beth
Kilss and Wendy Alvey.) Many of the citations
in the present paper come from this wvolume,
which contains the proceedings of the Workshop
on Exact Matching Methodologies, bheld May
2-10, 1985, in Arlington, Virginia.

e Statistical Working Paper Series (1977-1985),
Federal Commitfee on Statistical Methodology.
(Produced under the aeneral editorial guidance
of Maria Elena Gonzalez.) See especially, No.
5, on "Exact and Statistical Matching," and
Mo. 6, on the "Statistical Uses of Admini-
strative Records." Some of the publications
in the Series were prepared by the U.S.
Department of Commerce; more recently the
publications have been issued by the U.S
Office of Management and Budget.

Related
(1981-T984),

of Income and
Administrative Record Research
U.5.7 Internal Revenue Service. (Edited by
Beth Kilss and Wendy Alvey.) This annual
publication series contains numerous papers on
record linkage topics and is a successor to
the Social Security publications: Statistical
Uses of Administrative Pecords With Emphasis
on Mortality and Disability Research (1979)
and Ffconomic and Demographic  Statistics
(1980), which also may be useful.

e Statistics

e Statistical \Uses of Administrative Records:
Recent Research and Present Prospects (1984),

U.S. TInternal Revenue Service. {Edited by
Thomas Jabine, Beth Kilss and Wendy A1vey:)
This handbook of recent work includes many

papers on data linkage, most of which are also
found in the series listed above.

e Studies From Interagency Data Linkages
{1973-80Y, U.S. SocYal Security Adminis-
tration. (Produced under the general

editorial supervision of Fritz Scheuren.) Of
special interest may be the bibliography by
Scheuren, F, and Alvey, W. (1975), "Selected
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Bibliography on the Matching of Person Records
from Different Sources," which will be found
in Report No. 4 in the Series, pages 127-136.

e Policy Analysis with Social Security PResearch

Fiies (1978), U.s. SocTaTl Security
Administration. (Edited by Wendy Alvey and
Fritz Scheuren.} Most of the research files
described are based on data linkage
methodologies.

® Accessing Individual Records from Personal
Data Using Won-Unfaue Tdentifiers, National

Bureau of Standards,
500-2.

NBS Special Publication

Additional citations to the recent literature on
disclosure which may be of value are gaiven
below. Some of these are of interest as general
background; others focus specifically on dis-
closure barriers to data linkage.

Crank, S. (1985)
Evaluation of Privacy and Disclosure Policy in
the Social Security Administration, Social
Security Bulletin, U.s. Social Security
Administration.

Dalenius, T. (1985)

Privacy and Confidentiality in Censuses and
Surveys, Proceedings, Section on  Survey
Research Methods, American Statistical
Association.

Hansen, M. (1971)
The Role and Feasibility of a MNational Data
Bank, Based on Matched Records and
Alternatives, Federal Statistics, Report of
the President's Commission (vol, 11).

Spruill, N, (1984)
Protecting Confidentiality of Business
Microdata by Maskina, The PubTic Research
Institute: Alexandria, VA.

Spruill, N, (1983)

The Confidentiality and Analytic Usefulness of
Masked Business Microdata, Proceedings,
Section on Survey Research Methods, American
Statistical Association.

Young, P. (1984)
Legal and Administrative Impediments to the
Conduct of EpidemioTogic Research, Task Force
on Environmental Cancer and Heart and Lung
Disease: Washington, DC.




Appendix B

TAXPAYER OPINION QUESTION
ON SHARING IRS DATA

Yankelovich, Skelly and White, Inc. (1984)
1984 General Purpose Taxpayer Opinion Survey

60a. As you may know, the IRS has been required by law to keep all of their
records confidential. However, some people feel the IRS should share
this information with other government departments in order to save money
and reduce bureaucratic waste since those departments also need this
information to do their work. Others feel that the taxpayer's right to
privacy is more important. For which, if any, of these departments or
purposes do you think it would be a1l right for the IRS to provide

information?

. The Census BUraU. .. ...ciieieeeeeeeeaeoeeesscesccsccasocansnnsnasos 24%
b. Major criminal investigations (such as drugs and organized crime).. 43%
c. Investigations of il1legal aliens......ccveereneenrenneerenneenensa 34%
d. Welfare fraud investigations.......coviiiiirinieeneerecoennoennens 48%
e. Draft Boards or Selective Service.......cieeiieeeerrceneeoacnenneans 17%
f. Other U.S. Federal departments......ccovteeieerecsecrnceocccnnenen 12%
g. State governmMeNntS. ... .ccvvienreereeeoereneaenocsaconeoansacaannanas 13%
h. Child support investigations......ccvviitiiieiennenneencensenennens 38%
i. Fraud and embezzlement investigations........cccviviivinniennnnnn. 43%
Je Othe . ittt iiiiitiieeeeeeoececoecosescsonanccnsssnensnnsoneenonnae 1%
k. None (should keep records private)......ccveevieeenrernnenoesenonans 31%
1. DON't KNOW/NO ANSWEr. ... ..iiiieeeneeeeacereesosscasososcnssnosnnens 4%

Author's MNote:
Tom Jabine, Dan Kasprzyk and others have commented on the many

problems this aquestion may have had when it was asked. In my
opinion the responses are far from definitive, but they do make the
main point I wished to make--that we need more and better research

cn this issue.
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Appendix C

RECORD MATCHING INFORMATIOM FOR HIS

(Ouestion 16)

Rasd 10 respondant —

in order to determine how heahth prectices snd conditions are related to how long peopie live, we would like
torefer 10 etatistical records maintsined by the National Center for Heahh Sistisuca.

. I Nava your date of birth as (birthcfere from mam 3 on HIS- ! Household |

Composition page e, s that corrwct

b. In what State of country wers you bom?

Wrrte it the (ull narme of the Siate or Mark the sppropnate box i the
i sample Devson was NAL Do in the United States.

¢. To vertty the speiling, what ls your tull nemae, inehuding
middis name?

I e i e T I S R R e S

Venrty tor mates; ssk for females.
d. What wes youwr father’s LAST neme?
Vorrty speibng. DO NOT wnte "Same. "

WMWI—WGMWMWMN:-‘“;
This information s volumtary snd b

vice Act. There will be no stfect on your
ony other GOYernmernt or AGAZOVEMI~AL
ayency.

Read if necessary — The Public Health Service At ke tide 42,
United Blates Code, section 242k,

o. What ls your Soclal Becurity Number?

wndas the suthority of the Public Healh Ser
Senefits and no Infgrmaetion will be fren o

nT 89
1-4 |
[PEE]
Dete of birth
: Month Date Yoar
!

0 e U - .
' s DK JLURE
t
! State
t
' 010 Puerto Rico s Cubs
' 0203 Viegin lstands oslJ Mexico
! 0300 Guem 240 AZ other countres
! 00 Conede

e e ;e e e e _ae e —— e —a . —— - - -
ILast 1433
' )
1
MFet EYEvY
: i
1
1 Middle nmial s
] |

e o
! QUEL
'

1

J' Futher's LAST narme ‘
(atiufieietieiinthetitie e o= 7t
: sesesssee [ DK L_
i
HEERNEESEEEN
' - -

)

| Socisl Security Number

1)

}

' 10 Memory T
) ! ° 10 Records

Instructions

1.

*2‘

Read the introductory statement above item
16 to explain the purpose of obtaining the
information,

When asking 16a, insert the birthdate from
the HIS-1, Household Composition Page, If
the birthdate recorded in the HIS-1 dis in

error, make no changes to the HIS-1 entry,
but enter the correct birthdate in the
answer space 1in 16a and note "Date
verified." If you determine that the
person is actually under 55 years of age,
footnote the situation and continue the
interview. Do not make any changes to the
HIS-1(D16-2) or to the supplement. Mark
Check Item S2 1in Section S based on the

original HIS-1 age.

Enter the full state name on the 1line in
1€h: do not use abbreviations. If the
sample person was not born in one of the 50
states or the District of Columbia, mark
the appropriate box 1in 16b, 1leaving the
state line blank,
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43,

*4b,

5a.

If auestions arise in 16c, we want the name
the sample person is legally kpown by. If
the person has more than one middle name,
enter the initial of the first one given,
Some women use their maiden name as a
middle name: accept the response as given.
Be sure to verify the spelling and record
the last name first in this item.

It is acceptable to record an initial as
the first name in 16¢c if this is how the
person is legallv known, Even if such a
person uses their full middie name, only
the middle initial 1is necessary. For
example, G. Watson Levi would be recorded
as Levi, G,, W. in 16c. Do not record name
suffixes such as "Sr.,” "Jdr..," "III1," etc.

When verifying 16d for males, ask "Was your
father's last name 7"  Always ask
the auestion for Females, regardless of
their marital status. Be sure to verify
the spelling.



5b. Enter the last name of the sample person's
father in the answer space, whether it is
the same as the person's name or not.
Always verify the spellina, even if the
names sound alike. If it is volunteered
that the person was legally adopted, record
the name of the adoptive father.

MOTE: Take special care to make the entries in

16b-d legible. Printing is preferred.

6. Read the introduction to 1l6e to all
respondents. If you are asked for the legal
authority for collecting social security

numbers, cite the title and section of the

United States Code, as printed below the
introduction. If you are given more than
one number, record the first 9-digit number
the respondent mentions, not the first one
issued, If the number has more than ©
digits, record the first 9-digits. Do not
record alphabetic prefixes or suffixes.

7. After recording the social security number,
mark the appropriate box indicating whether
the number was obtained from memory or
records.

* Revised February 1984

SENSITIVE QUESTIONS

There are no auestions considered to be
sensitive on either the core series of items or
the supplement. However, certain dinformation
may be considered sensitive and the following
explanation of the need for the data is provided
regarding social security number and the subject
of incontinence.

e Social Security Number and MNational Death
Index Match

So that in the future the National Center for

Health Statistics (NCHS) may investigate the
relationship between  the results of the
"Supplement on Aging” data and causes of death,
the supplement collects the appropriate
information (items 1la-1le of aquestionnaire
Section 3, Occupation/Retirement)}, particularly
the social security number, that will enable

monitoring the MNational Death Index records for
sample persons.

The cost-effectiveness of this supplement is
enhanced by the availability of the National
Death Index {NDI). Data on the future mortality
of the survey population will be available with
minimum expenditures by means of a computer
search of the NDI. Information on age at death,
cause of death, residence at time of death and
place of death can be easily ascertained from a
copy of the death certificate obtained from the
appropriate vital records office. This
additional information can be integrated with
data from the original survey to greatly enrich
the scope of the analysis. Extensive
information on the health status of the elderly
is being collected on the original survey.
Information obtained from death certificates
will allow investigators to relate these health
status measures to Tlongevity and cause of
death, It will also be possible to determine
whether selected behavioral and socioeconomic
factors collected at the time of the original
survey, such as living arrangements, affect the
relationship between health characteristics and
mortality.
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Several years after the data collection and
preparation is completed, a list of all survey
respondents will be submitted to the NDI and a
search made to determine which respondents had

died during the interim period. Additional
searches of the NDI will be carried out on a
periodic basis. In order to optimize the

successfulness and reduce the cost associated
with these searches, the following information
must be collected as part of the original
survey: social security number, full (legal)
name, Date of birth, State of birth, race, sex,
and marital status. Ascertainment of social
security number is most essential. A search of
the NDI which uses social security number should
produce only one match if the subject is
deceased. The other information is then used to
verify the match. The result of such a match
identifies a death certificate which can be
obtained from the State with reasonable
certainty that it is in fact for the subject.
If a social security number is not available,

multiple matches  within the age range
established will occur, especially for common
names. This would necessitate obtaining death

certificates from several States and attempting
to determine whether any of them is for the
subject. These false positives would add both
acquisition costs and staff costs to the death
search process, as well as introducing error.
Interviewers will verify the person's name
and birth date (which may have been provided by
the household respondent on the core
questionnaire), and obtain the last name of the
person's father. The social security number
will also be requested and if the person is
unable to recall the number, he or she will be
asked to check their card. This information is

not thought to he sensitive; however,
respondents will be reminded of the voluntary
and confidential nature of the survey, the

purpose of the data collection, the legislative
authority under which the information is being
collected, and the absence of any penalty for
refusal. MNonresponse to any of these items will



not affect most of the analyses planned for the

supplement; however, provision of social
security numbers allows for future epidemiologic
research for this population without the

necessity of conducting a separate longitudinal
or followback survey.

e Incontinence

NCHS's and NIA's interests in general
physical problems of older people, which relate
directly to their gquality of 1life, include
questions on urination and bowel control
(Pretest Questionnaire Section V, Items 6a-6e,
7a-7e}. One issue 1is the relationship of
incontinence to the aging process. In this
case, 1incontinence can be viewed as a health
problem, independent of other illnesses. In
order to examine this issue, it will be
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necessary to collect data from all persons in
the 55-and-over age group (so that their effects
can be examined) and from people both with and
without other illnesses.

In addition, a substantial part of the
interest in the problem of incontinence results
from the relationship between incontinence and
institutionalization, It is the view of some
experts consulted that incontinence 1is one of
the main reasons for the decision to
institutionalize an older person.

Considerable effort went into wording these
questions both to minimize sensitivity and to
assure comparability with similar items proposed
for the 1984 National Nursing Home Survey,
Attachment VIII presents planned analysis of
comparable data for both the institutionalized
and noninstitutionalized populations from the
two surveys.



Appendix D

RECORD MATCHING INFORMATION FOR SIPP
(Question 33)

CARD B - Continued
COMMON QUESTIONS AND SUGGESTED ANSWERS

I thought that the Bureau of the Census operated only every 10 years, when
they counted people. What is the Bureau of the Census doing now?

In addition to the decennial census, which is conducted every 10 years, the
Bureau collects many different kinds of statistics. Other censuses required
by law are conducted on a regular basis including the Census of Agriculture,
the Censuses of Business and Manufactures, and the Census of State and Local
Governments. In addition, we collect data on a monthly basis to provide
current information on such topics as labor force participation, retail and
wholesale trade, various manufacturing activities, trade statistics, as well
as yearly surveys of business, manufacturing, governments, family income, and
education.

Why does the Census Bureau want to know my Social Security Number?

We need to know your Social Security Number so we can add information from
administrative records to the survey data. This will help us avoid asking
questions for which information is already available and help to ensure the
completeness of the survey results. The information we obtain from the Social
Security Administration and other government agencies will be protected from
unauthorized use just as the survey responses are protected.
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PREPROCESSING OF LISTS AND STRING COMPARISON

William E. Winkler, Energy Information Administration

1. INTRODUCTION

By combining data on entities from different
sources, researchers are often able to perform
analyses that would not be possible if they were
to use data from individual sources separately.

When a unique common identifier (such as a
verified Social Security Number) is available on
individual sources of data, matching files
merely involves using the unique identifier as
the sort key and then directly matching records
from the two files.

When a unique common identifier is not avail-
able, it 1s necessary to use other identifying
information. Characteristic identifying infor-
mation might consist of surname, street address,
or ZIP code in matching files that contain name
and address information. Use of such informa-
tion involves several practical problems.

First, 1if the precise locations of didenti-
fiers (such as first name and surname) are not
consistent from record to record, computer
matching using the identifiers cannot be per-
formed. Second, some identifiers may be mis-
coded or missing on some records. Third, such
identifiers, or even combinations of them, are
not unique for individuals or businesses.

This paper presents examples of some of the
solutions for problems arising in preparing name
and address information for use in matching
files.

Most of the work described has taken place at
the U.S. Bureau of the Census, the Statistical
Reporting Service in the U.S. Department of
Agriculture, the Energy Information Administra-
tion, and Statistics Canada. The problems,
examples, and resultant methodologies should be

representative of problems that arise in
general.
2. BACKGROUND
2.1. Why Preprocessing is Needed
Match/merge strategies generally perform
better (i.e., have lower rates of erroneous

matches and nonmatches) when address lists have
been preprocessed to produce more consistent
formats and spellings and to delineate records

representing different types of entities (such
as records associated with individuals/ sole
proprietorships, partnerships, and businesses).

2.2, Definitiomns

As the terminology of matching is not always
consistent from reference to reference, we
present definitions.

A match is a pair of records that represent
the same unit and a nonmatch is a pair of
records that do not. Blocking 1is a procedure
for subdividing files into a set of mutually
exclusive subsets under the assumption that no
matches occur across blocks, Each wmutually
exclusive subset consists of records agreeing on
the blocking characteristics.
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A positive link is a pair of records that is
designated as a match, A positive nonlink is a
pair of records that 1s designated as a
nonmatch., A possible link is a pair of records
that is not designated as a positive link or
nonlink. Additional steps, such as manual
review or collection of additional informationm,
are needed to designate it as a positive link or
nonlink.

A Type 1 Error is the designation of a pair
of records as a positive nonlink when it 1s a
match, Type I Errors have been referred to as
erroneous or false nonmatches (U.S. Department
of Commerce, 1980). A Type II Error is the
designation of a pair of records as a positive
1ink when it is a nonmatch. Type II Errors have
been referred to as erroneous or false matches.

2.3, Nature of the Problem

The specific types of match/merge procedures
adopted depend on the identifiability and con-
sistency of corresponding information in the
address lists to be merged. For instance, if an
address list were in free format, then merging
would have to be done manually because computer
software could not use corresponding information
such as NAME or ZIP for blocking pairs of
records.

Even if fields such as NAME, ADDRESS, CITY,
STATE, and ZIP are identified (possibly using
manual techniques), it may not be possible to
block records accurately if words in corres-
ponding fields do not contain consistent
spellings. For instance, the STATE field and
words such as 'COMPANY,' 'CORPORATION,' 'P O
BOX,' and 'STREET' should be spelled or abbre-
viated in a consistent manner,

If subfields such ‘as FIRST NAME, MIDDLE
INITIAL(S), SURNAME, STREET NUMBER, STREET NAME,
PO BOX NUMBER, ROUTE NUMBER, and SUITE NUMBER
are identified and placed in fixed locations,
then they can be used for delineating true and
false matches, If FIRST NAME and SURNAME
subfields are in inconsistent order within the
NAME fields of two lists, then it will not be
possible to block records accurately using the
NAME field.

2.4. Match/Merge Stages

As the need for specific types of preproces~
sing is closely connected to different match/
merge strategies, these strategies and their
relationship to specific data needs will be
summarized.

Matching records within or across lists
consists of two stages. In the blocking stage,
pairs of records are blocked into sets of pairs
using a few common characteristics with sub-
stantial discriminating power. Some such
characteristics are the SOUNDEX abbreviation of
SURNAME (see e.g. Bourne and Ford (1961)) or ZIP
code. Records for which such common charac-
teristics do not agree are assumed to represent
different entities.




In the discrimination stage, blocked pairs
are categorized as positive 1links, positive
nonlinks, or potential links using all available
discriminating characteristics within blocked
pairs of records.

At both stages preprocessing can play an
important role. For instance, 1if records of
individuals are blocked using the SOUNDEX abbre-
viation of the surname, the location of surname

needs to be 1dentified and the spelling of
surnames needs to be moderately accurate. If
records of establishments or businesses are

blocked using ZIP code,
be accurate.

If the first name, first four characters of
the street address, and state abbreviation are
used for designating links and nonlinks within a
set of blocked pairs, then those fields and
subfields need to be located and accurate.

then 2ZIP codes need to

2.5. Topics Addressed in Paper

The remainder of this paper presents examples
of the kinds of name and address lists that are
encountered and the types of preprocessing that
are performed. The third section presents
examples 1illustrating problems with names and
addresses in lists that are normally available
for updating. The fourth section presents a
summary of the various types of preprocessing
software and procedures to identify different

types of entities, clean up fields and sub-
fields, and identify subfields of the NAME and
STREET ADDRESS fields.

The fifth section describes methods for
comparing strings that are used to overcome some
spelling variations and to create sort keys.
The final section poses some problems for fur-
ther research.

3. EXAMPLES OF PROBLEMS IN NAME AND ADDRESS

LISTS

In addition to the problem of locating
sources of lists for use in updating, there are
problems associated with 1lists that can make
them difficult to use. Problems can include
transferral of hardcopy lists to computer files,
identification of fields and subfields, and
different name and/or address representation of
similar entities or similar representation of
different entities.

This section provides examples of the prob-
lems that affect & list's suitability for use as
an update source.

3.1. Keypunch Error in Consistently Formatted
Subfields
Addresses in a source 1list might contain =&

significant number of typographical errors --
which do not seriously affect manual processing
-- while the computerized mailing list does not.
The following two pairs of names and addresses
representing two entities, from source lists and
mailing 1lists being wupdated, respectively,
illustrate the problem.

114 E Main Stret
114 Main St

898 Northwst Hghwy
8895 Northwest Hwy

(a) J K Smoth
J K Smith
Southside Feul
Soth Side Fuel

(»
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3.2, Unidentified Fields

Address records in which the five fields
NAME, STREET, CITY, STATE, and ZIP occur in free
format generally cannot be placed in consistent
formats using straightforward computer code.
They must be reformatted manually. Free format
records often exist as address labels in which
the five fields oecur in no fixed format.

The following examples illustrate the problem
of free formats:

(a) A A Puel 0il

c¢/o Marvel Distribution Co
PO Box 519

Laramie, Wyoming 66519
Smith Distributing
5632 Westheimer

Suite 43

Houston TX 77514

ABC 0il, PO Box 54
Grand Rapids

Michigan 49506

In example (a) the name occurs on the second
line whereas in examples (b) and (c) it occurs
on the first. The STREET/PO BOX field appears
on the third, second, and first 1lines of
examples (a), (b), and (c), respectively. The
CITY field appears in the second to last line in
example (c) but on the last line in examples (a)
and (b).

3.3. Inconsistently Formatted Subfields

If formatting conventions within subfields of
the name and address field vary substantially,
merging procedures may not perform as well as in
the situation in which corresponding subfields
can be readily identified using computer soft-
ware. For instance, one or more 1lists might
contain records with names and addresses in the
following forms:

(b)

(c)

(a) J K Smith Co 113 Main
Smith J K Co 113 E Main St
Smith Jonathon K Co PO Box 16

{(b) A A Fuel Co PO Box 105
AA Fuel Distribution Inc Drawer 105

(¢) R Smith Fuel Co 1171 Northwest

Highway

Robert Smith Highway 65 West
Smith Co Route 1

In the first two lines of example (a), both
SURNAME and STREET NAME are not obvious matches
using a straightforward computer comparison and
the billing address in the third entry makes it
difficult to determine if the three entries
represent the same company.

In. example (b), the COMPANY NAME gubfields
cannot be easily identified and the ADDRESS
fields may be difficult to compare. 1In the
example (c), SURNAMES may not be identified and
the equating of street addresses of the first
twvo entries requires specific geographic infor-
mation, Without additional information, it 1is
difficult to determine whether the third entry
represents the same company as that given by the
first two entries.

3.4. Name and Address Representation

3.4.1. Same Entity, Different Name and Address
Entities in some potential update sources are
represented in substantially different forms




than the entities are represented in the main
mailing list. When this happens, it is diffi-
cult to determine those records representing
entities that are out-of-scope or duplicates to
records in the main mailing list.

For instance, a list of individuals licensed
by a state to sell petroleum products might be
considered as an update source for a list of
businesses selling petroleum products 1in the
state. The reason that the list of owners might
be considered is that sending a form to either
the owner of a small fuel oil dealership or the
appropriate corporate billing address (which
might exist in the main mailing 1list) could
yield correct sales information,

Combining such a 1list of owners with a list
of businesses can yield difficulties. Without a
suitable additional data source, it may be
impossible to identify records representing the
same entity that take the following form:

J K Smith 116 Main St
Anytown 66591
A A Fuel PO Box 68
Othertown 66442
3.4,2., Same or Different Entity, Similar Name,

Different Address
If the purpose of a mailing list is to provide
one address record for each corporate entity,

then additional difficulties can arise.
Businesses often maintain substantially dif-
ferent mailing addresses, sometimes even

requiring survey forms to be sent to locations
in different states. For instance, addresses
could take the following form:

ABC Fuel Co 116 Main St
Anytown CA 96591

ABC Fuel 011 PO Box 534
Othertown NY 10091

J K Smith ABC Co PO Box 68
Sometown KS 66442

The first two records could represent the
same corporate entity, independent but
affiliated companies, or unaffiliated companies.
The third address could represent a subsidiary
of one of the companies represented by the first
two records, a subsidiary of an unidentified
company, or &an affiliated but independent dis-
tributor of products for some ABC Co.

3.4.3. Different Entity, Identical Address
and/or Phone
With some 1lists, different entities may be

represented as follows:

(a) Pargas of Illinois PO BOX 661
NY 10015 202/664-2139
Pargas of Ohio PO BOX 661
NY 10015 202/664-2139
(b) ABC Distributing 1345 Westheimer
TX 71053 703/789-5439
Lone Star 0il 1345 Westheimer
TX 71053 703/789-5439

Example (a) illustrates a situation in which
a parent company reports separately for two
subsidiaries. Example (b) could represent a
situation in which an accountant reports for two
different companies. The address and phone
number could be the accountant's.
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Example (b) could also represent different
companies which are both located in the same
office building or two different companies, one
of which has gone out of business. If companies
are matched using TELEPHONE, manual followup may
be required to determine whether one has gone
out of business or is an affiliate of the other.

4. PREPROCESSING METHODS

Methods of preprocessing, using manual pro-
cedures or software, have been developed to (1)
delineate corresponding classes of records such
as those associated with corporations, partner-
ships, or individuals within a 1list of
businesses; (2) identify corresponding subfields
such as HOUSE NUMBER, STREET NAME, and PO BOX;
(3) make consistent the spelling of words such
as 'STREET,' 'CORPORATION,' and 'ROUTE;' and (4)
clean up ZIP codes.

4,1. Identification of Individuals, Partner-
ships, and Corporations

As records associated with individuals/sole

proprietorships, partnerships, and corporations

within a 1list of businesses have different

characteristics, they are sometimes dis-

tinguished and processed separately. The U.S.

Department of Agriculture/Statistical Reporting
Service (USDA/SRS, 1979) and the U.S. Department

of Commerce (1981) have developed software
and/or procedures for identifying individuals,
partnerships, and corporations in 1lists of
farms.

It appears that partnerships are identified
as those records having '&' in the NAME field.
Corporations are those records having words such
as 'CORP,' 'CO,' 'INC,' 'FARMS,' and 'DAIRY' in
the NAME field. Individuals are those records
not classified as partnerships or corporations.

Records associated with partnerships are more
difficult to process (may require more manual
followup) because partnerships can be
erroneously matched more times than records
associated with individuals and because part-
nership records can take the following incon-
sistent forms:

Smith John
Smith John
Smith John
Smith Mary
Smith Mary

A & Mary B

& Jones Lee

A, Smith Mary B, & Lee Jones
B & Jones Lee

B & Smith John A

The first entry contains only one SURNAME
entry while others contain one SURNAME for each
partner. The third entry represents a partner-
ship of three individuals while the others
represent only two. Due to ordering differences
in entries two through four, it is difficult to
determine 1if Jones or Lee is the individual's
surname.

4,2. Formatting and CLeanup of the Name Field
Subfields

Cleanup of the name field consists of replacing
common words such as 'COMPANY,' 'INCORPORATED,'
'LIMITED,' ‘'FARMS,' 'BROTHERS,' 'SALES,' and
'DISTRIBUTOR’ with standard spellings or abbre-
viations and replacing common variations of
first names such as 'ROBERT,' 'BOB,' 'ROB,'




'ROBT' with standard spellings or abbreviations.

The standardization is typically done using
lookup tables that contain previously identified
spelling variations., Such lookup tables are
easily updated when new spelling variations are
encountered. Lookup tables are in use at
USDA/SRS (1979), the U.S. Department of Commerce
(1978b, 1981), the Energy Information Admini-
stration (EIA) (Winkler, 1984), and Statistics
Canada (1982).

Formatting of name fields associated with
individuals 4involves manually identifying the
subfields FIRST NAME, MIDDLE INITIAL(S), and
SURNAME and either placing them in fixed loca-
tions (USDA/SRS, 1979) or in fixed order (U.S.
Dept. of Commerce, 1981). If NAME subfields are
in fixed order, then software can be used to
identify individual subfields.

4.3. Formatting and Cleanup of the Street/
Mailing Address Field

Cleanup of the street/mailing address involves
replacing such commonly occurring words as
'STREET,' 'PO BOX,' °'RURAL ROUTE,' 'DRAWER,'
'AVENUE,' and 'HIGHWAY' with standard spellings
or abbreviations. Such  standardization
typically involves lookup tables that are easily
updated as new spelling variations are encoun-
tered.

Various spellings of large cities in the CITY
field can also be standardized using lookup
tables. Such standardization may only be par-
tially effective because of the large differ-
ences in spelling and abbreviations used for
core cities and suburbs in large metropolitan
areas.,

Formatting can also involve placing subfields
such as STREET NAME, STREET NUMBER, PO BOX
NUMBER, RURAL ROUTE in fixed locations
(USDA/SRS, 1979; U.S. Dept. of Commerce, 1978b;
Statistics Canada, 1982).

ZIPSTAN software (U.S. Dept. of Coummerce,
1978b) has been developed to identify pertinent
subfields of the STREET field in files of indi-
viduals. The following examples show repre-
sentative EIA records before and after ZIPSTAN
processing:

Figure 1. -- Before ZIPSTAN

1. EXCH ST
2. HWY 17 §
3. 1435 BANK OF THE
4. 2837 ROE BLVD
5. MAIN & ELM STS
6. CORNER OF MAIN & ELM
7. 100 N COURT SQ
8. 100 COURT SQ SUITE 167
9. 2589 WILLIAMS DR APT 6
10. 15 RAILROAD AVE
11. 2ND AVE HWY 10 W
12. MAIN ST
13. 184 N DU PONT PKWY
14, 1230 16TH ST
15. BOX 480

Pigure 2. —- After ZIPSTAN

g?;- uf-
House|fixes| Street Name fixes|Unit.
No. fne. [T [2 112

1. EXCH ST

2. HW 17718 s

3. 1435 BANK OF THE

4. 2837 ROE BL

S. MAIN ELM STS

6. CORNER OF MAIN ELM

7. 196 N COURT SQ

8. 128 CT SQ %=* NO NAME #»» RM 167

9. 2589 WILLIAMS DR AP 6
18, 15 RAILROAD AV

11. 2ND AV BW 10
12. MAIN ST

13. 184 N DU PONT PW

14. 1230 16TH ST

15. 480 *PO BOX*

ZIPSTAN 18 able to identify accurately sub-
fields in 13 of 15 cases. The two exceptions
are cases 2 and 8. In case 2, 'HWY' is moved to
a prefix position and '17' is placed in the
STREET NAME position. In case 8, 'COURT,' the
STREET NAME, is placed in a prefix location.

Although ZIPSTAN accurately identifies the
subfields associated with intersections (cases
5, 6, and 11), such identification may not allow
accurate delineation of duplicates 1in com-
parisons of various 1lists. Some 1lists wmay
contain STREET ADDRESS in the following forms,
none of which 4is readily comparable with the
forms in examples 5, 6, and 11.

5. 34 Main St

5. Elm and Main Streets
11, HBwy 10 W

11. 7456 Richmond Hwy

5. METHODS OF STRING COMPARISON

If comparable strings have been identified
(see sections 3.4, 4.2, and 4.3), then it is
useful to compute a distance between them in
blocked pairs of records. If properly devised,
string comparators can overcome minor spelling
errors.

5.1. Abbreviation Methods

Abbreviation methods (see e.g., Bourne and
Ford, 1961) are intended to maintain some infor-
mation needed for identifying a record while
alleviating problems due to spelling variations.
As an example, the SOUNDEX abbreviation method
will be described and illustrated.

The SOUNDEX abbreviation of an alphabetic
word consists of four characters. The first
SOUNDEX character agrees with the first
character in the word. All nonleading vowels
and the letters H, W and Y are deleted. Similar
sounding consonants are mapped into integer
codes as follows:

B, F, P, V -, 1,

¢, G, J, K, Q, S5, X, 2 - 2,
D, T -, 3,

L -y 4,

M, N -, 5, and

R -y 6.



and
four

Repeating 1integer codes are deleted
SOUNDEX abbreviations of less than
characters are zero filled on the right.

Comparison of SOUNDEX abbreviations of words
induces a metric in which agreeing SOUNDEX
abbreviations are assigned distance 0 and dis-
agreeing 1. ’

5.2. General String Comparators

As common abbreviation methods (section 5.1)
are not able to deal with typical coding errors,
more exotic methods for string comparison have
been introduced.

An early comparator is the Damerau-Levenstein
(D-L) metric (see e.g., Hall and Dowling, 1980,
pp. 388-390). The basic idea of the metric is
as follows. Any string can be transformed into
another string through a sequence of changes via
substitutions, deletions, insertions, and pos-
sibly reversals. The smallest number of such
operations required to change one string into
another is the measure of the difference between
them.

The minimum value that the D-L metric can
assume 1s 0 (character-by~-character agreement)
and the maximum i{s the maximum number of letters
in the two words being compared. For instance,
the D-L distance between 'ABCDEFG' and 'WXYZ' is
7.

Using the Damerau-levenstein metric or
various straightforward extensions of it (see
e.g., Hall and Dowling, 1980) is difficult
because: (1) the dynamic programming necessary
for computing the metric is cumbersome and (2)
neighborhoods of given strings contain too many
unrelated strings (i.e., the metric does not

have good distinguishing power, see section
5.3).

5.3. Jaro's String Comparator

Jaro (see e.g., U.S. Dept. of Commerce,
1978a, pp. 83-108) introduced a string compara-
tor that is more straightforward to implement
than the Damerau-Levenstein metric and more
closely relates to the type of decisions a human
being would make in comparing strings.

The string comparator is a weighting function
for pairs of strings denoted as reference file
strings and data file strings. It is defined as
follows (U,S. Dept. of Commerce, 1978a, p. 108):

W = wgt_cd*c/d + wgt_rd*c/r +
wgt_tr*(c-tr)/c

wvhere
wgt cd = weight associated with characters in
the data file string but not in the
reference file string;
wgt_rd = weight associated with characters in
the reference file string but not in
the data file string;
wgt_tr = weight associated with
transpositions;
d = length of the data file string;
T = length of the reference file string;
tr = number of transpositions of
characters; and
c = number of characters in common in

the two strings.

Two characters are considered in common only
if they are no further apart than (m/2 - 1)
where m = max(d,r). Characters in common from
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two strings are said to be assigned. Other
characters from the two strings are unassigred.
Each string has the same number of assigned
characters because each assigned character
represents a match,

The number of transpositions are computed as

follows: The first assigned character on one
string is compared to the first assigned
character on the other string. If the

characters are not the same, half of a trans-
position has occurred. Then the second assigned
character on one string 1s compared to the
second assigned character on the other string,
etc, The number of mismatched characters is
divided by two to yield the number of transposi-
tions.

If two strings agree on a character-by-
character basis, then the Jaro weight, W, is set
equal to wgt_cd+wgt rd+wgt tr, which 18 the
maximum value that W can assume. The minimum
value that the Jaro weight, W, can assume is O,
which occurs when the two strings being compared
have no characters in common (subject to the
above definition of common).

5.4. Manual Comparison

The purpose of different string comparators
is to assign a value to the quality of com-
parison in a manner that mimics how a human
being might make a decision. Because of this,
it is useful to describe how manual review
decisions can be quantified. In section 5.5,
the manual review decisions will be compared to
results obtained using the string comparators of
sections 5.1-5.3.

Quantification of manual review decisions can
be performed as follows:

1. have a number of individuals compare pairs
of corresponding substrings such as
SURNAMEs ;

score comparisons using the scale: l-no
match, 2-likely false match, 3-possible
true match, 4-likely true match, and
5-true match; and

average results of the comparisons over
individuals and compute the corresponding
coefficients of variation.

2.

5.5. Comparison of String Comparators

Table 1 provides a comparison of the measures
of agreement using the SOUNDEX abbreviation, the
Damerau-Levenstein metric, Jaro's string com-—

parator, and a weight based on manual review.
To make the values 1in the table easier to
compare, all measures were transformed to a

scale from O to 1. A value of 0 represents
nonmatch and a value of 1 represents match.
The transformations are performed as follows:

1. SOUNDEX=1-SOUNDEX;
2. DL  =(5-D_L)/S;
3., JARO =JAR0/900; and
4. MAN =(MAN-1) /4.

In equations 1-4 the measures on the right-
hand side (as defined in sections 5.1-5.4) are
replaced by the scaled measures. As the basic
Damerau~Levenstein metric D-L (section 5.2) on
the right-hand side of equation 2 varies from 0
(total agreement) to 5 (substantial disagree-
ment) for the examples in Table 1, the scaled



D-L metric is transformed into a weight in which
0 and 1 represent nonmatch and match, respec-
tively.

~ In computing the Jaro weight, JARO, the
weights wgt_cd, wgt_rd, and wgt_tr (section 5. 3)
are each given the values 300 which are the
same as the default values given in the Census
software (U.S. Dept. of Commerce, 1978a, p. 88).
As the basic JARO weight on the right hand side
of equation 3 varies between 0 and 900, dividing
by 900 changes the scale from O to 1.

In Table 1, with the exception of example (h)
(completely different words), all examples
represent similar character strings that
disagree because of minor transcription/keypunch
errors. Each pair of surnames is taken from EIA
files. With the exception of example (h), the
surnames represent the same entity.

Overall, we can see that the SOUNDEX weight
is high for only 5 of 9 matching surname pairs;
D-L weights are generally moderately high to
high for 8 of 9; Jaro weights are consistently
high; and the manually estimated weights vary
significantly with no apparent consistency. It
is important to note that, with the exception of
example (h), all weights should be consistently

- high.

In comparing the D-L metric and the Jaro
weight, we see that the Jaro weight gives addi-
tional weight to longer, but similar, strings.
For instance, with short strings in which one
character disagrees (examples (f) and (1)), the
D-L and Jaro weights are about the same. With
longer strings in which one character disagrees
(examples (d) and (e)), the Jaro weight {is
higher than the D-L weight.

For example (g), it 1is interesting to note
that the manually estimated weight of 0,88 is
lower than the weight of 1.0 provided by each of
the other string comparators. Human beings are
able to make use of the auxiliary information
that "Smith" 1s a commonly-occurring word and
dowvnweight their judgements accordingly. Such
downweighting is inherent in the application of
the Fellegi-Sunter model which wutilizes fre-
quency of occurrence of character strings (see
e.g., Rogot, Schwartz, O'Conor, and Olsen, 1983,
p. 324).

6. NEEDED FUTURE WORK

Although it is intuitive that preprocessing
can both identify information that should
correspond and make such information more
consistent, few, if any, studies have been set
up to determine its effectiveness. We do not
know how much different types of preprocessing
reduce matching error rates, nor do we know the
extent to which they lower amounts of manual
processing.

Effective evaluation may require the creation
of data bases with all matches identified and
suitably connected to entities used for mailing
purposes. Fellegi and Sunter (1969) indicate
that error rates obtained using samples are
subject to substantial variability unless the
samples are very large. Winkler (1984) provides
examples of rates of erroneous nonmatches based
on samples of size 1,800 for which the estimated
sampling error exceeds the estimated error rate.

A key issue that needs to be addressed is
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whether the results obtained by empirical evalu-
ation of methodologies on one data set are
likely to be relevant to a different data set.
Specific research problems follow.

6.1. Effects of Spelling Standardization

How much does standardization of the spelling
of words such as 'COMPANY,' 'CORPORATION,' 'PO
BOX,' 'STREET,' and 'EAST' reduce the error
rates associated with a given matching strategy?
What errors can certain types of standardization
induce?

Some matching strategies consist of blocking
files of individuals using the SOUNDEX or New
York State Intelligence and Identification (for
NYSIIS, see Lynch and Arends, 1977) abbreviations
of surnames. When compared with blocking using
surname, how much does blocking using abbre-~
viated surnames reduce the rate of erroneous
nonmatches and can such abbreviations provide
information useful for delineating matches and
nonmatches within the set of blocked pairs?

Some matching strategies consist of blocking
files of businesses using the ZIP code and first
few characters of the NAME field. How wmuch
effort is involved in cleaning up ZIP codes and
how much do the cleaner ZIP codes reduce rates
of erroneous nonmatches? Should the ZIP codes
in a given metropolitan area all be mapped into
one sort key used for blocking records?

How much can the delineation of true and
false matches be improved if the spelling and
formatting of the CITY field are made more
consistent? What are the best strategies for
correcting inconsistencies in the CITY field?

6.2. Effect of Formatting of Subfields

How much does the identification of SURNAME,
FIRST NAME, ROUSE NUMBER, STREET NAME, and PO
BOX help reduce error rates? What subfields
provide the greatest reduction? Are the sub-
fields providing the greatest reduction dif-
ferent in files of businesses than in files of
individuals?

6.3. Abbreviation Methods Used in Blocking

What are the best methods for blocking files
of 1individuals? Blocking on surnames abbre-
viated using methods such as SOUNDEX and NYSIIS
will wusually designate as nonmatches those
matches containing errors due to miskeying,
insertions, deletions, and transpositions.

In comparing methods of abbreviation and
blocking, we need to consider rates of erroneous
nonmatches, total number of pairs in all blocks,
and computing requirements if some blocks are
large. Given these evaluation criteria, are
there methods of abbreviation and blocking that
would perform better than SOUNDEX or NYSIIS?

6.4. Effect of String Comparison

How much does the string comparator of Jaro
(section 5.3) that is used for computing agree-
ment weights for corresponding subfields such as
SURNAME, FIRST NAME, and STREET NUMBER (U.S.
Dept. of Commerce, 1978a) help reduce rates of
erroneous matches? Are there better algorithms
for string comparison? What measures should be

used in comparing the effectiveness of two
string comparators?
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Table 1: Comparison of String Comparator Metrics Using
Surnames that are Generally Similar

Maximum
Surnames string |SOUNDEX| D-L Jaro |Manual cv
length 1/

(a) Tranisano 9 0.00 0.60 2.93 #.35 490.3
Traivsano

(b) Alexander 9 P.00 9.80 2.96 #.63 15.1
Aleander

(¢} Nuzinsky 9 1.00 0.4¢ 2.81 6.42 39.2
Newzinski

(d) smthfield 9 1.00 0.60 .93 9.63 20.2
Smithfeld

(e) Bachman 8 1.00 2.890 .96 2.63 30.9
Bahcman

(f) Dixon 5 0.00 2.80 6.87 2.13 35.1
Nixon

(g9) Smith 5 1.00 1.00 1.60 p.88 24,0
Smith

(h) Smith 5 p.00 2.00 8.00 0.00 0.0
Jones

(i) ouid 4 .00 2.80 .83 ¢.55 13.2
ovid

(3 Boc 4 1.00 0.80 9.92 2.32 29.3
Boco

Number of values NA
above 0.5

1/ Coefficient of variation associated with estimate based
on manual review by nine individuals.



WEIGHTS IN COMPUTER MATCHING:

APPLICATIONS AND AN INFORMATION THEORETIC POINT OF VIEW

Nancy J. Kirkendall, Energy Information Administration

This paper summarizes the historical development
of computerized match/merge procedures and
describes the test statistic used to classify
record pairs as a match or nonmatch in terms of
its information theoretic interpretation. Cur-
rent match/merge software procedures are com-
pared and contrasted based on their differing
approaches to estimation.

INTRODUCTION
The match/merge procedures discussed in this

paper are those which are intended to perform
exact matching. Exact matching has been defined

(U.S. Department of Commerce, 1980) as the
linkage of records from two or more files
containing units from the same population. The

intention of exact matching is to link data for
the same unit (e.g., person) from different
files. If units which do not represent the same
individual are 1linked, the result is a false
match or type 2 error. If units which do
represent the same unit are not linked, the
result is a missed match, or type 1 error.

There are many different purposes 1in exact
matching, Examples range from obtaining more
data elements for an individual by merging
information from different surveys, to creating
a more comprehensive name and address list by
merging the names and addresses from many
sources. In the first case, it is important to
make sure that matching is done accurately so
that the merged data constitute a multivariate
observation from a single individual (see
Kelley, 1983). In the second case, the merging
is intended to ensure as complete a list as
possible while eliminating duplication.

The most significant paper on the theory and
practice of matching is by Fellegi and Sunter
(1969). Their paper documents the derivation of
a test statistic and a critical region for
deciding whether or not a pair of records is a
match., 1In addition, it discusses some of the
assumptions necessary for practical application
and describes approaches for estimating the
probabilities which are used to calculate the
test statistic, Most of the probabilistic
match/merge procedures in use today are based on
an application of the techniques described in
the Fellegi-Sunter paper.

Although the Fellegi-~Sunter paper was the first
publication of the theoretical background for
match/merge procedures, many of the ideas and
techniques embodied in the methodology had been
used since the late 1950's by Howard Newcombe
et al. Newcombe's papers from that time period
describe the use of the test statistic for which
the derivation was later presented by Fellegi
and Sunter. (See Newcombe et al., 1959 and
Newcombe and Kennedy, 1962.)
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THEORETICAL BACKGROUND

Assume that two files, A and B, are to be
merged. Each file contains at least one record
for each unit (person or establishment) in the
file. Each record contains a set of attributes
for that unit. These attributes may include:
numerical identifiers with very good identifying
characteristics such as the social security
number; standard identifiers such as name and
address; characteristic information such as sex
or date of birth; or any other data which might
be available on survey files or administrative
record files,

In the matching process, each record in file A
can be compared to each record in file B. The
comparison of any such pair of records can be
viewed as a set of outcomes, each of which is
the result of comparing a specific attribute
from the record in file A with the same attri-
bute in the record from file B. Outcomes may be
defined as specifically as desired. For exam-
ple, one might define an outcome of a comparison
to be simply that the attributes agree or that
they disagree. Or, one might define the agree-
ment outcome more specifically, based on the
possible values that attribute can take. For
example, one outcome might be that the surnames
agree and equal "Smith," while another might be
that the surnames agree and equal "Zebra," etc.

"Comparison of attributes" is usually inter-
preted to mean that the same attribute is
recorded on each record and that they can be
compared directly. However, it is possible to
"compare'" different attributes which are known
to be correlated or to use information from only
one record in conjunction with general informa-
tion from the other file. An example is given
in Smith, Newcombe, and Dewar (1983). In their
application, records from a file of patients
diagnosed as having cancer are linked with
records in a death file. The variable "cause of
death" in the death file is used in conjunction
with general statistics concerning the cause of
death among cancer patients and the cause of
death among the general population to provide a
different sort of "comparison of attributes,"

In the above, it was implied that every record
from file A 1is compared to every record from

file B. In practice, with large files this
would require an extremely large number of
comparisons, the vast majority of which would

not be matches. To make the size of the problem
more manageable, files are generally "blocked"
using one or more of the available attributes,
and record palrs are assumed to be a possible
match and subject to the detailed attribute
comparison only if they agree on the blocking
attribute. In using a blocking procedure, there
is mnecessarily a higher rate of unmatched



duplicates (type 2 error) because records which
do represent the same unit, but disagree on the
blocking attribute, are automatically rejected
as possible matches. However, the gains in the
form of reduced processing are significant. See
Kelley (1985) for a probabilistic approach to
selecting blocking strategies.

THE PROBLEM

Probabilistic test procedures are based on
evaluating record pairs one at a time and
subjecting each pair to a decision as to its
match status. The procedure does not consider
the expected number of matches or nonmatches in
a merging of two files, and does not make use of
the result of the classification of any previous
record pairs.

In this section the test statistic and the
critical region are described based on an
information theoretic argument. Details of the
derivation are presented in the Appendix. The
resulting test statistic and critical region are
exactly the same as those derived by Fellegi and
Sunter. One advantage of the information
theoretic approach is that the inclusion of the
log of the prior odds of a match, as described
by Howe and Lindsay (1981) and by Newcombe and
Abbatt (1983) can be directly related to the
methodology. Calculation of this test statistic
yields a value which is commonly referred to as
the "weight" for or against a match.

Given any pair of records, we want to make a
decision as to whether they match (H the
null hypothesis) or do not match (H the
alternative hypothesis). This decision will be
based on the observed comparison of the attri-
bute items on the two records. The set of all
outcomes resulting from this comparison is the
random variable, x,, which takes values accord-
ing to the outcomes which were specified for all
of the attributes.

The discrete random variable, x,, can take any
of n different values. The numbér n can be very
large, either because a large number of attri-
butes are compared, or because a large number of
outcomes are possible for any one attribute
comparison. The probabilities with which x
takes any of the n values under both H and H

o

are assumed to be known. The queé%ion
estimating these probabilities 1s addressed
later., The decision process is formalized by

considering the following two hypotheses:

Ho: The event that two records represent the
same unit (i.e., a match). Under H , the
frequency function of the random vagiable,
xX,, 1s d ted = i=
n}, s denote P(xi/Ho) Py for i=1, ...

H .

1 The event that the two records represent
differen; units (i.e., a nonmatch.) Under
H,, the frequency function of the random
variable, x is denoted P =

ik .'_,n,i’ note (xi/Hl) Py for
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AN EXAMPLE OF A COMPARISON VARIABLE

Assume that two records are being compared and
that a decision will be made as to their watch
status based on a comparison of three attri-
butes: surname, first name, and sex. For each
attribute there will be two possible outcomes:
either they agree or they do not agree. Thus,
the comparison set can take any of 2*%*3 = §
(n=8) possible values. For simplicity we also
assume that the probabilities of agreement or
disagreement of the attributes are independent
under both Ho and Hl' Thus, given the following

table of probabilities, the frequency function
of the comparison vector can be calculated under
both hypotheses.

TABLE I
PROBABILITIES OF AGREEMENT
Attribute Under Ho Under H1
Surname .90 .05
First name .85 .10
Sex .95 .45
In the following let x=(a1,az,a3), where a = 0

if item i disagrees, and a,=]1 if item i agrees,

i
The comparison of surname is represented by 2
the comparison of first name by a,, and the
comparison of sex by ag. Thus, the random

variable, Xy has the frequency functions given

by Poy (under Ho) and Pry (under Hl) in the
following table.

TABLE II
PROBABILITIES FOR COMPARISON VARIABLE
i Xy Poi Pyy
1 (0,0,0) .0008 .4703
2 (1,0,0) .0068 .0248
3 (0,1,0) .0043 .0523
4 (0,0,1) L0143 .3848
5 (1,1,0) .0383 .0028
6 (1,0,1) .1283 .0203
7 (0,1,1) .0808 .0428
8 (1,1,1) .7268 .0023
THE TEST STATISTIC
As shown in the Appendix, the test statistic
T(x,) = 1og(poi/p11) = L(o:15x,). ¢))

is a sufficient statistic for discriminating

between H_ and H . The number log (poi/pli) is

an information number. It provides a measure of



the information for discriminating for Ho and
against H1 which was gained by observing the

random variable, xi.

T(xi) is the log of the ratio of the probability

of the outcomes, denoted by x,, under Ho to the

i

probability of the same set of outcomes under H1
(the log of the likelihood ratio.) Note that if

these probabilities are the same then T(xi)=0,
and this set of outcomes has no discriminating
power for identifying whether records represent
th .

e same unit 1f Pot is larger than Py’ then
The
larger T(xi), the stronger is the possibility

that observation of this set of outcomes indi-
cates that the records represent the same umit.

T(xi) will be positive for that category.

1f P is smaller than Ppy® then T(xi) is

negative. The smaller T(xi), the stronger is

the possibility that this set of outcomes
indicates that the records do not represent the
same unit.

DETERMINING THE CRITICAL REGION

The final part of the matching problem is to

determine cut-off values, c1 and Cys SO that H

is rejected if T(xi) is greater than c

1

2 and Ho

is rejected if T(xi) is less than ce If T(xi)

falls between these two values, the test 1is
inconclusive and the record pair may be subject
to manual follow up.

In standard applications of testing simple
hypotheses, there are only two outcomes: accept
the null hypothesis or reject it. Here, .the
three reglon test comes from the union of two
tests. First, consider a test of Ho vs. Hl'
For a test with significance level alpha, this

leads to the critical region defined by c

the test of H

1

Next, with

consider vs, Ho

1
significance level beta. This

critical region defined by Cye
according to the Neyman-Pearson Lemma, these

tests are the best tests at their respective
significance levels. The first test rejects Ho

leads to a
Individually,

if T(Xi) is less than cl. The second test
rejects H1 if T(xi) 1s greater than eye
Since <y 1s generally less than Cys the union of
these two tests yields the three region test
descri bed above.

This

example.

is 1illustrated below with our previous
In Table IITI the column labeled T(xj)
is the log of the ratio of poj and plj from
Table II, but here the table is arranged so that

the T(xj) are in ascending order. The next to
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last column presents the cumulative probability
under Ho of observing T(xi) less than or equal

to the given T(xj). It is used to specify c

1
In this example, if alpha is equal to .05, then

c, 1s equal to =-1.9. The last column 1is the

1
cumulative probability under H1 of observing

T(xi) greater than or equal to the given T(xj).

It is used to specify c In this example, if

2*

beta is equal to .05 then ¢, is equal to 2.7.

2

TABLE III
THE DISTRIBUTION OF THE TEST STATISTIC

3 n
s T | P | Py | PP i
1 (0,0,0) -9.2  .008 .4703 .0008  1.0004
2 (0,0,)) 4.8 .043 .38 .0151 .53
3 (0,L,0) -3.6 0043 .03 .09  .1453
i (L,0,0) L9 .0068 .08 .0262 0930
5 (0L .0 .0808 .0428 1070  .0682
6 (L0,1) 2.7 1283 0203 .2353  .025%
7 (LLO 38 .0%3 .0028 .27%  .0051
8 (L) 83  .7268 .0023 L0004  .0023

Thus, if alpha and beta both equal .05, we would
classify a pair as a match if we observe vectors
(1,0,1), (1,1,0), or (1,1,1). We would classify

pairs as a nonmatch if we observe (0,0,0),
(0,0,1), (0,1,0), or (1,0,0). If we observed
(0,1,1): agreement on sex and first name, but

disagreement on surname, we would be unable to
classify the pair as either a match or a non-
match,

The test statistic and critical region defined
in this way are the same as those developed by
Fellegi and Sunter (1969), although that paper
also included a discussion of randomization to
achieve the type 1 and type 2 error levels
exactly. They develop the decision rule for
accepting Ho or H1 based on minimizing the

probability of not making a decision. That is:
minimizing the probability that T(x,) falls
between < and <y for a given alpha and beta.

THE POSTERIOR ODDS RATIO

The development presented here and in Fellegi-
Sunter (1969) use the test statistic defined in
equation (l). However, equation (A2) can be
rewritten as

log P(_fx)/P(H, /x,) = log b_,/p,, + log POL)/PG). (2)

Here the log of the posterior odds ratio is
written as the sum of the information number and
the log of the prior odds ratio. Howe and
Lindsay (1981) call equation (2) the "total
weight" for a match, but acknowledge that the
prior odds ratioc is difficult to evaluate. The
most recent papers by Newcombe and Smith include



procedures for estimating the prior odds ratio
in some unique situations (see Newcombe and
Abbatt, 1983 and Smith, Newcombe, and Dewar,
1983). Note that the prior odds ratio reflects
any information avallable regarding the match
status of a given record pair before the attri-
bute comparison. If the prior odds of a match
were the same for each record pair then the test
statistic and critical region for the comparison
of attributes would both be shifted by the same
value. In such a case the inclusion of the
prior odds ratio would not change the outcome of
the statistical test. However, the posterior
odds ratio has the advantage that it can be
interpreted directly as the odds that the record
palr matches,

In the Smith, Newcombe, and Dewar paper, the
prior odds ratio is calculated based on a life
table analysis of the severity of cancer diag-

nosed, an attribute available in the search
file, and the year of the death file being
searched. In their example, the prior prob-

ability of a match is different for each indi-
vidual in the search file and instead of ap-
plying specifically to a record pair, it applies
to the individual record initiating the search
and to an entire one year death file.

INDEPENDENCE OF ATTRIBUTES -- A SIMPLIFYING
ASSUMPTION
In the original pages of this discussion, X, was

defined to be a discrete random variable which
was the intersection of m attribute comparisomns.
If the result of each attribute comparison is

denoted as tj for j=1, ..., m, then x, can be

i
written as the intersection of the t_:

i

X = tlmzn aes (\tm.

1f TR

then equation (1) can be written as:

t, are statistically independent,

).

(e -]

I(o:1;t
1 i

I(o:l;xi) =
Thus, if the set of attribute variables, tj, are

the weights (i.e.,
can be calculated

statistically independent,
the information) for each t

separately, and the overall weight (the informa-
tion contained in the intersection of the tj) is
just the sum of the weights for each tj'

In the previous example, the three attributes
were assumed to be independent., Hence, the
weight for any observed vector can be calculated
as the sum of the information associated with
agreement or disagreement on each attribute.
For example, for x,=(0,1,1) the weight can be
calculated as the sum of the information associ-
ated with disagreement on surname,

T(a1=0) = log (.1/.95) = -3.25;
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the information assoclated with agreement
first name,

on

T(az=1) = log (.85/.1) = 3.09;

and the information associated with agreement on
sex,

T(a3=l) = log (.95/.45) = 1.08.

The sum of these weights is .92, as shown in
Table III for the weight (the value of T(xj))

associated with the observation (0,1,1). Thus,
if it is reasonable to assume that the outcomes
of attribute comparisons for different attri-
butes are statistically independent, then the
calculation of the test statistic is simplified
because the weights can be calculated separately
and summed.

In this example, it is reasonable to assume that
agreement on surname is independent of agreement
on either first name or sex. However, if there
is agreement on first name, it is 1likely that
there will be agreement on sex. Hence, in this
example, the assumption of independence does not
really hold. To incorporate this dependence,
one would need to consider the probabilities
associated with the bivariate random variable.

AN EXAMPLE OF A MULTIPLE OUTCOME COMPARISON

The following is a vastly simplified example of

defining the specific outcomes of attribute
comparison by making use of the values they can
assume, This type of '"frequency" argument

results in lower weights for agreement on common
items and higher weights for agreement on rare
items. It 4s a simplified version of the
treatment of frequencies and error structures
presented in the Fellegi-Sunter paper, pages
1192 and 1193 (pp. 60 and 61 in this volume).

Here, assume that surnames are being compared in
a pair of records. Assume that there are omnly
two frequently occurring names in the file,
"Smith" and "Jones'"; the other names (m of them)
all occurring with roughly the same low
frequency. Thus, we define the following set of
outcomes of the comparison of surname:

"Suith"  1if the two variables agree and both equal
"&uﬂl’"
"Jones"  if the two variables agree and both equal
x = "Jones,"
Yother"  if both variables agree but do not equal

either “Smith" or "Jones,"
"disagree" if the items disagree.

(Note that the set of outcomes defined for item
comparison must specify a partition of the set
of all possible results into mutually exclusive
and exhaustive subsets,)

Further assume that: 1) surnames in the two
files wunder consideration are both random
samples from the same population, and that in
this population, "Smith" occurs with probability
P, "Jones" occurs with probability Pys and each



of the other m error-free names in the file
occurs with probability p ; and 2) the only
errors in the name fields are keypunch errors,
which occur at the same rate, 1%, in both files,
independent of the particular name.

Under H : A pair of records is a match, Names
agree unless there {is a keypunch
error. Thus, the probability of

agreement on Smith is Poy =
pa*(.99)**2 (the of

_probability
observing "Smith"” times the proba-
bility that the value was keypunched
correctly on both files). Similarly,
the probability of agreement on Jones

Poy = pb*(.99)**2, and the probability
of agreement on one of the other names
is p03=p°*(.99)**2. The probability

of disagreement on name when the

record pairs represent the same
= - - -k
individual is Poy 1 P51 Po2 ™Py3

= (1-(.99)%*2)* (p +p, +m*p)
= 1-(.99)**2=,02,

Under H,:

1 The records do not represent the same

individual and any agreement on name
occurs at random. The probability of
agreement with name "Smith" is
(.99%p )*%2; the probability of
agreemént with name "Jones" is
(.99*%p )*%2; the  probability  of
agreement with some other name is
(.99*p°)**2; and the probability of
disagreement on name is
1-.99**2*(pa**2+pb**2+m*p°**2). (Ve

have assumed that the probability that
a keypunch error results in some valid
name is negligible.)

Thus, from equation (1) the weight for the
various outcomes 1is:

If x*=Smith,
T(x*)=log(.99**2*pa/.99**2*pa**2)=log(1/pa).

x*=Jones,
T(x*)=log(. 99**2*pb/ . 99**2*pb**2) =log (llpb) .

x*=other,
T(x*)=log(.99**2%p /. 99**2*p0**2)-1og(1/p°) .

x*=disagree,
T(x*)=log
(.02/(1—*.99**2*(pa**2+pb**2+m*p°**2))).

Newcombe, Kennedy, Axford, and James (1959)
noted that in frequency based matching, if an
item, a, is found in a master file with proba-
bility P> and if the two files being matched

can be viewed as a sample from that master file,
then, when a record pair is a match, the proba-
bility that the items agree and equal "a" 1is

proportional to P,- When the record pair is a

nonmatch the probability is proportional to
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pa**2 with the same constant of proportionality.

Thus, the weight for a match when item a is
observed is log(pa/pa**z) = log(l/pa). This is

illustrated in the example above. Most of the
Smith and Newcombe papers describe calculation
of the weights for agreement on a particular
item as the log of the inverse of the frequency
of occurrence of that item.

The Fellegi-Sunter paper presents a derivation
of the frequency based weights for specific
agreement in the presence of several types of
errors. Their procedure still leads to weights
for agreement of log(l/p ) because, as in the
above example, the errdr terms impact the
probability of agreement under H  and the
probability of agreement under Hl ih the same
way.

VARIATIONS IN PRACTICE

Probabilistic matching techniques (based on the
Fellegi-Sunter paper) have been implemented in
many software systems, including the Generalized
Iterative Record Linkage System (GIRLS) from
Statistics Canada (see Smith and Silins, 1984)
which is now called the Canadian Linkage System
(CANLINK); UNIMATCH from the U.S. Bureau of the
Census (see Jaro, 1972); the Statistical Report-
ing Service's (SRS) Record Linkage System from
the U, S. Department of Agriculture (USDA); and
the California Automated Mortality Linkage
System (CAMLIS) from the University of
California at San Francisco. Work by Rogot
et al. (1983) at the National Center for Health
Statistics has also used probabilistic matching
techniques.

The two major references for this section are a
paper by Howe and Lindsay (1981), which de-
scribes a version of the GIRLS system, and a
number of unpublished papers by Richard Coulter,

Max Arellano, William Arends, Billy Lynch, and
James Mergerson dated 1976 and 1977, which
describe the SRS Record Linkage System. These

two systems were included in this review because
they are applications of a modified Fellegi-

Sunter approach and because the available
documentation was thorough,
The GIRLS system was developed to support

epidemiological research. Thus, it is primarily
intended to link records for a cohort group to
morbidity or mortality data. Attributes avail-
able for comparison usually include first name,

surname, middle initial, sex, date of birth,
place of birth, parents' names and places of
birth., Some of the application-specific items,

such as blocking attribute and definition of
outcomes for attribute comparison, are not fixed
in the system. They can be specified by the
user., In the following, the specific applica-
tions by Howe and Lindsay are described.

The SRS record linkage system is intended to
support development and maintenance of state-
level sampling frames for agricultural surveys.
Here, the primary intent of the linkage system
is to unduplicate a 1list created by merging



multiple 1lists. The most commonly available
attributes are surname, first name, and address.
In addition to the probabilistic matching
procedure, record pairs which have identical
address filelds are reviewed manually to identify
matches. This system is not a general-purpose
matching system. It was developed and 1is used
solely to maintain the USDA frames.

Blocking

In these applications, both systems block first
on surname code -- a variation of the New York
State Identification and Intelligence System
(NYSIIS) code. A surname code is an alphabetic
code designed so that the most similar names and
the names with the most frequently encountered
errors of misreporting will have the same code.
See Lynch and Arends (1977) for a description of
surname codes and the rationale used by SRS to
select the NYSTIS code for their system., I1f the
resultant block size is too big, SRS uses
secondary blocking on first initial and tertiary
blocking on location code. The Howe and Lindsay
application blocks first on NYSIIS code, then on
sex. In neither case are the weights changed to
reflect the impact of blocking.

Weights for Agreement

Both systems make extensive use of frequency-
based weights, and both systems use the files
being matched to calculate the frequencies.
Both systems also assume that these frequencies
include keypunch errors, recording errors, and
legitimate name changes. This is different from
the Fellegi-Sunter approach, which assumed that
the frequencies were based on an error-free name
file.

The SRS approach handles partial agreements by
calculating a weight for agreement omn specific
surname and a weight for agreement on specific
NYSIIS code with disagreement on surname. The
Howe-Lindsay paper extends the accounting for
partial agreement by specifying agreement on
specific first seven characters of surname;
agreement on specific first four characters with
disagreement on the next three characters; and
agreement on specific NYSIIS code with disagree-
ment on the first four characters of surname.
In both systems, pairs with disagreement on
NYSIIS code will never be considered because of
the blocking.

Estimation of Error Rates

Both systems use an iteration scheme to provide
final estimates for the required error rates.
First, initial estimates are provided, a sample
of records is processed through the matching
algorithm, and a preliminary set of matched
record pairs is identified. These pairs are
assumed to be true matches and are used to
estimate the error rates, as discussed below,
These revised estimates for the error rates are
input to the system; the sample is processed
again and the newly matched pairs are used to
reestimate the error rates. The iteration is
continued until the estimates for the error
rates converge.
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The errors are handled in the Howe-Lindsay paper
as transmission rates:

t, = the probability that the first seven

1
characters of surname are equal to the
"true" value;

t, = the probability that the first four
characters are equal to the "true" value
but the next three characters are
different; and

ty = the probability that the surname code is

1"

equal to the “true" surname code, but
that the surnames disagree in the first
four characters.

These transmission rates can be estimated from a
sufficiently large set of pairs which represent
true matches by using the following counts: the
number of pairs which agree on the first seven
characters; the number of pairs which agree on
the first four characters not on the next three,
and the number which do not agree on the first
four characters. The assumption is made that
this set of matched pairs 1s representative of
all possible matched pairs. Note that t, will
be underestimated because of the blocking.

In the SRS system, the error rates used are:
e=

the probability that a name is
misreported or misrecorded

e, = the probability that in a record pair
which does represent the same unit, the
names are correct but different.

These definitlons of the error rates are the
same as those used in the Fellegi-Sunter paper.
The overall weights for specific agreement are
different because the frequencies themselves are
derived under different assumptions, as men-
tioned above. In the SRS system, the error
rates are estimated from the set of palrs which
represent true matches by using: the number of
pairs which have the same name; the number which
have different names; and the number which have
similar names (where "similar" was not defined).
Here, e, will necessarily be underestimated
because "the blocking procedure assures that
records will be compared only if they agree on
NYSIIS code.

The Critical Region

Both systems use an empirical procedure to
determine the critical region. That is, a
frequency distribution of the weights for a
sample of record pairs is plotted, and the
critical values are selected based on the shape
of the curve. As an alternative, the SRS system
also calculates an initial lower critical region
as the sum of the weights for agreement of the
most common surname, first name, and location.
The initial upper critical region is estimated
as the initial lower critical region plus the
weights for agreement on the most common middle
name, route and box number. These calculated
upper and lower regions are used during the



iteration to estimate error rates.
conservative since both are positive.

They are

System Considerations

In the Howe-Lindsay approach, an initial block-
ing and comparison are done before the frequency
based agreement weights are calculated. At this
stage, only weights for disagreement are summed
and as the accumulated weight becomes too
negative, the record pair can be rejected as a
possible match before all attributes have been

compared. With this approach the order of
adding in attributes is important, with those
having the greatest negative welght for
disagreement entering first. If the total

disagreement weight is above the threshold, the
record pair is a possible match. A separate

file 1is created containing those possibly
matched pairs. For each such pair, this file
contains one record with the identification

numbers of the two records, the results of the
comparison of attributes, and the values taken
(if needed for the weight calculation). This
potential linked file is then sent to a separate
subroutine for calculation of the weights.

Grouping

Both systems create groups consisting of all
records which have been linked with each other.
(Here 1linked means that the calculated test
statistic is above the upper critical value.)
As described in the Howe and Lindsay paper, the
group is formed by first taking a single record
and adding to the group any records which have
been linked to it, then adding all records which
were linked to those records, and so on.
Additional subgroupings are considered when two
records from different groups have a weight
between the two critical values.

Interpretation of the groups depends on the
application. In the SRS application, members of
a group could all be duplicates to each other,
In the B8RS system, subgroups are analyzed
manually, In some of the applications described
by Howe and Lindsay, neither input file has any
duplication, and there is at most one matched
record for a given record in the search file.
In this case the groups are analyzed to pick the
pair which represents the most likely match,
usually the pair with the highest weight.

SUMMARY

This paper has described
matching procedures

the probabilistic
discussed by Fellegil and
Sunter (1969) from an information theoretic
point of view. This approach gives additional
insight into the calculation of the posterior
odds ratio as mentioned by Howe and Lindsay, and
as implemented in the recent work of Newcombe
and Smith, Additionally, it has described some
of the differences between two of the major
systems which have been implemented based on the
Fellegi-~Sunter paper. Major differences between
systems are in accounting for partial matches,
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the definition of the error rates, and in the
handling of groups of record pairs which are all
linked to each other. The major differences
between these systems and the Fellegi-Sunter
approach are 1) that these systems base their
frequency counts on files which are acknowledged
to contain errors, and 2) that they use an
empirical procedure to determine the critical
region for the statistical test.
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APPENDIX

This appendix presents a derivation of the test
statistic for determining whether a record pair
is a match or a nonmatch using an information
theoretic approach (see Kullback, 1968).

WHAT IS AN INFORMATION NUMBER?

Given the prior probabilities associated with a
match and a nonmatch, P(H ) and P(Hl)’ we use
Bayes theorem to calculate® the posterior proba-
bilities of H_ and H, based on the observed
attribute comparison, Xt

P(H_/x;) = P(H Y*p_ /(P(H )*p_, + P(H)*p,)
P(Hllxi) = P(Hl)*pli/(P(Ho)*poi + P(Hl)*pli)'
Dividing these gives the posterior odds ratio:
P(H /x,)/P(H /x ;) = P(H )*p . /(P(H )*p, ),
and taking the logarithm (to any base) gives:
log P(H,/x)/P(H, /x,) = log p /o, + log P(H )/B(H,).
(Al)

This is the log of the posterior odds ratio or
equivalently, the log of the posterior likeli-
hood ratio. It can be rearranged to get:

log p/p); = log PG /x,) /PG, /x,) - log B(H )/BH,).
(A2)

This number is the difference between the log of
the posterior odds ratio and the log of the
prior odds ratio. Thus, it provides a measure
of the information for discriminating in favor
of H against H, which was gained by observing
the Pandom variable X

For this reason, the information gained by the
set of outcomes of the attribute comparison, xi,
is defined to be:

I(o:l;xi) = log poi/pli' (A3)

THE MEAN INFORMATION

The mean information for discriminating in favor
of Ho against H1 is- the expected value of

I(o:l;xi) under Ho’ or

I1(0:1) = Eo(log poi/pli)
n
= 121 Poi * 108 Pyy/Pyy- (Ah)

Here Eo represents the expectation under Ho'

Note that the mean information is simply the
expected value of the log of the likelihood
ratio under Ho.



One useful mathematical fact is that I(o:l) is
always greater than or equal to zero, with
equality only when Py = Py for all 1 = 1,
.v.s n. This gives an apprdoach to selecting
between the two hypotheses. Given any sample,
it is possible to evaluate the sampling distri-
bution under both hypotheses, and to calculate
the mean information between the sampling
distribution and the hypothesized distribution.
The hypothesized distribution which was closer
to the sampling distribution, as measured by the
mean information, would be preferred.

THE TEST STATISTIC

When we compare the attributes associated with
any two records, the result is one of the n
possible values taken by x,. We denote this
observed random variable as X*. The probability
of observing x*=xi is Poy under Ho and Py under

Hl. Thus, the sampling distribution of x* is
simply;

= *
i 0 if x* ne xi.

We can write the mean information between the
sampling distribution and Ho as

= % =
Py 1 if x X0 P

ke = =
I(x .Ho) log(l/poi) for x* Xy s

and the mean information between the sampling
distribution and H1 as

I(x*:Hl) = log(l/pli) for x*=xi.
The decision rule, as described in Kullback
(1968, chapter 5), is to pick the hypothesis
which has the smallest mean information relative
to the sampling distribution. That 1s, we
accept the hypothesized distribution which is
closest to the sampling distribution.
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Thus, the procedure would be to accept Ho if
I(x*:Hl)-I(x*:Ho) is positive (or "sufficiently

large.") and accept H, 1f it is negative (or

1
"sufficiently small.™)

This yields the test statistic, T(x*), where
T(x*) = I(x*:Hl)-I(x*:Ho)

= lOg(poi/pli) for x*=xi. (A5)

T(x*) is the log of the ratio of the probability
of the set of outcomes, x*, under H to the
probability of x* under H,. Note that®1f these
probabilities are the same then T(x*)=0, and
this set of outcomes has no discriminating power
for identifying whether records represent the
same unit, If Poy is larger than Pyy» then

T(x*) will be positive for that category. The
larger T(x*), the stronger is the possibility
that observation of this set of outcomes indi-
cates that the records represent the same unit.
1f Poy is smaller than Py then T(x*) is

negative. The smaller T(x*), the stronger is
the possibility that this set of outcomes
indicates that the records do not represent the
same unit.
x) =

Since T(x*) 1og(p°i/pli) with probability Poi
under HO, and with probability Py under Hl’ the
ratio of the probability that x*=xi and the

probability that T(x*) = T(xi) is equal to 1,

Since the ratio of the probability function of

x, and the probability function of T(xi) does

i
not depend on the Poy OF Pyy» T(xi) is a suffdi-
cilent statistic for discriminating between Ho

and Hl.



ADVANCES IN PECORD LINKAGE METHODOLOGY:
A METHOD FOR DETERMINING THE BEST BLOCKING STRATEGY

R. Patrick Kelley, Bureau of the Census

I. INTRODUCTION

The term record linkage, as it will be used in
this paper, is a generic term for any process by
which the set of reporting units common to two or
more files of data is determined.

Historically, government agencies have been
the primary users of record linkage techniques.
The reasons such agencies carry out record link-
age projects are as varied as the purpose and
scope of the agencies themselves. Consider the
following examples:

a) The United States Department of Agricul-

ture uses record linkage to update mailing
lists (see Coulter and Mergerson, 1977).

b) Statistics Canada uses record linkage as a
tool in epidemological research (see Smith,
1982).

The United States Census Bureau uses record
linkage as a tool in coverage and content
evaluation (see Bailar, 1983).

c)

For a more detailed discussion of the history
and and use of record linkage by United States

government agencies see U.S. Department of
Commerce {(1980).
As an area of study, Record Linkage, with

its associated statistical problems, is a special
case of a larger area of concern. This area
makes use of various mathematical and statistical
techniques to study the problems involved in the
classification of observed phenomena.
Discriminant analysis, discrete discriminant
analysis, pattern recognition, cluster analysis
and mathematical taxonomy are some of the specific
fields which study various aspects of the classi-
fication problem. MWhile record linkage contains
its own specific set of problems it also has a
great deal in common with these other fields.
The basic unit of study in the 1inking of two
files F1 and F2 is F1XF2, the set of ordered
pairs from F1 and F2, Given F1XF2, our job is to
classify each pair as either matched or unmatched.
This decision will be based on measurements taken
on the record pairs. For example, if we are link-
ing person records, a possible measurement would
be to compare surnames on the two records, and
assign the value 1 for those pairs where there is
agreement and O for those pairs where there is
disagreement. These measurements will yield a
vector, T', of observations on each record pair.
The key fact which will allow us to link the
two files 1is that T behaves differently for
matched and unmatched pairs. Statistically we
model this by assuming that T is a random vector
generated by P( - | M) on matched pairs and
P{ « | U) on unmatched pairs. Thus, the I value
for a single randomly selected record pair is
generated by pP( « | M)+(1-p) P( -« | U) where p
is the proportion of matched records.
This model for the record linkage problem is
the same as the one used in discriminant analysis.
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In particular, as I is almost always discrete,
the literature on discrete discriminant analysis
is extremely useful (see for example Goldstein
and Dilion, 1978). There are, however, several
areas of concern that seem to be a great deal
more important for record linkage than for the
other classification techniques.

Our topic of discussion in this paper, block-
ing, arises from consideration of one of these
problem areas. That area concerns the extreme
size of the data sets involved for even a rela-
tively small record linkage project. The size
problem precludes our being able to study all
possible record pairs. So, we must determine
some rule which will automatically remove a large
portion of record pairs from consideration. Such
a rule is referred to as a blocking scheme since
the resulting subset of record pairs often forms
rectangular blocks in F1XF2.

The literature on the blocking problem is not
extensive. Brounstein (1969), Coulter and Mer-
gerson (1977) and U.S. Department of Commerce
(1977) contain discussions of the practical as-
pects of choosing a blocking scheme; however,
they provide no general framework within which to
make such a selection. Jaro (1972) provides a
framework for the selection of a blocking scheme
but doesn't discuss the errors induced by block-
ing. Many other papers, particularly those on
clerical matching, contain implicit information
on blocking. But so far there has been no sys-
tematic study of this area.

To provide such a study we begin with the
following three questions:

1) What are the benefits and costs involved

in blocking and how do we measure them?

2) How do we select between competing

blocking schemes? Is there a best scheme?

3) How do the various computing restrictions

effect our blocking scheme selection?

These three questions will serve as a quideline

for our investigation of the blocking problem.

But, before we begin this investigation, we need

to consider some background material on record
linkage.

II. BACKGROUND

Again, our job in Tinking the two files F1 and
F2 is to classify each record pair as either
matched or unmatched. In practice, however, we
usually include a clerical review decision for
tricky cases. So, our set of possible decisions is

Al: the pair is a match
A2: no determination made -
review
A3: the pair is not a match.
Now, consider the class of decision functions
B( » ) which transform our space of comparison
vector values, elements of which we will denote
by ¥, to the set of decisions {A1,A2,A3}. Given

clerical



two or more decision functions in this class, what
criterion will we use to choose between them?

In Fellegi and Sunter {1969) the argument is
put forward that, as decision A2 will require
cgstly and error prone clerical review, we should
pick a decision procedure which will minimize the
expected number of A2 decisions while keeping a
bound on the expected number of pairs which are
classified in error. Since the unconditional
distribution of the comparison vector is the same
for any randomly chosen pair, this reduces to
picking that decision procedure which will mini-
mize P(A2) subject to P{Al|U)}<= u and P(A3|M)<=A,

Given that you know P( - |M) and P( ju),
Fellegi and Sunter prove that the decision pro-
cedure which solves this problem is of the form

A3 if 2{y) <= t1
(1) D(y) = {AZ if tl < &(y) < t2
Al if 2(y) >=t2
where £(y) = P(y |[M)/P(y |U), t1 is the largest

value in the range of 2(+) for which P{A3|M}<= )
and t2 is the smallest value in the range of £(-)
for which P(A1/U) <=wu .

It is this decision procedure that forms the
basis for our study of the blocking problem.

ITI. MEASUREMENT OF THE COST AND

BENEFIT OF BLOCKING

In the past sections we have outlined the more
general aspects of record linkage and defined the
blocking problem. In this section we will discuss
blocking in the context of the decision procedure
given in section II.

We base our general blocking strategy on the
fact that the proportion of matched pairs in F1XF2
is small. So we will concentrate on blocking
rules in which the pairs removed by the rule will
be assigned the status of unmatched.

Fellegi-Sunter (1969) provides a formal model
for blocking. This model defines a blocking
scheme to be a subspace, say I'*, of the compar-
ison space. Xelley (1984) provides a preliminary
study of selected methods of measuring cost and
benefit. The method found to have the most
intuitive appeal is one that is based on the
following amended decision procedure:

A3 if 2(y) <= tl ory € TI*C

(2) 0'(v) = {Az iftl < 2{y) <t2and y e T*

Al if 2(y) >= t2 andy e T*

A Venn diagram of this situation is given by

I I\
[T T AT T T T
FHIIYTIFTTT 111117
v S2* S > /17171
1t 11117/
v 11171/
rrrnnvnnininnnni
|====83wmmun | =amm-e §2-mw|=am=S)emmcmacan |
t1 t2

where S3* is represented by the shaded region.
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In this design Si and Si* are the regions of T
values for which we make decision Ai under
decision functions given by (1) and (2), respec-
tively.

The error levels for this amended decision rule
are given by
P(S3* | M) = P(S3 | M) + P(S3* - S3 | M)

=X + P(S3* - 53 | M).
and
P(S1* | U) = P(S1 | U) - P(S1NnS3* | U)

= - P(SLNS3* | V).

These equations give us a means to compute a cost
incurred by blocking on the subspace I'*, namely,
P(S3* - S3 | M), the increase in probability of
a false nonmatch. The benefit gained from block-
ing on T* takes the form of a decrease in the
number of pairs which will have to be processed.
We will measure this benefit by the uncondition-
al probability that a randomly chosen record
pair yields a r vector in the block.

Now, given two blocking schemes which both
have cost less than or equal to a fixed amount,
the preferred scheme is the one with greatest
benefit. Thus, we define the best blocking
scheme to be that scheme which minimizes p(r*)
subject to P(S3”-$3|M) <= w, where w is an inde-
pendently determined upper bound on blocking
costs.

IV. COMPUTING THE BEST BLOCKING SCHEME -
THE ADMISSIBILITY CONCEPT

Since the comparison vector is discrete, the com~
putation of the best blocking scheme will require
a comparison of all competing schemes. So, it's
in our best interest to reduce the number of
competing schemes. To make this reduction we note
that if r1* and T2* are two competing schemes
such that T1* is a subset of T2* then Trl* is
uniformly better than r'2*. So, we can remove
r2* from the set of competing blocking schemes.
The following definition formalizes this example:

I'* will be said te be an admissible
blocking scheme at w = w0 if
a) P(S3* - 83 | M) <= w0 and
b) for every TI** that is a subset of I'*
P{S3** - S3 | M) > w0.

The concept of an admissible blocking scheme
given by this definition is analogous to the con-
cept of an admissible decision procedure. It
serves to reduce, hopefully to a reasonable size,
the number of blocking schemes competing for
best. But, unfortunately, when actually applied
to the task of computing the set of admissible
blocking schemes, this definition is very cumber-
some. The following lemma gives necessary and
sufficient conditions for admissibility which are
more favorable to algorithm development:

Lemma 1:

r* is admissible at w = w0 if and only if
r* 1 S3 =P and

P(Y|M) > wd - P(S3*-S3|M) > o for all v in r*,



Proof:

If T* is admissible then P(S3*-S3|M) <= wO.
Further, for I**= I'* - {y} we have P(S3** - S3|M)
> w0, But S3** - S3 = (S3* - $3) U ({y}-53). So,
P({v}-S3|M) + P(S3* - S3[M) > wO.

From this relationship we see that if y is in
S3 then P(S3*-S3[M) > w0; thus, I*NS3 = . So
we have P(y|M) > wD - P(S3*- S3|M) for all vy in I'*,

Conversely, we first note that P (S3*-S3|M)

<= w0. Next, let I'' be a proper subset of I'*
then T' is a subset of TI*- for some Y .
So, P(S3'-S3|M)> = P(S3*-S3|M) " + P({y]-S3{M).
Thus, we have P(S3'-53|M) >= P(S3*-S3[M) +

P{Y|M) > w0. Hence, T'* is admissible.

Now, in theory, we can use the resuit of lemma
1 to compute all admissible schemes. However,
since the minimum number of dimensional T vector
values is 2**n, we would have to generate and
classify on the order of 2**(2**n) subsets.

For n=5 this yields . 4,294,967,300 subsets,
which is clearly too large for practical consi-

deration. So, while the admissibility concept is
helpful in reducing the number of competing
schemes, it hasn't served to provide us with a

practical algorithm for the computation of the
best biocking scheme. In the next section, we
will give more attention to the development of
such an algorithm.

V. IMPLEMENTATION CONSIDERATIONS

The previous section provides a general frame-
work for studying blocking; however, it doesn't
give us much insight into the practical side of
determining a block of records for possible
linkage. If we keep in mind that I/0 and com-
puting the comparison vector are the bhiggest
consumers of time in the linkage operation we see
that admissible blocking schemes that require the
computation of a I' vector value for each record
pair are not practical. Thus, though a scheme
might be theoretically admissible it might not be
feasible.

One solution for this problem is to block by
using certain fields on the record (such as soun-
dex code of surname or address range) as sort
keys. The blocks would be determined by those
record pairs with equal keys. Thus, the match
status of unmatched pairs would be implicitly
assigned to all record pairs with unequal keys.

Restricting our study to blocking schemes
which are determined by sort keys implies that
the comparison vector we want to use will consist
of dichotomous components measuring agreement on
the record identifier fields. We will further
assume that the components of the comparison
vector are stochastically independent for both
matched and unmatched record pairs.

Now, letting mi = P(ri=1|M), ui=P(ri=1{u) and
T* be the blocking scheme determined by sorting
on components 1il,...,ik we have the following
result:

Lemma 2:

Suppose that mi>1/2 and ui<mi for all i then T'*
is admissible at wO if and only if
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a) w0 - P(S3*-S3|M) »>= 0

b) P(y*|M) > Max {t1P( v*|U),
w0 - P(S3*-S3|M)},
where Y* is such that yil* = 1,..., vik* = 1,
yik+l* =0, ..., vyip* = 0.
Proof: )
First suppose that T* is admissible at w0

then conditions a) and b) follow directly from
Jemma 1 and the fact that P(y|M) > t1 P(¥|U)
for all v in S3€.

Now, to establish the converse we first note
that, since mi > 1/2 for all i, P(y*|M) =
min P(y|M). So P(Y|M) >w0 - P(S3*-S3|M) >= 0
YET*
for all y in T*. Next we need to prove that I'*N
S3 = §. To prove this we note that ui < wmi
implies that mi/ui > (l-mi)/(1-ui). So, P(y[M)/
P(Y|U) > P(y*|M)/P(y*|U) for all v in I'*. Thus,
r*NS3 = . The converse follows from lemma 1.

In comparing lemma 2 with lemma 1, we see that
lemma 2 has a definite computational advantage
above and beyond the reduction in competing
schemes gained by restricting attention to those
schemes based on sorting. That advantage lies
in the requirement to check for admissibility at
only one point in the blocking scheme, namely
y*, This results in tremendous savings in com-
puting time and simplifies algorithm construc-
tion and coding considerably. In the next
section we apply lemma 2 to a simple numeric
example.

VI. AN EXAMPLE

As an example, let's consider matching two
files of records based on the identifiers surname,
first name, and sex.

Suppose we have determined beforehand that,

for surname ml = .90 and ul = .05,

for first name m2 = .85 and u2 = .10,

and for sex m3 = ,95 and u3 = .45.
Retaining the assumption of the previous
section our discriminant function is given by

3
Liy)= 1n2(1(y)) =) {vi 1n2 (mijui)
i=1  +(1l=yi) 1n2 ((1-mi)/
(1-ui})].

To compute the Fellegi-Sunter decision proce-
dure we first compute L for each agreement pattern
and then we order the patterns on increasing L.
The following table gives the results of this
operation:

One minus

Pattern Sum of P(+[M) | sum of P(+|U) L

(0,0,0) .00075 .52975 -9.29
(0,0,1) .01500 .14500 -4.76
(0,1,0) .01925 .09275 -3.62
(1,0,0) .02600 .06800 -1.87
(0,1,1) .10675 .02525 .92
(1,0,1) .23500 .00500 2.67
(1,1,0) .27325 .00225 3.79
(1,1,1) 1.00000 0.00000 8.34




Using this table it is clear how one would
compute t1 and t2 for given X and u .

For example, if we let A = .05 andu = .05
then t1 = -1.87 and t2 = 2.67. The actual values
of A and u are .026 and .02525, respectively.
We will use this decision procedure to discuss
the blocking problem.

Consider our space of admissible blocking
schemes based on sorting. We note that since no
single component blocking scheme is admissible,
we have a total of four schemes to test. Now,
for convenience let Bl denote blocking on surname
and first name, B2 denote blocking on surname and
sex, B3 denote blocking on first name and sex,
and B4 denote blocking on all components.

The following table gives the information
necessary to determine the admissibility of Bi:

values of w0 for
. which Bi is
Bi {P(S3*-S3|M) P(y*|M) admissible
B1 .209 .03825 .209 < w0 < .24725
B2 .119 .12825 119 < w0 < 24725
B3 .1665 .08075 .1665 < w0l < ,24725
B4 .24725 .72675 .24725f5 w0 < ,974

Before we go on it is interesting to note that
the minimum w0 value for which any of the Bj is
admissible is ,119, Thus, the minimum loss we
can incur by blocking is an dincrease in false
non-match probability of .119.

Looking at the admissible blocking schemes as
a function of w0, we have the following:

1. For .119 < w0 < .1665 B2 is admissible,

2. For .1665 < w0 < .209 B2 and B3 are admis-
sible.

3. For .209 < w0 < .24725 B1l, B2, B3 are
admissible,

4. For .24725 < w0 < .974 B4 is admissible.

Now, to compute the best admissible blocking
scheme we must determine which of the competing
schemes has the smallest probability of occur-
rence. The probability of occurrence of schemes
Bi, say P(Bi), is given by pP(Bi|M)+(1-p)P(Bi|u),
where p 1is the proportion of matched record
pairs. Thus, in general, the best admissible
scheme will be a function of p.

To compute the best blocking scheme for cases
2 and 3 consider the following table:

P(Bi|M)  P(Bi|U)
Rl | .765 .005
B2 | .855 .0225
B3 | .8075 .045

So, for case 2, B2 is the best blocking scheme
for values of p <= ,3214 and B3 is the best block-
ing scheme for p > .3214. For case 3, B8l is
uniformly the best blocking scheme.

At this point, we have demonstrated how to
select the best blocking scheme for a fixed value
of wO. But it still is unclear how one would use
this information to actually make a decision about
which scheme to use. To study this question let's
consider the nature of such a decision. To select
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a blocking scheme we need to baltance the cost with
the overall benefit. Let's redo our example this
time for several different values of w0 and com-
pare the benefits for the resulting schemes.
The following is the first part of the list of
the best blocking schemes for all values of w0.
This 1ist is presented in increasing order of wO.
The expected benefit, in terms of the percent of
F1XF2 that would be examined, is given for each
scheme. To compute this benefit the approximate
sizes of F1 and F2 are required. We used F1l size
= 200,000 and F2 size = 100,000 in this example.
1. Admissible blocking schemes at w0=0.0492501
are as follows:
The scheme determined by sorting on sex.
The expected percent of the cross product of
this blocking scheme would examine is
bounded above by 45.00005%.
Admissible blocking schemes at w(0=0,0992500
are as follows:
The scheme determined by sorting on surname.
The expected percent of the cross product
this blocking scheme would examine is bound-
ed above by 5.00009%.
3. Admissible blocking schemes at w0=0.1442501
are as follows:
The scheme determined by sorting on surname
and sex.
The expected percent of the cross product
this blocking scheme would examine is bounded
above by 2.25008%.
4, Admissible blocking schemes at

are as follows:

~N
.

w0=0.149250

The scheme determined by sorting on first
name,

The scheme determined by sorting on surname
and sex.

Of these, the best blocking strategy, as a
function of the proportion of matched pairs,
is as follows:

For p=0.000000000 to p=0.939394700 sort on
components surname and sex.

For p=0.939394700 to p=1.000000000 sort on
components first name.

The expected percent of the cross product
this blocking scheme would examine is bound-
ed above by 2.25008%.

To use this list for decision-making purposes
one would have to have some idea about how much
data they can afford to look at and how large a
false non-match rate they could tolerate. For
example, in lookina at the scheme determined by
sorting on sex, we have a small (thouah maybe
not small enough) w0 value but the number of
record pairs we would have to look at would be
around 9x10**1Q, which is clearly not feasible.
Sorting on surname has a slightly higher w0
value, but reduces the number of records to
10**10. If we are willing to accept an even
higher w0, then we can sort on surname and sex,
which further reduces the number of record pairs
to 4,5x10*%*9,

Another important piece of information that we
shouldn't overlook is the number of record pairs
we can hold in memory at any one time. We don't
want to select a blocking scheme for which the
individual block sizes are too large, So not
only is the total number of pairs in the block
important but so is the number of states of the
sorting variable and the distribution of that



variable over those states.

VII. SUMMARY

The blocking problem is intrinsic to record
linkage. As such, before a 1ink between files is
attempted a decision must be made concerning the
appropriate blocking method.

In this paper we study this decision, along
with its costs and benefits, through the record
linkage methodology developed in Fellegi and
Sunter (1969). This methodology applies classic
decision theory technigues to the record linkage
problem, constructing the optimum classifer under
a2 loss function analogous to that of hypothesis
testing.

The result of our study is a method which can
be used to balance the cost and benefit of block-
ing. This method involves maximizing benefit
subject to an upper bound on cost. The measure-
ment of cost and benefit is based on the Fellegi-
Sunter method and, as such, makes use of a
similar loss function.
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DISCUSSION

E1i S. Marks, Consultant

WINKLER
This paper discusses Bill Winkler's
presentation on "Preprocessing of Lists and

String Comparison."
Key factors in "Preprocessing of Lists" are:

1. The objectives of the system and the
costs of various levels and types of
matching error.

2. Costs of attainina a given matching
accuracy Tlevel by preprocessing vs.
other alternatives (e.g., suitably
tailored "tolerances").

3. The nature of the matching system--
manual, computerized, "mixed," etc.

4. How preprocessing is performed.

1. Objectives

The objectives of the system and the costs of
matching error are intimately related. For
example, if the objective is to estimate under-
coverage of the U.S. census in each state,
city, county, township, place, etc. for
purposes of allocation of representation in
Congress and state legislatures, city/county
councils, etc. and for allocating federal and
state funds to state and local jurisdictions, a
uniform level of matching error everywhere is
more important than the absolute level of
matching error. Thus, preprocessing may have
little value if its effect is to reduce the
different types of matching errors by the same
percentages in all jurisdictions. On the other
hand, if preprocessing reduces urban matching
error more than rural, it may be desirable or
undesirable, depending upon whether the level
of urban matching error without preprocessing
is greater or less than the level of rural
matching error without preprocessing.

2. Alternative Techniaques

The objective of preprocessing (i.e., re-
duction of matching errors) can be attained by
other means (e.g., the prescription of matching
"tolerances"); and these techniques may cost

less than preprocessing. For example, soundex
coding is a form of "matching tolerance." That
is, all disagreements of vowels and some

disagreements of consonants are ignored in
determining whether a pair of records match on
the soundexed "identifier." One can, in fact,
combine some preprocessing with tolerances
(and, perhaps, other error-reducing techniques)
to get a more efficient matching system than
either can give alone. For example, one can
prescribe  standard abbreviations for the
address suffixes "Avenue," "Street," "Road,"
“Drive," "Place," "Boulevard," etc., but also
provide that an address match where the
suffixes differ will be accepted unless there
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is another address match where the suffixes
agree. For example, "Sutton Drive" would match
“Sutton Road" unless either file contains both
"Sutton Road" and "Sutton Drive."

Standard spelling of name and address may be
achieved more accurately and more cheaply by
controlling data collection, recording and
"keying” (to put the data in machine readable
form) than by preprocessing. This would, for
example, avoid most of the errors of pre-
processing by ZIPSTAM exhibited by the examples
shown in the paper. Preprocessing errors can
also be reduced or eliminated by other means,
such as the clerical insertion of distinctive
symbols to designate components of name and
address, as outlined in Section 4 below.

It should be noted that selection of an

"optimum  matching  strategy" is heavily
dependent upon the typels) of matching
system(s) considered and that the choice of

type of matching system s a vital part of the
determination of “"optimum matching strategy."

3. Kind of Matching System

The paper by Winkler notes that matching

systems can be manual or computerized and
implies that preprocessing 1is 1largely un-
necessary for manual matching systems. I think

his suggestion that individuals can usually
determine accurately whether a pair of name and
address records is actually a match or nonmatch
is somewhat optimistic. Individuals can make
this determination (so can a computer system),
but how accurately depends on the kind of
system. The great advantage of a competent
human matcher operating in a properly “designed
match1n$ system 1s the wuse of Judgmental

ex y, provided, of course, he or she has
good judgment and the matching rules permit him
(her) to use that judgment (and I have seen
many sets of matching instructions which do
not). The great disadvantage of a well-
designed manual matching system with competent
matchers is the human matcher's slowness and
the inevitable drop in efficiency in operating
in a system which requires examining large
masses of records; and not in lack of clear
decision rules, inconsistency of application of
decision rules, and nonreproducibility of
results. A1l of the latter do occur, but can
be adequately controlled in a well-designed
matching system (although it is not easy!).

However, humans cannot match the forte of the
computer--its speed in examining large masses
of data.

The solution to this problem is to let the
computer do what it does well and let humans do
what they do well, That is, design a mixed
computer-human system, 1in which the computer
handles the large mass of cases which can be
classified as positive 1links or positive
nonlinks, on a mechanical, vroutine basis.
Carefully trained and well-motivated humans
could then try to match the remaining cases,



using a ‘"computer-interactive" system, where
the human would specify a small c¢lass of
possible matches and the computer would display
the records in this class, until a positive
link was found or there was adequate evidence
that no such link existed.

4, Techniaues of Preprocessing

Certain elements of preprocessing will
unguestionahly be valuahle in any computerized
matching  system. In  particular, it s
important to develop some method so that the
computer can aquickly and accurately identify
the various elements of the name and address:
surname, bhouse number, street name or number,
first name, and the conventional prefixes and
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suffixes to name and address. If this involves
elaborate manual rearrangement and keying of
the name and address, substantial error is
1likely to be dintroduced, possibly as much as
the preprocessing removes. The examples in the
paper suggest that unaided computer formatting
is also likely to introduce as much error as it

removes. A solution may be something used in
one of the earliest ({1956) computerized
matching systems, where <clerks inserted a
distinctive and computer-readable symbol in

front of the components of name and address to
be wused in the matching; e.g., * before
surpame, # before house number, % before street

name, $ before P. 0. hox number, @ before
title, etc. After appropriate codes were
placed in fixed fields, the symbols were

deleted from the computer records.



DISCUSSION

Benjamin J. Tepping, Westat, Inc.

The papers by Kirkendall and Kelley contain
much interesting material, with some of which I
must take issue.

The Fellegi-Sunter model, on which these
papers are based, recognizes that there are
three possible outcomes, but (it seems to me)
uses the wrong utility function. To simply
minimize the probability of subjecting a case
to cleric2l review conditional on bounds on the
probabilities of erroneous matches and errone-
ous nonmatches ignores important facts:

(a) the value of an erroneous match is, in
many (or perhaps most) applications,
quite different from the value of an
erroneous nonmatch;

{b) the cost and the probability of
misclassification associated with the
clerical review should be taken into
consideration,

We do not necessarily want to minimize the

number of clerical reviews. We do want to
maximize the value of the record linkage
operation. This implies that one must not only

determine the costs of the various components
of the operation, but must also set values on
the possible outcomes. An illustration of this
approach 1is the application of a theoretical
model of record linkage to the Chandrasekar-
Deming technique for estimating the number of
vital events on the basis of data from two
different sources. This was published in the
Bureau of the Census Technical Notes No. 4, in
19 1],

It appears that neither author is aware of my
paper [2] in JASA in 1968 in which is presented
a model for the optimum linkage of records.

The authors treat the problem as an exercise
in the testing of hypotheses. I think it is
preferable to regard it as a problem of
decision making, subject to a utility function
which depends upon the state of nature. In
these applications, the three possible de-
cisions are to call the pair of records being
compared a match or a nonmatch, or to make some
kind of further investigation before deciding
on a classification. That investigation may

consist simply of subjecting the records to
personal scrutiny or may dJnvolve seeking
additional data. The utility function would

specify a gain or loss for each of the possible
decisions, conditional on whether the pair is
in fact a match or a nonmatch.

Kirkendall's examples also ignore the problem
of fixing the values of the probabilities of

errors of the first and second kinds. Those
probabilities should not be arbitrary. Any
solution of the problem should depend upon

evaluation of the loss or gain of alternative
decisions as well as on the cost of non-
decisions--e.g., vresort to other means of
arriving at a decision,

Kirkendall's first illustration assumes inde-
pendence, both under Hq and under Hy . In the
real world, this assumption may be far from
true. For example, under either of the
hypotheses Hy or Hy , an agreement on first
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name would 1increase the probability of an
agreement on the item sex--two records both
giving the first name as "Nancy" are not likely
to indicate different sexes. Presumably the
lack of independence could be treated as in her
example of cancer patients, essentially by
dividing the First Name item into two items:
one for cases in which both records show the
sex as male and one for cases in which both
records show the sex as female. This comment
also applies to Kelley's numerical example, in
which independence of these components is
assumed.

As is pointed out by Kelley, the 1literature
that gives advice on the choice of blocking
schemes is not extensive. Yet practical
problems make blocking of the files being
compared essential, and Kelley's work should
contribute to the dimprovement of blocking
designs. He does take account of costs, by
considering both the decrease in operational
costs, because blocking reduces the number of
comparison pairs, and the increase in the
probability of an erroneous nonmatch as a
result of blocking. (I note, however, that he
does not use the fact that the probability of
an erroneous match decreases as a result of the
blocking.) His numerical examples illustrate
that the choice among competing admissible
blocking schemes involves the implicit assign-
ment of relative values to an increase in the
probability of erroneous nonmatches and a
decrease in the number of comparisons. In
practice, no doubt, a similar implicit as-
signment of values to an erroneous match, an
erroneous nonmatch and a case referred to
personal review is made in order to fix the
values of the parameters » and u  of the
Fellegi- Sunter model.

I think there is difficulty with the applica-
tion of Kelley's Lemma 2 to the determination
of a suitable blocking scheme even after
dealing with the lack of dindependence of the
components of the comparison vector. It seems
that a choice must depend, among other things,
on a knowledge of the probability, given that
the pair is a match (or a nonmatch), that there
is agreement between the units of the pair on
specified components of the comparison vector.
Estimates of such probabilities must ultimately
depend upon extensive empirical investigations,
although such estimates seem often to be made
on the basis of assumed models.
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REJOINDER

William E. Winkler, Energy Information Administration

Eli Marks' comments provide a valuable per-
spective to the overall objectives of matching
procedures.

Just as the Fellegi-Sunter matching procedure
contains computerized (automatic designation of
matches and nonmatches) and manual (review of
records designated for further manual followup)
components, so does preprocessing contain com-
puterized (minor reformatting, spelling
standardization, string comparison) and manual
(keypunch/transcription, major reformatting)
components.

The respective roles of the two components
are best exemplified by Newcombe et al. (1983,
1959, 1962)., Newcombe's view is that computer
procedures should be developed for the most
routine and repetitive tasks. As knowledge of
the characteristics of address files and coding
techniques 1increases, computerized procedures
can replace greater proportions -- possibly all
-- manual components.

It is my experience that reasonably designed
manual procedures are difficult and expensive to
implement. This 1is because of high turnover
rates and the necessity of training and con-
stantly supervising personnel performing manual
processing. Computerized procedures can have
the benefit of being more cost-effective, con-
sistent, and reproducible.

Both Marks and I note that the Census
Bureau's ZIPSTAN software -- which is designed
for files of individuals -- induced minor errors
in files of businesses. In Winkler (1985), I
show that ZIPSTAN's identification of address
subfields can yield substantial improvements in
the discriminating power of the Fellegi-Sunter
matching procedure.

The cost in using ZIPSTAN was a few days of
my time installing it, The alternative would
have been to do nothing or develop manual pro-
cedures, set up computer files suitable for
manual review, train individuals in computer
login and manual review procedures, and have the
individuals perform the review. Marks notes, if
identifying individual subfields of the name and
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address involves "elaborate manual rearrangement
and keying ..., substantial error 1is likely to
be introduced, possibly as much as preprocessing
removes."

I strongly agree that our understanding of
"matching tolerances" needs to be improved. The
purpose of my discussion of string comparators
was to show the limitations of tolerances such
as SOUNDEX, particularly SOUNDEX abbreviationms
of surnames used as sort keys during the
blocking stage of matching. For files of
businesses, I show (Winkler, 1985) that indi-
vidual sort keys are generally not suitable for
creating blocks containing most matched pairs.
My solution is to apply independently multiple
sort keys.

String comparison metrics, such as Jaro's
string comparator, can only be efficiently used
during the discrimination stage because they
involve the comparison of corresponding strings
from pairs of records. In my view, they offer
the best opportunity for developing tolerances.
How such tolerances fit in the framework of the
Fellegi-Sunter model needs to be described and
quantified.
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REJOINDER

R. Patrick Kelley, U.S. Bureau of the Census

Let me start my rejoinder by saying that I
find Dr. Tepping's comments both dinteresting
and helpful. The main criticism of my paper
given by Dr. Tepping is my choice of the
Fellegi-Sunter model as a basis for blocking
research. As such, this exchange is simply
another in a long debate over the handling of
clerical costs and errors.

I have been aware of, and admired, Dr.
Tepping's work on record linkage for gquite some
time. From a theoretical point of view, the
utility theory approach is a fascinating one;
however, clerical operations are hard to con-
trol and empirical investigations of clerical
error rates and costs are data dependent. This
makes estimates of the parameters in Dr,
Tepping's model hard/expensive to obtain and
highly variable,
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Due to these facts, it is my opinion that the
Fellegi-Sunter model provides the best general
foundation for record 1linkage research and
development. Methods which account for
clerical costs should be used only after there
have been several linkage projects run on data
from the same source, using the same record
linkage system.

Dr. Tepping also commented on the assumption
of independence between comparison vector
components, the difficulty of estimating, the
difficulty of estimating model parameters, and
the potential sensitivity of linkage error
rates to errors in those parameter estimates.
These comments are well placed, and 1 am con-
tinuing work on the blocking problem in an
attempt to strengthen the results of this paper.



PROPERTIES OF THE SOCIAL SECURITY NUMBER RELEVANT TO ITS USE IN RECORD LINKAGES

Thomas B. Jabine, Consultant, Committee on National Statistics

Linkage of records from two data systems is
aided greatly by the presence in both systems
of the same numeric identifier, for example,
the social security number (SSN) for persons or
the employer identification number (EIN) for
businesses. When matching variables for two
records are compared, agreement on such numeric
identifiers is usually given a large weight in
deciding whether a true match exists.

Because of their importance for record
linkage, it 1is important to have complete and
current information on the relevant properties
of each of these numeric identifiers. Such
properties include: coverage, general structure
and method of issuance, information content,
and appropriate methods of validation. Proper-
ties relevant to sample selection using numeric
identifiers are also of interest, since many
record-linkage studies are based on a sample
from one of the data systems.

This paper provides a description of the
properties of the social security number (SSN)
that are relevant to its use in record link-
ages. The description should be regarded as a
first draft and readers are urged to suggest
corrections and additions.

If this description of the SSN proves use-
ful, it is suggested that the Administrative
Records Subcommittee of the Federal Committee
on Statistical Methodology make arrangements
to: (1) prepare and disseminate descriptions,
using the same format, of other commonly used
numeric identifiers, such as the EIN and the
unemployment insurance number, and (2) update
the descriptions periodically and whenever
significant changes occur.

Special thanks are due to Richard Wehrly of
the Social Security Administration for provid-
ing information used in developing the SSN
description. However, any errors are the sole
responsibility of the author and readers are
cautioned that the description of the SSN has
not been officially reviewed by the Social
Security Administration.

NUMERIC IDENTIFIER DESCRIPTION

1. Name of identifier

The social security number (SSN).
2. Administrative uses

SSNs were issued initially so that earnings
of persons in jobs covered by the social

security retirement program could be reported,
by their employers, to the Social Security
Administration (SSA) and «credited to the
persons accounts for subsequent use in deter-
mining benefit eligibility and payment amounts.

An early decision was made to use SSNs as
identifiers in the State-operated unemployment
insurance programs. No other significant uses
developed until 1961 when the Internal Revenue
Service, after discussions with SSA, decided to
use the SSN as a taxpayer identification number.
After implementation of this decision, other
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uses by Federal and State governments followed
rapidly, and the SSN is now widely used as an
identifier for workers, taxpayers, drivers,
students, welfare beneficiaries, civil ser-
vants, servicemen, veterans, pensioners and
others (HEW Secretary's Advisory Committee,
1973).

Legal Jjustification for use of the SSN as
an fJdentifier by Federal agencies comes from
Executive Order 9397, issued in 1943, which
directed Federal agencies to use the SSN when
establishing a new system of permanent account

numbers. The Privacy Act of 1974 placed some
restrictions on use of SSNs by Federal, State
and local government agencies, but uses

formally established prior to January 1, 1975
were not affected and these restrictions have
had only a minor effect on widespread admin-
istrative use of the SSN by governments and
private organizations (Privacy Protection Study
Commission, 1977).

3. Coverage
a. Units.--SSNs are issued to persons.

b. Tegal coverage provisions.--An SSN will

be issued to any United States citizen wupon
application and presentation of acceptable
evidence of identity. Foreign nationals

legally present in the United States will be
issued SSNs if legally entitled to work or if
they have an acceptable "nonwork reason" for
needing an SSN, e.g., the need for a taxpayer
identification number.

A1l persons with Federally taxable income
and their spouses are required to obtain SSNs
for use as taxpayer identification numbers.
SSNs are also required for many types of
benefits and for other purposes: social secur-
ity, driver's license, welfare benefits, voter
registration, participation in scholastic
aptitude testing programs, etc. For some of
these, requirements vary by State.

¢. Volume and characteristics of issuance
to date.--S5Ns were first 1i1ssued 1n November
1936." By the end of 1975, over 235 million
SSNs had been issued and there were an esti-
mated 180 million living SSN holders (Social
Security Administration, 1981b). As of the
close of 1983, approximately 287,083,000 SSNs
had been issued. It is estimated by SSA that
there were 204,760,000 living SSN holders at
the end of 1981. When SSN holders die, their
SSNs are not reissued to other applicants.

The table in Attachment A shows the number
of SSNs issued annually, by sex of applicant,
through the end of 1979. Following the large
number of issuances in the first 14 months
{(November 1936 to December 1937}, the volume of
annual issuances has fluctuated for a variety
of reasons, with a tendency to increase in
recent years as coverage of SSA benefit pro-
grams and the use of SSNs for non-SSA programs
has expanded. Today most of the SSNs are
issued to applicants under 20 years of age. In
1979, 62.8 percent of the SSNs were issued to
persons under 15 and another 26.2 percent to




persons between 15 and 19 (Social
Administration, 1981b).

From time to time, surmame counts based on
the first six characters of the surname are
made from SSA's account number files. Kilss
and Tyler (1674) show the rankings of common
surnames based on 1964 counts. Based on a 1974
tabulation, the ten most common surnames were:

Smith

Johnso(n)
Willia(ms)(mson)
Brown

Jones

Miller

Davis
Martin{ez)(son)
Anders(on)
Wilson

The 1letters in parentheses following some
names are intended to show the more common sur-
names that have these first six characters.

d. Uniqueness, stability.--Until 1972,
applicants for SSNs were not asked if they had
already been issued numbers, nor were they
asked for proof of identity. As a result many
persons now have more than one SSN (Privacy
Protection Study Commission, 1977). As of
1973, it was estimated that 4.2 million persons
had two or more SSNs (HEW Secretary's Advisory
Committee, 1973). More recent estimates are
not available. Today, intentional issuance of
multiple numbers to the same person 1is per-
mitted only in exceptional circumstances,
generally involving national security or the
protection of the person in question.

In most cases where a person is known to
have more than one SSN, SSA's computerized SSN
files contain a record for each of his or her
SSNs and cross references 1linking all of the
SSNs.

Sometimes more than one person uses the
same SSN. Some reasons why this happens are
discussed in item 8b. Estimates of the fre-
quency with which this occurs are not readily
available, but it is believed to be much Tless
prevalent than issuance of multiple numbers to
the same person (HEW Secretary's Advisory Com-
mittee, 1973).

4, General structure and information content

The social security number has nine digits
arranged as follows: 000-00-0000, The first
three digits are called the area number, the
next two are the group number, and the last
four are the serial number. There are no check
digits. The serial number provides no informa-
tion about the person to whom an SSN has been
assigned; however, the area and group numbers
do contain a limited amount of information.

The area number, digits one to three of the
SSN, carries some information either about the
SSN holder's occupation or his or her place of
residence at the time the number was issued.
For the ranges of area numbers used to date,
the information content is as follows:

(1) Area numbers 001 to 626. With a few

Security

exceptions, each of these area numbers has
been assigned to a single State, one or
more to a State. For most SSNs, the area

number indicates only the SSN holder's
State of residence at the time of issuance,
as derived from the mailing address on the
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SSN application. For SSNs issued in the
early days of social security, the area
number indicated the specific SSA field
office from which the number was issued,
regardless of where the applicant 1ived.

(2) Area numbers 700-728. These numbers

were assigned to railroad workers through

1963, Since then, railroad workers have

been assigned SSNs with the same area

numbers as other applicants.

The group number, digits four and five, in
combination with the area number, provides a
rough indication of when the SSN was issued.
In particular, it is possible to tell whether
an SSN was issued before or after another SSN
having the same area number but a different

group. Within an area number, the group
numbers are always used 1in the following
sequence:

- 0dd numbers from 01 to 09

- Even numbers from 10 to 98

- Even numbers from 02 to 08

- 0dd numbers from 11 to 99

The group number 00 has never been used.
Only the first two sets of group numbers in the
above sequence were used through 196E. Since
then the third and fourth sets have been used
with some area numbers. Current information on
the last group number assigned for each area
numbir can be obtained from SSA (see Section
9.a.).

5. Issuance procedures

ATT 3SNs are issued by the Social Security
Administration. Prior to July 1, 1963, the
Railroad Retirement Board issued SSNs (in the
700 series) to all railroad employees.

A single application form, Form SS-5, Ap-
plication for a Social Security Number Card, is
used for initial applications, requests for
replacements for lost cards and corrections,
such as name changes. A copy of the applica-
tion form is shown 1in Attachment B. Appli-
cations must be accompanied by evidence of age,
identity and U.S. citizenship or lawful alien
status. They may be submitted either in person
or by mail, except that aliens and persons 18
or older making initial applications must apply
in person.

Most SSN applications are submitted to SSA
field offices. In 37 States, applications for
new welfare applicants needing SSNs are de-
veloped by the State welfare agencies and
submitted by the State directly to SSA's Office
of Central Records Operations. SSA district
offices sometimes make arrangements with
schools for "mass enumerations” in which SSA
and school officials collaborate in obtaining
and reviewing applications from all students
who wish to obtain SSNs.

The application forms (SS-5) and accompany-
ing evidence submitted to district offices are

screened for completeness and accuracy by
district office personnel, who make further
contacts with applicants when necessary. The

S§S-5 information is then keyed in the district
office for direct transmission to SSA central
operations.

The central processing of the applications
consists of validation (which is essentially a
matching operation) against existing SSN files,
followed by appropriate actions. The exact



nature of the validation depends on the type of
application. For example, if an initial appli-
cant alleges that he or she has not been issued
an SSN previously, the purpose of the valida-
tion is to confirm that allegation. Validation
procedures are discussed further in item 9b.

The final step depends on the results of
the validation. The main possibilities are:
assigning an SSN and mailing a card to a new
applicant, mailing a replacement card to an
applicant, correcting information {such as
name) about the applicant in the SSN computer-
ized files, or asking the field office to
supply additional information.

When a new SSN is assigned, the next
available number for the State from which the
application was submitted 1is used. The
sequence of availability proceeds from the
lowest area number wused in a given State
through the highest area number for that State,
using the same group number. For example, in
Mew Hampshire, which has been assigned area
codes 001, 002, and 003, the last available
number in group 001-52 would be followed by the
first available number in group 002-52, and the
last available number in that group would be
followed by the first available number in group

003-52.
6. Sampling properties
In theory, a probability sample could be

selected using digital patterns based on any of
the nine digits of the SSN or combinations
thereof, However, consideration of the infor-
mation content of the first five digits, as
described in item 4, makes it clear that use of
any of those digits should be avoided. It
would be most inconvenient to select a sample
that turned out to include only persons who
were railroad workers at the time their SSNs
were issued and had all been issued their SSNs
not later than 1963!

The serial number part of the SSN, however,
does not have this kind of problem and conse-
quently is frequently used for digital sampling
from a file of records that includes SSNs.
Assuming a uniform distribution of 9,999
possible serial numbers (SSNs ending in 0000
have never been issued), 1t 1is possible to
choose a digiftal sampling pattern that will
approximate any desired sampling fraction.
There are usually several alternatives. For
example, to select a sample of approximately 5
percent (1 in 20) of the records, one could use

(1) 5 of the 100 possible combinations of

the 8th and 9th digits;

(2) 50 of the 1,000 possible combinations
of digits 7, 8 and 9;

{3) 500 of the 9,999 combinations of
digits 6, 7, 8 and 9;
{(4) 5 of the 100 possible combinations of
the 7th and 8th digits
and so forth. The combinations of digits
selected may be chosen at random with or
without replacement (the latter would be
preferable) or systematically with a random
start. In the 1latter case, for exmple, we

might choose the pair 73 at random and include
with it the pairs 93, 13, 33 and 53.

The use of selected digits or combinations
of digits for sampling is actually a form of
cluster sampling. In the illustration used
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above, we could describe a population of
records as consisting of 100 clusters, each
consisting of all records with SSNs having a
particular pair of 8th and 9th digits. Five of
these clusters are selected by an appropriate
probability sampling mechanism,

In practice, samples of this kind,
especially when only the 8th and 9th digits are
used, behave pretty much like random samples,
chosen without replacement. In particular,
reasonably accurate estimates of sampling error
can be calculated as though the data were from
a simple random sample.

In selecting samples based on the serial
number portion of the SSN, the following points
should be considered:

(1)  The serial number 0000 is not used.
The effect of this, which is quite small, on
the expected sample size can easily be calcu-
lated.

{(2) The digital patterns used for any
particular sample determine only the expected
sampling fraction or size. The sample size
realized by using a particular set of digits or
combination of digits will, in general, differ
somewhat from its expected value. If precise
control of sample size is important, this can
be achieved by oversampling initially and then
subsampling units at random or systematically
from the initial sample.

(3) As discussed in item 3d, some persons
have been issued more than one SSN. Such
persons may have multiple chances of selection
in a sample of persons obtained by selecting

SSNS, depending on what record sets are being
used. If the number of SSNs that each sample
person has can be determined, appropriate

adjustments can be made in estimates based on
the sample. Because the phenomenon is infre-
quent, however, it 1is wusually ignored in
practice.

(4) Various studies (Hawkes and Harris,
1969; Page and Wright, 1979) have shown that
the distributions of SSNs by ending digit in
selected record sets 1is essentially uniform.
However, studies conducted with various record
sets in the late 1960s and early 1970s (Hawkes
and Harris, 1969; Internal Revenue Service,
1973) showed a negative linear relationship
between the ascending sequence of digits in
positions 6 and 7 and the number of SSNs in
these record sets having those digits. This
probably resulted from the fact that, until
1972, SSNs in each area-group combination were
issued consecutively by serial number, from
0001 to 9999. Since then, they have been
issued in a randomized order, largely to avoid
issuing consecutive numbers to persons with the
same surname. Because of the new issuance pro-
cedure, one would expect this relationship to
disappear gradually., However, to be on the
safe side, it is recommended that: (1) digital
sampling patterns use only the 8th and 9th
digits whenever requirements can be met in that
way, and (2) whenever multiple combinations of
two or more digits are used, they should be
selected systematically rather than at random
from the range of possible combinations.

7. Links with other numeric identifiers

At the Federal level, there are two kinds

of 1inks between SSNs and employer identifica-




tion numbers (EINs). For employees, the 1link
occurs in the W-2/W-3 annual wage and tax
reporting system (prior to 1978, reporting was
quarterly). For many years SSA has used this
link for statistical purposes, in the Continu-
ous Work History Sample system, to add employer
Tocations and industry data to records of
earnings and demographic characteristics for
sample persons. More recently, the Statistics
of Income Division of IRS has used the same
link to obtain employer industry codes to use
as an aid in coding occupations reported by
individual taxpayers on their returns.

The second 1link between SSNs and EINs
applies to persons who operate businesses as
sole proprietors. This 1ink applies primarily
to sole proprietors with employees; those with
no employees are not, in general, required to
obtain and use EINs. The 1link occurs in two
ways: on income tax returns of sole propri-
etors, and on new applications for EINs. On
income tax returns, the business schedules (C
and F) call for entries of both the EIN (if the
taxpayer has one) and the SSN. On EIN appli-
cation forms (Form SS-4), applicants who are
sole proprietors are asked to enter their SSNs.

There are undoubtedly several 1inks between
the SSN and other numeric identifiers at the
State and local levels. One obvious one is the
1link between SSNs and employer  unemployment
insurance (UI) identification numbers, which is
necessary for the operation of the UI program.
The precise nature of the .linkage varies by
State and, for the minority of States which
operate under the "wage request" system, it may
not exist in any readily accessible sense.

8. Reporting formats and problems

a. rormats.--Many different administrative
and statistical forms include spaces for re-
cording SSNs, either by the holders or by
someone else completing the form. There is no
standard format for this purpose. The particu-
lar format used may have some effect on the
accuracy with which SSNs are entered on the
forms and read from the forms for purposes of
manual transcription or data entry.

Format features that vary idinclude: width
and height of the space provided for the
number; separators used for the area, group,
and serial numbers; use of boxes for individual
digits; and the 1label used to indicate what
should be entered. Some examples of these
features appear below. All of them show the
actual size of the entry space on the form.

Example 1. Department of State, Passport
Application, Form SDP-11 (7-79)
SIATHPLACE (City, State or Province, Country) BIRTH DATE
uoml Oey | Year
‘URE DATE HEIGHT COLOR OF HAIR COLOROF EYES
—_rt __in,

{ENT RESIDENCE (Street sddrem, Chty, State, 2!P Code)| SOCIAL SECURITY

NO. {Not mandetory)

1 FATHER'S NAME

VN

|||nu

0f several formats examined, this one
provided the narrowest space for entering the
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SSN, with a width of 1 1/4 inches. Most others
were in the range of 1 1/2 to 2 inches.

Example 2. Internal Revenue Service,
Emp]oyeess Withholding Allowance Certificate,
Form W-4 (10-79)

4 the T Sorvies
thholding Allowance Certificate
| Your seclel security sumber o § i

old at higher Single rate
10 is a nenresident alien, chech the single block.

This format allowed the smallest vertical
distance of those examined, 5/32 inch. It uses
vertical dotted 1lines as separators for the
three parts osf the SSN. : s A

Example 3. Internal Revenue Service, Ap-
plication” for Employer Identification Number,
Form SS-4, (8-76).

n page 4)

wm 1) 3 Secial sacurity number, if sels preprietor

§ Ending menth of accounting year

This format also uses the dotted vertical
lines as separators. In this case, the spaces
for the three portions of the SSN are all the
same 1length, 5/8 inch., Other forms using
separators make the lengths of the three spaces
roughly proportional to the number of digits to
be entered, i.e., 3, 2, and 4. e y

Example 4. Bureau of the Census/Department
of HeaQtﬁ and Human Services, Income Survey
Development Program, 1978 Research Panel-July
Questionnaire, Form ISDP-403.

Last

First Middle

Social Security Number [

Last

This format illustrates the use of separate
boxes for each digit of the SSN. The three
parts of the SSN are separated by horizontal
dashes. The circled numbers are source codes
for data entry.

Example 5. Social Security Number Card
(Orig?nai, Replacement or Correction), Form
§5-5 (5-84) (see Attachment B). ,

This item is completed only for persons who
already have SSNs and are applying for a re-
placement or correction. This format uses a
box for each digit, with intervening spaces,
and horizontal dashes to separate the three
parts of the SSN. The wording of the item
label reflects the fact that the form is



sometimes completed by  someone other than the
“applicant.”

Example 6. Internal Revenue Service, Form
1040 EZ Income Tax Return for Single Filers
with no Dependents.

OMB Ne. 15430879

Please print your numbers like this.

12345678490

Social security number 4
| |

This format is used for handwritten entries
by taxpayers that will be read automatically by
optical character reading equipment. On the
actual form, the boxes for the individual
digits are in 1light blue. The boxes for the
area, group and - serial parts of the SSN are
separated.

Example 4 above comes from a questionnaire
that is completed by trained Census Bureau
interviewers. The other examples are all from
forms that are filled by members of the general
public. No experimental research on alterna-
tive formats . for recording SSNs has been
identified. Some other research has suggested
that the use of individual character separators
may actually reduce 1legibility of entries
{Wright, 1980). .

b. Reporting and processing errors.--Most
errors in SG9Ns in data files occur for two
reasons: (1) the person completing the form or
answering the questions gave an SSN for the
wrong person, or (2) the SSN is for the right
person, but it was reported, recorded, tran-
scribed or keyed incorrectly.

The first type of error can occur, for
example, when a widow reports the number under
which she 1is receiving benefits, rather than
her own. Another example is what SSA calls the
"pocketbook number." The number 078-05-1120
appeared on a sample account number card
contained in wallets sold nationwide in 1938.
Several thousand people mistakenly reported
this number to their employers as their own!
By the 1970s there were over 20 different
pocketbook numbers (HEW Secretary's Advisory
Committee, 1973, p. 112).

People who lose their social security cards
can apply for replacement cards bearing the SSN
already issued to them. In cases where they
are not able to give their SSN on the applica-
tion, SSA must determine the correct SSN based
on other identifying information. Occasionally
a mismatch occurs and the person will be issued
a replacement card bearing someone else's SSN.

The second type of error is usually an
error in a single digit or a transposition of
digits, types of errors that could be easily
corrected if a check digit were used.

Cobleigh and Alvey (1974) describe errors
detected when SSNs reported in the Current
Population Survey were validated against Social
Security Administration files. About three
percent of the reported SSNs were clearly in
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error. Roughly two-thirds of these were found
to have transposition or single-digit errors.
Another one-sixth were SSNs belonging to other
members of the same household, and the re-
mainder could not be located in SSA's files.

9. Validation procedures

a. Intra-record validation.--When under-
taking record linkages based on SSNs, it is
usually desirable to start by identifying SSNs
that are clearly invalid. A first step might
be to look at the SSN itself and determine
whether it is within the range of numbers
issued to date. SSA will make available, on
request, up-do-date information on the area
numbers that have been issued so far and, for
each of those numbers, the "highest" group
number issued. "Highest" must be interpreted
in terms of the standard sequence for use of
group numbers within an area number, as
explained in item 4 above.

Attachment C provides this information as
of January 2, 1985. As of that date, the only
area numbers used were those in the ranges 001
to 587, 589 to 595, 600 and 601, and 700 to
728. Also, group number 00 and serial number
0000 are never used. Current information on
highest group numbers may be obtained from the
director of the OASDI Statistics Division;
Office of Research, Statistics and Inter-
national Policy; Social Security Administration.

If records to be linked have information on
date of birth or age, the SSN can be checked
for consistency with age. The operating rule
is that a person whose SSN was issued x years
ago must be at Tleast x years old., Since
virtually all numbers issued through 1961 were
issued to employed persons, only a few errors
would be made by requiring that persons with
numbers issued in this period be at least x +
15 years old. For SSNs issued from 1951 on-
wards, the SSA can provide fairly precise
information about the years in which numbers
with specific area-group combinations were
issued (contact the source given in the preced-
ing paragraph). For numbers issued prior to
1951, only rough estimates of issuance periods
for area-group combinations are possible.

b. Validation against SSA records.--Vali-
dation is defined broadly here as a process in
which SSN information for individuals from
sources external to SSA records is checked
against those records to determine its validi-
ty. Specifically, if the external record
includes an SSN, it is desired to know whether
the SSN is the correct one for that person and,
if it is not correct, what the correct SSN, if
any, 1is for that person. If the external
record for a person has no SSN, it is desired
to know whether that person has an SSN and, if
so, what it is. This kind of validation
requires matching external records to SSA
records and should be thought of in that
context.

Validation of SSN information is
routinely by SSA for program purposes. Some-
what 1less frequently it 1is undertaken for
statistical purposes. Some examples of the
latter are:

(1) Validation of SSNs collected in pre-
tests for the 1970 Census of Population (Ono et
al., 1968).
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(2) Validation of SSNs collected
March 1973 Current Population Survey, a
preparatory step before adding SSA and IRS
administrative data to the survey records
(covered in several reports and articles, e.g.,
Cobleigh and Alvey, 1974, Social Security Ad-
ministration, 1981a).

(3) Validation of SSNs collected in panel
surveys as part of the Income Survey Develop-
ment Program (Kasprzyk, 1983).

(4) In various mortality followup studies,
as a preparatory step before determining which
members of an externally identified study popu-
lation have died, according to SSA records.

Attachment D provides a summary description
of SSA's current validation procedures for
program operations. A combination of com-
puterized and manual procedures is used, and
unresolved cases are vreturned to district
offices with an instruction to seek additional
information from the applicant or claimant.
The SSN files maintained by SSA are now fully
computerized and a more sophisticated computer
validation system is being developed.

A variety of validation procedures have
been used in statistical applications; some of
them are described in the references cited
above.

The circumstances under which SSA will
validate SSN information for administrative or
statistical purposes are limited by law and by
SSA regulations and policies. Anyone wishing
to validate SSN information for statistical or
research purposes should contact SSA's Office
of Research, Statistics and International
Policy.

10. Use as a matching variable

Areilano {n.d.) discusses use of the SSN in
record linkages based on the model proposed by
Fellegi and Sunter (1969). He recommends that
the SSN not be used for blocking, because of
the possibility that some individuals in the
files to be linked may not have been issued
SSNs. To use the SSN as a component of the
comparison vector, Arellano recommends that the
9 digits of the SSN be partitioned into four
elements on a 2,2,2,3 basis. He ijdentifies 17
possible configurations of the SSN component of
the comparison vector, covering the possible
realizations of agreements and disagreements in
the four elements, plus the case in which no
SSN is available for one or both members of the
comparison pair. He then suggests procedures
for assigning conditional probabilities to
these configurations for the matched and un-
matched sets. These probabilities are based on
assumptions about the kinds of errors that can
occur in the matched set and on observed fre-
quencies of realizations of the first three
elements of the partitioned SSNs in the files
to be linked (realizations of the fourth ele-
ment are assumed to be uniformly distributed).

Rogot et al. (1983) report on linkages of
records from the Census Bureau's Current
Population Survey with the National Death
Index, using each person's name, SSN and date
of birth as key matching variables. Based on
the results of an evaluation study in which
"truth" (match or non-match) was based on a
consensus of three raters using all available
information for a set of "possible matches,"

in the
as
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they concluded that whenever SSNs agreed, it
was appropriate to classify the pair of records
as a positive link, provided there was agree-
ment on sex. The use of probabilistic matching
procedures was restricted to cases for which
the SSNs did not agree or were missing on one
or both records.

REFERENCES

Arellano, M.

(n.d.) Optimum utilization of the social
security number for matching purposes.
No further identification available.

Cobleigh, C. and Alvey, W.

1974 Validating reported social security num-

bers. American Statistical Association
Proceedings, Social Statistics Section,
T45-T50.

Fellegi, 1. and Sunter, A,

1969 A theory for record linkage. Journal of
the American Statistical Association,

64(3287; T183-1210.

Hawkes, T. and Harris, R.

1969 An analysis of social security numbers in
the SMI actuarial sample. Actuarial Note

No. 62. Social Security Administration,
U.S. Department of Health, Education, and
Welfare.

HEW Secretary's Advisory Committee on Automated
Personal Data Systems

1973 Records, Computers and the Rights of
Citizens. Washington, b.C.: u.s.
Department of Health, Education, and
Welfare,

Chapt. VII. The Social Security Number
as a Standard Universal
Identifier

Chapt. YIII. Recommendations Regarding Use
of the Social Security Number
Internal Revenue Service

1973 Evaluation of the randomness of the four
ending digits of the social security
numbers on the master file, 1971. Unpub-
lished report by Mathematical Statistics
Branch, Statistics Division. U.S. Depart-
ment of the Treasury.

Kasprzyk, D.

1983 Social security number reporting, the use
of administrative records, and the multi-
ple frame design in the Income Survey
Development Program. Pp. 123-144 in
Technical, Conceptual and Administrative
Lessons of the ISDP {M. David, ed.) Wash-
ington, D.C.: Social Science Research
Council.

Kilss, B. and Tyler, B.

1974 Searching for missing social security
numbers. American Statistical Association
Proceedings, Social  Statistics Section,
137-144,

Ono, M., Patterson, G. and Weitzman, M.

1968 The quality of reporting social
numbers in two surveys. American Statis-
tical  Association  Proceedings, Social
Statistics Section, 197-205.

Page, W. and Wright, G.

1979 A Statistical Study of the VA Annual
Patient Census SampTing Procedure, 1975-
1977, ControlTer Monograph  Technical
Series, No. 1. Veterans Administration.

security




Privacy Protection Study Commission
1977 Personal Privacy in an Information

Society. Washington, D.C.: U.S. Govern-

ment Printing Office.

Chapt. 16. The Social Security Number.
Rogot, E., Schwartz, S., 0'Conor, K. & Olsen, C.
1983 The use of probabilistic methods in match-

ing census samples to the National Death

Index. Pp. 75-80 in Statistics of Income

and Related Administrative Record Re-
search: 1983, Internal Revenue Service.
Social Security Administration
1981a Methods of Estimation for the 1973

219

Exact Match Study. Studies from
interagency data Tinkages, Report No.
10. Washington, D.C.: Department of
Health and Human Services.

Social Security Administration

1981b  Social security numbers issued,
1937-79. Research and Statistics
Notes, No.~ 7, by F. Bamberger.

Washington, D.C.: U.S. Department of
Health and Human Services.
Wright, P,
1980 Strategy and tactics in the design of
forms. Visible Language 14(2): 151-193.




ATTACHMENT A

‘Table 1.--Social Security Numbers Issued, By Sex of Applicants, 1937-79

(In thousands)

Year Total Male Female
1937 37,139 26.981 10,158
1938 6.304 4010 2.294
1939 5.555 3.291 2,264
1980 . . i 5.227 3,080 2.147
1941 o 6.678 3.702 2.976
1942 o 7.637 3,547 4,090
1943 ... e 7,426 2.905 4.521
1984 4,537 1.830 2,707
1945 3.321 1.506 1.815
1986 . 3.022 1.432 1.590
1947 2.728 1,299 1.429
1988 . S 2.120 1.305 1.415
1949 . 2,340 L3 1.227
1950 2.891 1.406 1.485
1981 4927 2.420 2.507
1982 4,363 2.292 2.071
1953 3.464 1.664 1.800
1984 2,743 1.299 1.444
1055 4323 2.304 2,019
1956 oo 4,376 2,391 1.985
1957 3.639 1.793 1.846
1958 . 2,920 1.384 1.536
1959 3.388 1.645 1.743
1960 .. .o 3.415 1.663 1.752
1961 . 3.370 1,665 1.705
1962 ... 4519 2.109 2.410
1963 ..o 8.617 3.739 4878
1964 . 5.623 2.707 2.916
1965 6.131 2,746 3.385
1966 ..o 6.506 2.894 3.612
1967 5.920 2,855 3.065
1968 .o 5,862 2.856 3,006
1969 .., 6.289 3.105 3,184
1970 o 6.132 3.004 3.128
1OTE o 6.401 3,122 3.279
1972 9.564 3.948 5.616
1973 10,038 4,849 5.189
1974 7.998 3,950 4,048
1978 8.164 3.992 4172
1976 9.043 4,507 4,536
1977 7.724 3872 3.852
1978 5,260 2,682 2.578
1979 5.213 2,649 2.564

1Inc]udes issuances in November and December 1936.
Source: Social Security Administration, 1981b.
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ATTACHMENT B

Form SS-5.--Application for a Social Security Number Card

DEPARTMENT OF HEALTH AND HUMAN SERVICES
SOCIAL SECURITY ADMINISTRATION

Form Approved
OMB No. 0960-0008

FORM S$S-5 — APPLICATION FOR A
SOCIAL SECURITY NUMBER CARD
(Original, Replacement or Correction)

MICROFILM REF. NO. (SSA USE ONLY)

Unless the requesied Information is provided, we may not be able to issue a Social Security Number (20 CFR 422-103(b))

INSTRUCTIONS Before completing this form, please read the instructions on the opposite page. You can type or print, using
TO APPLICANT pen with dark blue or black ink. Do not use pencit.
“RAANAME 7O First H Middie T Tost
BE SHOWN H H
ON CARD : !
NAB [FULL NAME AT Firat ! Widde N Lot
BIRTH (IF OTHER 1 '
1 THAN ABOVE) ' '
OTHER
NAME(S)
USED
% MAILING [Street/Apt. No.. P.O. Box, Rural Route No.)
2 ADDRESS
crv [CiTY 113 STATE £ ZiF CODE
TSP | CITIZENSHIP (Check one only) SEX | ETB |RACE/ETHNIC DESCRIPTION (Check one only) (Voluntary)
3 D 2. US. citizen 4 D 5 D a. Asian, Asian-Amaerican or Pacific Isiander (inciudes persons of Chinese,
MALE Filipino, Korean, S. etc., y of )

D b. Legal alien allowed 10 work

D ¢. Legal alien not allowed to work

O

O-»

Hispanic (Includes persons of Chi . Cuban, M
American, Puerto Rican, South or Central American, or other Spanish
ancestry or descent)

Negro or Biack (not Hispanic)

issued lor the person listed in item 1,

FEMALE d. Northern American indian or Alaskan Native
D d. Other (See instructions on Page 2) e. White (not Hispanic)
S| PRESENT | LB PLAGE cITY v STATE OR FOREIGN COUNTRY l' L~]
1
6 AGE 8 of H 1 D
BIRTH 1 |
— ! 1}
MNA JMOTHER'S First Migdle ] Last {Her maiden name)
NAME AT ' !
9 HER BIRTH H H
FATHER'S First E Virade : o
_FNA NAME H !
PNO {a. Has a Social Security number card ever H MONTH H YEAR
been requested for the person listed in item O ves O NO(Y) O oo know(1) M yes, ! H
] O 12 when: et :
b. Was a card received lor the person listed in YES(3 NO(1 D Don't k 1 it you checked yes 10 8 or b, complete
item 17 D @ D B Wt know(®) Htems ¢ through e; otherwies go to lem 11.
88N c. Enter the Social Security number assigned to the
person listed initem 1. - D D —— D | | | | | |
NLC [ d. Enter the name shown on the most recent Social Security card e Date of MONTH DAY YEA

birth correction

)
' [
PoB (See Instruction 10 H i
on page 2} H !
ORI Coavs MONTH 1 DAY 1 YEAR Telephone number where we HOME T OTHER
l l DATE ] ' 1 can reach you during the '
{ H day. Plesse include the area-code H
WARNING: Deilb Y (or ing to be furnished) faise on this Is & crime i by fine or imprisonment, or both.
IMPORTANTY REMINOER: SEE PAGE t FOR AEQUIRED EVIDENTIARY DOCUMENTS.

YOUR SIGNATUI

13

14

YOUR RELATIONSHIP TO PERSON IN ITEM 1

D Self

D Other (Specity)

WITNESS (Needed only if signed by mark "X™)

WITNESS (Needed only If signed by mark "X")

0O NOT WRITE BELOW THIS LINE (FOR SSA USE ONLY)

DTC |SGA RECEIPT DATE

e ] 1 -1 -0 0O OO

N

BIC [SIGNATURE AND TITLE OF EMPLOYEE(S) REVIEWING
. ean EVIDENCE AND/OR CONDUCTING INTERVIEW

TYPE(S) OF EVIDENCE SUBMITTED MANDATORY
IN PERSON DATE

D INTERVIEW
CONDUCTED SATE

1ON_JiTv DcL
Form 88-8 (5-84) Destroy prior editions
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ATTACHMENT C

Distribution of Social Security Numbers as of January 2, 1985: Highest Group
Number Issued Within Each Area Number

059 68 118 68 177 64 236 25 295 80 354 72 413 45
00t 68 060 68 119 68 178 64 237 45 296 8O 356 72 414 45
002 68 061 68 120 68 179 64 238 45 297 80 356 72 415 43
003 66 062 68 121 68 180 64 239 45 298 80 357 72 416 19
004 82 063 68 122 66 181 64 240 43 299 80 358 72 417 19
005 80 064 68 123 66 182 64 241 43 300 80 359 72 418 19
006 80 065 68 124 66 183 64 242 43 30t 80 360 72 419 19
007 80 066 68 125 66 184 64 243 43 302 80 361 72 420 19
008 66 067 68 126 66 185 64 244 43 303 92 362 94 421 19
009 €4 068 68 127 66 186 64 245 43 304 92 363 94 422 19
010 66 069 68 128 66 187 64 246 43 305 92 364 94 423 19
Oott 66 070 68 129 66 188 &4 247 59 306 92 365 94 424 17
012 64 071 68 130 66 189 64 248 59 307 92 366 94 425 51
013 64 072 68 131 66 190 64 249 59 308 92 367 94 426 51
014 64 073 68 132 66 191 64 250 57 309 92 368 94 427 49
015 64 074 68 133 66 192 64 251 §7 310 92 369 94 428 49
016 64 075 68 134 66 193 64 252 49 311 92 370 94 429 57
017 84 076 68 135 78 194 64 253 49 312 92 371 94 430 S7
018 64 077 €8 136 78 195 64 254 49 313 92 372 94 431 55
019 64 078 68 137 78 196 64 255 49 314 92 373 94 432 55
020 64 079 68 138 76 197 64 256 49 318 92 374 94 433 58
021 64 080 68 139 76 198 64 257 47 316 92 375 94 434 58
022 64 081 68 140 76 199 64 258 47 317 92 376 94 435 55
023 64 082 68 141 76 200 62 259 47 318 74 377 94 436 55
024 64 083 68 142 76 201 62 260 47 319 74 378 94 437 S5
025 64 084 68 143 76 202 62 261 99 320 74 379 94 438 55
026 64 085 68 144 76 203 62 262 99 321 74 380 94 439 S3
027 64 086 68 145 76 204 62 263 99 322 74 381 94 440 84
028 64 087 68 146 76 205 62 264 99 323 74 382 94 441 84
029 64 088 68 147 76 206 62 265 99 324 74 383 92 442 84
030 64 089 68 148 76 207 62 266 99 325 74 384 92 443 B4
03t 64 090 68 149 76 208 62 267 99 326 74 385 92 444 B84
032 64 091 68 150 76 209 62 268 82 327 74 386 92 445 84
033 64 092 68 151 76 210 62 269 82 328 74 387 92 446 82
034 64 093 68 152 76 211 62 270 82 329 74 388 92 447 82
035 54 094 68 153 76 212 06 271 82 330 74 389 92 448 82
036 52 09% 68 154 76 213 06 272 82 331 74 390 92 449 69
037 52 096 68 1565 76 214 06 273 82 332 74 391 92 450 69
038 52 097 68 166 76 215 06 274 82 333 74 392 92 451 69
039 52 098 &8 157 76 216 06 275 82 334 74 393 92 452 69
040 76 099 68 158 76 217 06 276 82 335 74 394 92 453 69
04t 76 100 68 159 64 218 06 277 82 336 74 395 92 454 69
042 76 101 68 160 64 219 06 278 82 337 74 396 92 455 69
043 76 102 68 161 64 220 04 279 82 338 74 397 92 456 69
044 76 103 68 162 64 221 €8 280 82 339 74 398 92 457 69
045 76 104 68 163 64 222 66 281 82 340 74 399 92 458 69
046 76 105 68 164 64 223 33 282 82 341 74 400 25 459 69
047 76 106 68 165 64 224 33 283 82 342 72 401 25 460 69
048 76 107 68 166 64 225 33 284 82 343 72 402 25 461 69
049 74 108 68 167 64 226 33 285 82 344 72 403 25 462 69
050 68 109 68 168 64 227 33 286 82 345 72 404 25 463 69
051 68 110 68 169 64 228 33 287 82 346 72 405 25 464 69
052 68 111 68 170 64 229 33 288 82 347 72 406 23 465 69
053 68 112 68 171 64 230 3t 289 82 348 72 407 23 466 69
054 68 113 68 172 64 231 3% 290 80 349 72 408 4S5 467 69
055 68 114 68 173 64 232 27 291 80 350 72 409 45 468 04
056 68 115 68 174 64 233 27 292 80 351 72 410 45 469 04
057 €8 116 68 175 64 234 27 293 80 352 72 411 4S5 470 04
058 68 117 68 176 64 235 25 294 80 353 72 412 45 471 O4
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Distribution of Social Security Numbers as of January 2, 1985 (cont'd.)

472 04 495 88 518 11 541 11 564 81 587 49 810 00 706 18
473 04 496 88 5§19 11 542 11 565 81 588 00 611 00 707 18
474 02 497 88 %20 04 543 11 566 B1 589 30 612 00 708 18
475 02 498 88 521 43 544 11 567 81 590 30 613 00 709 18
476 02 499 88 522 43 545 83 568 81 591 30 614 00 710 18
177 02 500 88 523 43 546 83 569 81 592 30 €15 00 711 18
478 06 501 O4 524 43 547 83 570 81 593 30 616 00 712 18
479 06 502 02 525 53 548 83 571 819 594 28 617 00 713 18
480 06 503 04 526 99 549 83 572 81 595 28 618 00 714 18
481 06 504 04 527 99 50 81 573 81 596 00 619 00 715 18
482 06 505 13 528 49 581 81 574 76 597 00 620 00 716 18
483 06 506 13 529 49 552 81 575 27 598 00 621 00 717 18
484 04 . 507 11 30 08 853 81 576 27 599 00 622 00 748 18
485 04 508 11 531 96 554 81 577 14 600 16 623 00 719 18
486 90 509 88 532 96 5565 81 578 08 601 14 624 00 720 18
487 90 $10 88 533 96 556 81 579 08 602 00 625 00 721 18
488 90 511 88 534 96 557 81 580 19 603 00 626 00 722 18
489 88 §12 88 535 94 558 8t 581 99 604 00 700 18 723 18
490 88 513 88 536 94 559 81 582 99 605 00 701 18 724 28
491 88 514 86 537 94 560 81 583 99 606 00 702 18 725 18
492 88 515 86 538 94 561 81 584 97 607 00 703 18 726 18
493 88 516 04 539 94 562 81 585 51 608 00 704 18 727 10
494 88 517 04 540 11 563 81 586 78 609 00 705 18 728 14

*First three digits of the social security number are area numbers; second
two digits are group numbers.

Group 00 is not a valid group -- it is for program purposes only.
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ATTACHMENT D

Excerpt from
Validation and Screening Techniques for Social Security Numbers

VALIDATION OF SSN'S

Minimum information needed to validate an SSN
is the person's name, sex, date of birth and
the alleged SSN. Validation occurs only when
the information on a current transaction ex-
actly matches or can be reconciled with the
information on the Alphident/Numident data
bases or the microfilm subfiles of these sys-
tems. In certain circumstances, additional
matching information 1is needed before vali-
dation can occur. If earnings are reported
without an SSN or with an SSN or name that does
not agree with these files and the correct SSN
cannot be determined through internal screening
operations, the employer or the worker is asked
to furnish additional information to identify
the record. The Internal Revenue Service (IRS)
uses a similar system to validate SSN's of
taxpayers.

MANUAL SCREENING OF DUPLICATE
AND ORIGINAL SSN APPLICATIONS

The electronic screening operation to which
every application is subjected 1is capable of
processing roughly B85 percent of all applica-
tions dinput by field offices. Through a
sophisticated series of screening grids, the
computer makes a decision: is this applicant

already vrepresented in the Alphident data
base? If the decision is yes, the previously
assigned SSN 1is identified and a replacement
card is prepared and mailed. If the decision
is no, a number is assigned and a card is
printed and mailed.

However, the decision-making capability of

the system is deliberately limited because some
applications have identifying information com-
mon to others or conditions exist which should
receive a clerical review. These applications
produce worksheets which are processed manually
by OCRO.

Worksheets to be screened are checked against
the Alphident Microfilm File and the Alphident
Microfiche File, using the name and date of
birth shown on the application. If an SSN is
not located for the name and date of birth
shown, another search is made using dates of
birth somewhat different from the one given on
the application. If an SSN is still not lo-
cated, certain other variations are checked,
including name at birth or on the signature
line if different from the name in item 1;
acceptable variations of common first names;
dropping middle name shown; substituting
different middle initials; substituting maiden
surname for middle given name for married
females; substituting initials only in place of
complete given names; etc. Once a "possible"

SSN is located, verification can be made im-
mediately since full identifying information is
available on the Alphident «files. See RM

00204.020 for procedures for handling "UTL" and
"Investigate" items.
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THE ALPHIDENT MICROFILM AND
MICROFICHE FILES

The electronic Alphident file dis updated
daily. If an SSN holder 1loses the social
security card within the first days after it was
issued, the number can be located and verified
electronically.

The Alphident Microfilm File is an alpha-
betical file based on the Russell Soundex
coding system. It contains essentially the
same information as the electronic file.

Because the Alphident Microfilm File is
updated only every 3 months, each week an
accretion file is prepared on microfiche. This
file contains all SSN assignments and correc-
tions to our records processed during the
preceding 12 weeks. This file is referred to
when there is reason to believe that there was
a recent SSN action for an individual.

Each record entry on both the Alphident
Microfilm and the Alphident Microfiche Files
consists of the following:

DATA POSITIONS
BlanK «.cvveiierinernnennennenennns 1
Y 11T s 1= R 2-5
Blank ..oeiiiiiiiiiii it it 6
Applicant's Surname ................ 7-27
Applicant's Given Name ............. 28-43
Applicant's Middle Name ............ 44-45
Month of Birth .....ccvvviviinnnnen. 56-57
Blank ..vverieieinenenneensancnnnees 58
Day of Birth «.cvieirieireiinenennas 59-60
Blank ..ciiiriiiiiiiii ittt 61
Century of Birth .......ccoveveenn.. 62
Year of Birth ....cvvinieininnneenn 63-64
Blanks ...civieieieererencrnenonnans 65-66
SON ittt ittt ettt 67-77
Blank .veviivereeeenonnrnencnnencens 78
Mother's Surname ...........ceevenn. 79-91
Mother's Given Name ............... 92-102
Mother's Given Initial ............. 103
Blank ....c.evieneeceseensscncocnsnns 104
SEX/RACE v.vvivrrrnnacnensrnens veeue 105-106
BlanK cvevverioneenorocencoscnnnvanas 107
Father's Surname ........cceeenuvenen 108-120
Father's Given Name ......cccevveasn 121-131
Father's Middle Initial ............ 132
Blank ..vviiieiieierernnasnacocnanan 133
City/County of Birth ............... 134-140
State/Country of Birth ............. 141-142
Blanks ....coievenrsrennncncnnanonnn 143-144
FOrm/Entry .oivvinrrernnncacannannns 145-146
BlanKS cuvrerievnnnnececeeronaevanen 147-148
Reference Number ........ccivieiennn 149-159
BlanK ..cvveeneienrenennnocnannnnnn 160




COMMON NAMES IN THE ALPHIDENT FILE

There are over 360 million records in the
Alphident File, representing over 277 million
SSN's assigned. Many of the names in the file
are the same or are very similar. This is why
it is extremely important to get complete and
accurate identifying information on original
applications and on requests for duplicate SSN
cards. It is equally important to obtain
information that is consistent with that on the
original application. Applicants who have lost
their original cards should be questioned
closely to find out if any of the information
on the current application is now different
from that which they showed on their original
application.

The latest tabulation of common surnames in
the SSN file was made in 1974, Some examples
of the number of times a common name could
appear in Alphident are given below.

NUMBER OF ITEMS IN

ALPHIDENT
Y113 R 4 (A 2,382,509
Johnso(n) ....coevevnenennns 1,807,263
Witlia(ms){mson) ........... 1,568,939
Brown .....c.cevevecnanenses 1,362,910
JONES +ivnriienenrcnnansanes 1,331,205
Miller .oveeiiiiiennrneennns 1,131,861
DAVIS tevevrererannnrnnanenn 1,047,848
Martin{ez)(son) ............ 1,046,297
Anders{on) ......ccicviiiiane 825, 648
Wilsonm ..ioeiinnnernnnnnnnans 787,825

THE RUSSELL SOUNDEX CODE

By using the Russell Soundex Code system,
searching for possible SSN's on the Alphident
film and fiche in OCRO is accomplished quickly.

Here are the basic rules for using the
Soundex Code.

Use the first letter of the surname, then
code the remaining letters as follows:

LETTERS CODE SYMBOLS
BPEV ittt 1
COIKQSXZ .eriiiiiiiaiiiainen 2
1 R 3
P 4
1 5
- 6

Vowels are not coded, nor are the letters W,
H, and Y. Two successive letters with the same
code numbers are coded only once.

Exampie:
"Mack" is coded M-200. The "a" is not coded

since it is a vowel. “c" falls under code

symbol 2. "k" also falls under code symbol 2,
but is not used since two successive letters
with the same code sumbol are coded only once.
Since the complete Soundex Code must consist of
the first letter of the name followed by three
numbers, we add enough zeros to complete the
3-digit code.

Here are some other examples:

1. Snyder - S-536
2. Way - w-000
3. Bear - B-600
4. Brown - B-650

LIMITATIONS IN OCRO SCREENING FOR SSN's

When an applicant has indicated a previous
SSN in item 10 of the SS-5 and the correct
number cannot be found in the electronic or
OCRO screening operations, the data are
returned via form SSA-4310 to the district
office. This is because studies show that many
such applicants are mistaken in stating they
previously applied for a number, and it is not
worthwhile spending additional time on the case
unless different information can be found.
When the district office receives a form
SSA-4310 from OCRO, it should recontact the
applicant for any different information that
may be wuseful in screening. See RM 00204.020
A.1, Take appropriate action, but do not
return the SSA-4310 to OCRO.

Upon recontacting the applicant, the district
office may discover that a married woman
obtained her original SSN under a first
husband's name, but 1is now applying for the
duplicate in her second husband's name; that a
man who calls himself "Winslow" obtained his
number earlier in life as "Buddy;" or that Mr.
Kline's record was set up originally under
"Cline." There is also a possibility that the
applicant may be able to locate the previously
issued SSN on an old pay stub or by asking a
present or a past employer. This new infor-
mation may enable OCRO to locate the original
SSN. If the applicant is unable to give any
information different from what was previously
given and is unable to locate the alleged
number, the district office has no other choice
but to request assignment of an original SSN.
However, this should be done only as a last
resort, particularly if the person has earnings
under the original number which might not be
credited when the SSN holder applies for
benefits.

These facts point up the need for obtaining
the most accurate information possible during
the initial interview with the applicant,
whether it be for an original or duplicate SSN
card; otherwise, multiple numbers may result.
Any reasonable assistance should be extended to
the applicant to help find out definitely what
the alleged prior SSN is. (See RM 00202,025
1.10.)

Source: "The Social Security Number," Program
Operations Manual System, Part I, Chapter

. , section L015, Social Security
Administration.



EXACT MATCHING LISTS OF BUSINESSES:
BLOCKING, SUBFIELD IDENTIFICATION, AND INFORMATION THEORY

William E. Winkler, Energy Information Administration

1. TINTRODUCTION

The purpose of this paper is to present an
evaluation of matching strategies for name and
address files of businesses. In evaluating

minimize erroneous
nonmatches and the amount of manual

matching methods, we wish to
matches and
review.

This work and previous work by various authors

(Newcombe, Kennedy, Axford, and James, 1959;
Newcombe and Kennedy, 1962; Newcombe, Smith,
Howe, Mingay, Strugnell, and Abbatt, 1983;
Coulter, 1977; Coulter and Mergersonm, 1977;
Rogot, Schwartz, O07Conor, and Olsen, 1983;
Kelley, 1985) rely on matching strategies based
on a theory of record linkage formalized by

Fellegi and Sunter (1969) and first considered by
Newcombe et al. (1959). The Fellegi-Sunter model
provides an optimal means of obtaining weights
associated with the quality of a match for pairs
of records. Linked pairs (designated matches)
and nonlinked pairs (designated nonmatches)
receive high and low welights, respectively.
Pairs designated for further manual followup
receive weights between the sets of high and low
weights.

Early work by Newcombe et al. (1959, 1962)
showed the potential improvement (lower rates of
erroneous matches and nonmatches and of manual

followup) when weights were computed using
surname and date of birth in comparison to when
weights  were computed using surname ounly.
Coulter (1977) provided an example of the
decrease in discriminating power  as the
probability of identifiers (such as surnames,

first names, middle names, and place names) being
misreported (transcribed inaccurately) and/or
pairs of identifiers associated with individuals
being different but accurately reported
increases.

While the applied work referenced above
involved files of individuals only, this paper
provides an evaluation involving files of
businesses. Matching using files of businesses
is different from matching files of individuals
because business files lack universally available
and locatable identifiers such as surnames.

Matching consists of two stages. In the
blocking stage, sort keys, such as SOUNDEX
abbreviation of surname, are defined and used to

create a subset of all pairs of records from
files A and B that are to be merged. Records
having the same sort key are in the same block
and are considered during further review.
Records outside blocks are designated as
nonmatches. In the discrimination stage,
surnames and other identifying characteristics

are used in assigning a weight to each pair of
records identified during the blocking stage.
With the exception of Newcombe et al. (1959,
1962), little work has been performed 1in
evaluating how many erroneous nonmatches arise
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due to a given blocking strategy. The chief
reason that little work has been performed is
that identifying erroneous nonmatches due to

blocking and accurately estimating error rates is

difficult (Fellegi and Sunter, 1969; Winkler,
1984a,b).

The key to identifying difficulties in
blocking files of businesses 1is having a data

base in which all matches are identified and
which 1s representative of problems in many
business files. In section 2, the construction

of such a data base from 11 Energy Information
Administration (EIA) and 47 State and industry
files is described. Section 2 also contains a
summary of the Fellegi-Sunter model and the
criteria used in evaluating competing matching
strategies.

Section 3 1s divided 1into two parts. The
first part contains results obtained by multiple
blocking strategies using a procedure in which
the numbers of erroneous nonmatches and matches
are minimized under a predetermined bound on the

number of pairs to be passed on to the
discrimination stage (for related work see
Kelley, 1985). The results are related to
results obtained during the discrimination stage
and build on earlier work of Winkler (1984a,
1984b).

In the second part, the main results of the

The effects
spelling standardization procedures

discrimination stage are presented.
of improved

and identification of additional comparative
subfields are highlighted. Although  the
deleterious effect of poor spelling

standardization 1is covered by the Fellegi-Sunter
theory and presented in the simulation results of
Coulter (1977), no concrete  examples  have
previously been presented.

The second part also contains results on the
variation of cutoff weights and misclassification
and nonclassification rates during the
discrimination stage. The results are based on
small samples used for calibration and obtained
using multiple imputation (Rubin, 1978; Herzog
and Rubin, 1983) and bootstrap imputation (Efrom,
1979; Efron and Gong, 1983). Fellegl and Sunter
(1969, p. 1191) indicate that results based on
samples are unreliable.

Finally, the second part presents results
addressing the strong independence assumptions
necessary under the Fellegi-Sunter model and
conditioning techniques that can be used in
improving matching performance in some situations
when direct application of the Fellegi-Sunter

model yields high misclassification and/or
nonclassification rates. The investigation of
independence uses the hierarchical approach of

contingency table analysis (Bishop, Fienberg, and
Holland, 1975). The conditioning argument uses a
steepest ascent approach (Cochran and Cox, 1957).

Section 4 contains a summary and further
discussion of the results and problems for future
research.



duplicates
respective
purposes)

representative of
case, files of businesses).

erroneous nommatches during the
Evaluation
suitable

research in matching methodologies.

2.1.

records of sellers of petroleum products.
constructed from 11 EIA lists and 47 State and
industry
Easily identified duplicates
similar NAME and ADDRESS fields were deleted when
the melded file was
66,000 records.

identified as
and addresses similar to
8,511
such as subsidiaries and branches that have names
and/or addresses different from their

elementary
Winkler,
through surveying and call-backs.
will only consider how well various
perform in matching duplicates with headquarters.
The presence of unidentified associates, however,
can cause falsely higher error rates (see section
2.3.1).

2.1.1.

generally applicable to most EIA systems
the data base:

2. EMPIRICAL DATA  BASE, METHODS, AND
EVALUATION CRITERIA
This paper”s approach to developing more

effective matching strategies involves:

1. constructing an empirical data base for
testing procedures;

2. employing the Fellegi-Sunter model of
record linkage;

3. defining evaluation criteria; and

4. refining procedures in response to
‘empirical results.

A suitable data base
identified and

should have all
connected to their
parents (records wused for mailing
and present problems that are
similar data files (in this
The identification
determination of
blocking stage.
criteria should be such that they are
for adoption by others performing

all duplicates allows

Creation of a Suitable Empirical Data Base
empirical data base consists of 66,000
It was

The

lists records.

essentially

containing 176,000

having

reduced from 176,000 to

The data Dbase contains 54,850 records
identified as headquarters or parents (records
used for mailing purposes); 3,050 records

(records having names
their parents”); and
identified as associates (records

duplicates

records

parents”).
identified primarily through
techniques (see
were 1dentified

Our evaluation
strategies

Duplicates were
computer—assisted
1984a); associates

General Applicability of Results

Procedures developed for dealing with problems
the wmain empirical data base would be

because

1. is larger than any other master frame file

in EIA;

2. is involved with retail sales—- such frames
are often more difficult to work with than
files of individuals or files of headquarter
addresses of large corporations; and

. had greater formatting and spelling
standardization difficulties-- it was
constructed from many more sources than any
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other EIA frame.

Because the main empirical date base is
constructed from many different 1lists and
contains many records associated with retailers,
results should be représentative of the
difficulties encountered with similarly
constructed, non—energy files of businesses.

2.1.2. Improved Spelling Standardization

The original spelling standardization software
contained two basic loops. The first replaced
most punctuation with blanks and deleted multiple
blanks within a field. The second used 1lookup
tables to replace a given spelling of a word with
a standardized spelling or abbreviation. Blanks
were generally -used to delimit words within
fields.

Spelling

standarization software was updated
in two ways. First, the logic of the processing
was enhanced to cause changes in character
strings that are not easily updated because they
contain embedded punctuation or blanks. For
instance, "“S" is replaced by "S" and "MC NEELY"
by "MCNEELY."

Second, standardization tables were updated
with a very large number of spelling variations
of words such as “COMPANY,” “DISTRIBUTOR,”
“SERVICE,” and “CORPORATION.” The key to
systematically identifying such spelling
variations was a program that created an
alphabetic listing and frequency count of every
word in a prespecified field such as NAME or
STREET ADDRESS. As more than 90 percent of
keypunch errors occur after the first character
(see e.g., Pollock and Zamora, 1984), most
spelling variations of commonly occurring words

in the empirical data base have probably been
identified.
2.1.3. 1Identification of Subfields

The identification of subfields was done in
two stages. In the first, ZIPSTAN software (U.S.
Dept. of Commerce, 1978b) was used to process the
STREET ADDRESS field. Although the Census Bureau
uses a UNIVAC computer system, we were able to
obtain an unsupported version of ZIPSTAN that had
been created for use on IBM systems.

The basic idea of ZIPSTAN was to identify key
subfields of the STREET ADDRESS field for files
of individuals. Although ZIPSTAN assumes that
the street address begins with a numeric word,
which 1is the wusual situation in the files of
individuals for which ZIPSTAN was designed, it is
able to process other types of street address
subfields that typically occur in files of
establishments or businesses.

Although ZIPSTAN provided warning messages for
18 percent of the 66,410 records in the empirical
data base, it was still helpful for most cases.
Warning messages consisted of “MISSING STATE
NAMES” (records associated with non-US postal
addresses), “PLACE NAMES  CONVERTED”™ (minor
conversion of the city field), “STREET NAMES
CONVERTED” (minor conversion of the street name),
“SYNTAX CONVERSION” (conversion of unacceptable

patterns of word characteristics), and ~“POST
OFFICE BOXES”~ (containing PO BOX).

The following examples show some
representative EIA records before and after

ZIPSTAN processing.



Before ZIPSTAN

1. EXCH ST

2. HWY 17 8

3. 1435 BANK OF THE

4. 2837 ROE BLVD

5. MAIN & ELM STS

6. CORNER OF MAIN & ELM
7. 100 N COURT SQ

‘8. 100 COURT SQ SUITE 167
9. 2589 WILLIAMS DR APT 6

10. 15 RAILROAD AVE
11. 2ND AVE HWY 10 w
12. MAIN ST
13. 184 N DU PONT PKWY
14, 1230 16TH ST
15. BOX 480
After ZIPSTAN
Pre- Suf-
No.lHouse| fixes|Street Name fixes|Unit
No. 1 IZ 1 ]2
1. EXCH ST
2. HW 17TH S
3. 1435 BANK OF THE
4. 2837 ROE BL
5. MAIN ELM STS
6. CORNER OF MAIN ELM
7. 100 K COURT sQ
8. 100 CT SQ **% NO NAME %% RM 167
9. 2589 WILLIAMS DR AP 6
10. 15 RAILROAD AV
11. 2ND AV HW 10
12. MAIN ST
13. 18 N DU PONT PW
14. 1230 16TH ST
15. 480 *PO BOX*
ZIPSTAN 1is able to {dentify accurately

subfields in 13 of 15 cases. The two exceptions
are cases 2 and 8. In case 2, “HWY” is moved to
a prefix position and “17° 1is placed in the
STREET NAME position. In case 8, “COURT,” the
street name, is placed in a prefix locationm.
Although ZIPSTAN accurately identifies the
subfields associated with intersections (cases 5,
6, and 11), such identification may not allow
accurate delineation of duplicates in comparisons
of various lists. Some lists may contain STREET

ADDRESSes in the following forms, none of which
can be readily comparable with the forms iIn
examples 5, 6, and 11.

5. 34 Main St

5. Elm and Main Streets

11. Hwy 10 W

11. 7456 Richmond Hwy

In the second stage of subfield

identification, the following words in the NAME
field were identified:

KEYWORD1 Largest word in NAME field

KEYWORD2 2nd largest word in NAME field
(ties broken by alpha sort)

CON Concatenation of initials

The above three subfields were used for
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comparison purposes because the NAME field in
lists of businesses generally does not contain
words such as SURNAME and FIRST NAME that are
present in files of individuals. Based on a
sample of 1000 records, an upper bound of 27
percent at the 95 percent confidence level is
placed on the number of records containing a word
that could be identified as SURNAME.

The identification of SURNAMEs was not
performed for three reasons: (1) it is difficult
to develop software that accurately identifies
records that contain SURNAME (see U.S. Dept. of
Agriculture, 1979); (2) it is difficult develop
software to identify SURNAMES within the NAME
field (e.g., PAUL ROBERT or ROBERT PAUL- which is
the SURNAME?); and (3) the small number of
records to be compared and containing surnames
was not sufficient to justify such a development
effort.

The following provides examples of legitimate
variations associated with NAME field of one
company:

J K Smith Co

Smith Jonmathon K

Smith Fuel Service Co

J K Smith Exxon Fuel Service
J K S Fuel

Fellegi and Sunter (1969, pp. 1193-1194)
provide an explicit theoretical model for how
much such legitimate spelling variations decrease
the accuracy with which matches and nonmatches
are delineated. Coulter (1977) provides an
empirical example of the decrease based on a
simulation.

Identifying and comparing the largest words in
the NAME field are only performed after spelling
standardization and/or abbreviation so’that the
chance of designating large words with 1little
distinguishing power is minimized.

For instance, 1if a character string such as
“DISTRIBUTOR” appeared 1in the name field, it
would 1likely be the longest word. Replacing the
various spellings of “DISTRIBUTOR” with an
abbreviation such as “DSTR” either allows it to
be deleted so that it is not considered by the
keyword-identification program or allows longer
words with possibly more distinguishing power to
be identified.

Although methods of identifying subfields
might be considered results, we are primarily
concerned with how their identification affects
the efficacy of various matching procedures.
Consequently, the identification can be
considered a preprocessing step (see e.g.,
Winkler, 1985) that is used in creating the data
base used in evaluations.

2.1.4. Completeness of Identification of
Duplicates

It 1is 1likely that few, if any, additional
erroneous nonmatches of duplicates are present in
the empirical data base for three reasons.
First, no additional duplicates were identified
in the set of headquarters records during a
manual review of all 1,500 records in a random
sample of 3-digit ZIP codes. Second, no

additional duplicates were identified during a
review of a sample of 20 pages (each containing
60 records) in a 1listing that was ordered
alphabetically using the NAME field. Third, no

additional duplicates were identified during the



discrimination stage (section 3.2).

Without further manual followup, it is
impossible to determine how many unidentified
associate records are in the set of headquarters
records. It 1is wunlikely that surveying and
callbacks~--because they were first-time
efforts——would have been able to identify them
all.

Even if more associates are identified,
results of matching duplicates
headquarters will not be seriously affected. The
main effect of identifying more associates will
be to lower the estimated rates of erroneous
matches. Some duplicates are now matched to
headquarters that are not identified as their
parent and that are actually associates of the
duplicates” parents. Each such match is
presently counted as an erroneous match.

the
against

2.2. Methods

2.2.1. The Formal Probabilistic Model

The Fellegi-Sunter wmodel (1969) uses an
information-theoretic approach embodying
principles first used in practice by Newcombe
(Newcombe et al., 1959). For a review of
existing techniques and their relationship to
classical information theory see Kirkendall
(1985).

In the Fellegi-Sunter model, agreements on
characteristics such as SURNAME or ZIP code are
assumed to be more common among truly matched
pairs than among erroneously matched or unblocked

pairs. In practice, specific binit weights of
agreement (or disagreement) are computed by,
W = log A/B
2

where

A= the proportion of a particular agreement (or
disagreement) defined as specifically as one
wishes among matched pairs, and

B= the corresponding proportion of the same
agreement (or disagreement) among pairs that
are rejected as matches.

The following table will help us to understand
more specifically the computation of weights.

Table 1: Counts of True State of Affairs
Specified Match Nonmatch
Characteristic
Agree a b
Disagree c d

If we wish to compute the weight associated

with agreement on a specified characteristic,
then we take A=a/(atc) and B=b/(btd); for
disagreement, we take A=c/(atc) and B=d/(bt+d).

For each detailed comparison of a pair of

records, the weights for appropriate agreements
and disagreements are added together, and the
total weight, TWT, is used to indicate the degree
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of assurance that the pair relates to the same
entity. The procedure assumes that weights
associated with individual agreements or
disagreements are uncorrelated with each other
(at least conditionally, see e.g., Fellegi and
Sunter, 1969, p. 1190).

Cutoffs UPPER and LOWER are chosen (using
empirical knowledge or educated guesses) and the
following decision rule is used:

If TWT > UPPER, then designate pair as a

match.

If LOWER <= TWT <= UPPER, then hold for manual

review.

If TWT < LOWER, then designate pair as a

nonmatch.

Given fixed upper bounds on the percentages of
erroneous nonmatches having TWT < LOWER and of
erroneous matches having TWT > UPPER, Fellegi and
Sunter (1969, p. 1187) show that their procedure
is optimal in the sense that it minimizes the
size of the manual review region.

In some cases, either looking at
subsets of the set of blocked pairs
increasing or decreasing individual weights used
in computing the total weight, TWT, can improve
the efficacy of the above decision rule. For
instance, among a set of records that are blocked
into pairs using the first six characters of the
STREET field, individual weights associated with
agreements and disagreements on characteristics
of the NAME field might be increased and
decreased, respectively.

A procedure that uses individual weights, that

disjoint
and/or

have been varied in order to achieve greater
accuracy in the set of pairs designated as
matches and nonmatches and/or a reduction in the

set of records held for manual

review, will be
referred to

as a modified information-theoretic

procedure. An unmodiffed procedure will be
referred to as the basic information-theoretic
procedure.

2.2.2. Specific Weight Computation

In addition to individual weights computed

using the subfields HOUSE NUMBER, PREFIX, STREET
NAME , SUFFIX, UNIT DESIGNATOR, KEYWORD1L,
KEYWORD2, and CO given in section 2.1.3, the
following subfields were wused in computing
individual weights:

Flield Subfield Columns Designated as
NAME 1-4,5-10,11-20,21-30 N1,N2,N3,N4
STREET 1-6,7-15,16-30 $1,52,83

ZIP 1-3,4-5 z1,22

CITY 1-5,6-10,11-15 c1,cz,c3
STATE 1-2

TELEPHONE  1-3,4-6,7-10 T1,T2,T3
WL-NAME 1/ 1-4,5-10,11-20,21-30 W1,W2,W3,W4

1/ Sort words in NAME field by decreasing
order of wordlength. Break ties with alpha
sort.

Generally, corresponding subfields were used
in computing individual weights. The exceptions
were comparisons of the first and second keywords
(section 2.1.3) in the NAME field.

It 1ie {important to mnote that if any weight
assoclated with a given SORT KEY, say TELEPHONE,



used in blocking is computed only for records
within the subset of pairs having the SORT KEY
agreeing, then the comparison has no
discriminating power and the resulting weight is
zero. If, however, a weight is computed for a
comparison of a SORT KEY within a subset of pairs
which do not all agree on the SORT KEY, then the
weight could be nonzero. Also, it is intuitive
that some of the comparisons, say of the above

defined subfields of the NAME and KEYWORDs
(section 2.1.3) may not be independent.
2.2.3. Variances

As the truth and falsehood of matches in the

set of blocked pairs were known for the
evaluation files, estimated error rates and their
variances were obtained using multiple samples.

The basic procedure was to draw samples of
equal size, compute cutoff weights wusing each
sample (based on at most 2 percent of nonmatches
being classified as matches and at most 3 percent
of matches being classified as nonmatches), use
each pair of cutoff weights on the entire data
base to determine overall error rates, and
compute the variances of the cutoff weights and
the overall error rates over the set of samples.

The multiple imputation procedure of Rubin
(1978) has been used for evaluating the effects
of different methods of imputing for missing data
but 1is applicable in our situation. Multiple
imputation entails obtaining several estimates
using different samples and then computing the
mean and variance over samples. In using Rubin”s
procedure, we sample without replacement.

The key difference from Efron”“s bootstrap is
that sampling is performed with replacement. Our

application corresponds almost exactly to the
first example in the paper of Efron and Gong
(1983).
2.2.4. The Independence Assumption

Fellegi and Sunter (1969, pp. 1189-90) state
that the independence assumption for the
comparisons of information contained in different

subfields is crucial to their theory but that the
independence assumption may not be crucial in
practice. They note that obtaining total weights
having a  probabilistic  interpretation only
necessitates that comparisons be conditionally
independent. The conditioning must be consistent
with the way total weights are computed.

There are several practical difficulties with
testing their independence assumption. First, it
must be tested separately for matches and
nonmatches. Newcombe and Kennedy (1962) provide
a method of approximating the weights for
nonmatches and show that accurately approximating
the weights for matches is difficult. The chief
reason 1is that the number of nonmatches is close
to the number of pairs in the cross product of
two files A and B while matches represent a
relatively small subset (of all pairs) having
specific characteristics.

Second, the weights of nonmatches and matches
may vary substantially depending on what blocking
criteria are used. If, say, four independent
criteria are used, then it might be necessary to
examine as many as 15 (2**4-1) mutually exclusive
subsets of the set of blocked pairs (see sections
3.1 and 3.2).

Third, the
necessary for

information
analyses is

collection of the
contingency table

231

difficult because we have no strong control over
sampling design (Bishop, Fienberg, and Holland,
1975, pp. 36-39). Even with moderately large
samples, some of the subsets determined by
blocking criteria may be too small for adequate
analysis of the conditional independence of two
variables given two or more variables because of
the number of marginal constraints that are zero
(see section 3.2.8).

Fourth, if many different subfields and/or
different means of comparing them are considered
(we will consider 30; Newcombe and Kennedy,
(1962, p. 566), considered 200), then modelling
the conditional relationships using contingency
table techniques (Bishop, Fienberg, and Holland,
1975) can be cumbersome.

Even if dependencies occur, it may be possible

to vary weights associated with  individual
comparisons (1i.e., steepest ascent, see e.g.,
Cochran and Cox, 1957, pp. 357-369) to determine
whether the efficacy of the overall weighting
procedures can be improved. Our specific
steepest ascent method generally involved

choosing a few individual weights in disjoint
subsets determined by blocking criteria (sections
3.1 and 3.2) and varying them by +/- 0.5.

It 1is important to note that modifications to
individual weights may be heavily dependent on
the subsets determined by the blocking criteria.

2.3. Criteria for Evaluation

2.3.1. Type I and II Errors

A Type I error is an erroneous nonmatch and a
Type II error is an erroneous match. The Type 1
error rate 1is U/D*100 where U is the number of
erroneous nonmmatches and D is the number of
matches. The Type II error rate is F/M*100 where
M is the number of pairs designated as matches
and F is the number of erroneous matches.

As duplicates unmatched during the blocking
stage are considerably more difficult to identify
than false matches during the discrimination
stage, the primary emphasis in developing a unew
strategy was minimizing Type I errors during the
blocking stage before minimizing Type II and Type
I errors during the discrimination stage.

It is important to note that if a
files has no erroneous nommatches, then any
matching strategy applied will yield either no
pairs during the blocking stage or a Type I error
rate of 0 percent and a Type II error rate of 100

pair of

percent. Because the empirical data base is
relatively free of duplicates (as a result of
reducing the empirical database from 176,000 to
66,000 records), application of any matching

strategy will produce relatively high Type I
error rates during the blocking stage.

As we are primarily concerned with evaluating
methodologies for accurately matching pairs that
are not readily matched using elementary
comparisons (e.g., having major portions of key
fields agreeing exactly), the data base of 66,000
records 1is more suitable for wuse than the
original set of 176,000 records.

2.3.2. Overall Rate of Duplication

The number of erroneous nomnmatches as a
percentage of the total number of records in a
file is also an important evaluation criteria.
We define the overall rate of duplication as
Q/(X4Q)*100 where Q is the number of erroneous




nonmatches and X is the number of parent records.
This additional evaluation criteria is
important because the Type Il error rate criteria
will not provide a measure of how free of
duplicates a file is. The Type II error rate
does not work well because, as the number of
matches, D, in a file decreases, the Type 1 error
rate (U/D*100, where U is the number of erroneous
nonmatches) will necessarily increase.
In the analysis of the empirical data base, D
is held constant so that the comparative
advantages of various strategies can be assessed
using Type 1 error rates. The overall rate of
duplication will not work well for these
comparative evaluations because it 1is too
dependent on the number of pareat records, X,
which does not change. That is, if Ul and U2 are
the numbers of erroneous nomnmatches under two
matching strategies and Ul<U2<<X, then U1/(Ul+X)
and U2/(U2+X) are approximately equal.

2.3.3. Amount of Manual Review

The amount of manual review 1s a critical
fedture in any matching procedure because manual
review is both time-consuming and expensive. If
one procedure requires one half as much manual
review as another, yields Type 1 error rates that

are only somewhat higher than the other, and
ylelds similar rates of erroneous nonmatches
(section 2.3.2), then there is strong
justification for  adopting the procedure

requiring less manual review.
3. RESULTS USING THE EMPIRICAL DATA BASE

Results of the empirical analyses for the
blocking stage and the discrimination stage are
presented in sections 3.1 and 3.2 respectively.

3.1. Comparison of Sets of Blocking Strategies
The following five criteria were used for
blocking files into sets of linked pairs used in
the discrimination ' stage. The set of five
criteria were developed by comparing a large
number of criteria. If the upper bound on the
overall rate of erroneous matches during the
blocking stage 1is set at 65 percent, then this
set of five gave the largest overall reductiom in
erroneous nonmatches (see Winkler, 1984a).

BLOCKING CRITERIA

1. 3 digits ZIP, 4 characters NAME

2. 5 digits ZIP, 6 characters STREET

3. 10 digits TELEPHONE

4. Word length sort NAME field, then use 1. *
5. 10 characters NAME

* This criterion also has a deletion stage
which prevents matching on commonly
occurring words such as “0IL,” “FUEL,”
“CORP,” and “DISTRIBUTOR.”

3.1.1. Type I and II Error Rates by Individual
Blocking Criteria
Table 2 presents counts and rates of matches,

erroneous matches, and erroneous nommatches for
each of the five matching criteria given above.
As we can see, no single criterion provides a
significant reduction in the rate of erroneous
nonmatches. The best is criterion 4 (wordlength
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gort) which leaves 702 (23 percent) duplicates
unlinked. The reason criteron 4 works best is
that the NAME field does not have subfields
(generally words) that are in fixed order or in
fixed locations. Consequently, criterion 4 links
NAME fields from headquarters and duplicates
having the following form:

John K Smith

Smith J K Co

Criterion 3 (TELEPHONE) provides the lowest
rate 8.7 percent (186/(186+1952)) of erroneous
matches and the second best rate 34.7 percent
(1057/3050) of erroneous nommatches. Criterion 5
(10 characters of the NAME) provides both the
worst rate of erroneous matches, 58.6 percent
(1259/12594+889)), and the worst rate of erroneous
nonmatches, 63.3 percent (1932/3050).

Table 2: Rates of Matches, Erroneous Matches,
and Erroneous Nonmatches by Blocking
Criteria

Link with]Link with| Not Actual
Correct Wrong [Linked| Number
Criterion| Parent Parent 2/ of
1/ Matches
1 1460 727 1387 3050
(66.8) (45.5)
2 1894 401 1073 3050
(82.5) (35.2)
3 1952 186 1057 3050
(91.3) (34.7)
4 2261 555 702 3050
(80.3) (23.0)
5 763 4534 1902 3050
(14.4) (62.4)

1/ Type Il error rates are in pareatheses.
Z/ Type I error rates are in parentheses.

3.1.2. Comparison of Sets of Criteria

In comparing subsets of the five blocking
criteria, the primary concern is in reducing the
number of erroneous nonmatches. The number of
matches and erroneous matches in the set of pairs
created in the blocking stage 1is dealt with
primarily during the discrimination stage.

The comparison takes the form of considering
the incremental reduction in the number of
erroneocus nommatches as each individual criteria
is added. Although criteria 3 and 4 perform best
on the empirical data base, they are considered
later than criteria 1 and 2. .

Criteria 1 and 2 are applicable to all EIA
files because all of them have 1identified NAME
and ADDRESS fields. As many non-EIA source lists
used in updating do not contain telephone
numberg, criterion 3 is not applicable to thea.
As a number of EIA 1lists have consistently
formatted NAME fields, criterion 4 will yield

little, if any, incremental reductions in the
number of erroneous matches during the blocking
stage.



Table 3: Incremental Decrease in Erroneous Nonmatches and
Incremental Increase in Matches and Erroneous

Matches by Sets of Blocking Criteria

Set of Rate of Erroneous Matches/ Erroneous
CriterialErroneous |Nonmatches/|Incremental|Matches/
Used Nonmatches]|Incremental{Increase Incremental
Decrease Increase
1 45.5 1387/ NA 1460/ NA 727/ NA
1,2 15.1 460/927 2495/1035 1109/ 289
1,2,3 3.7 112/348 2908/ 413 1233/ 124
1,2,3,4 1.3 39/ 73 2991/ 83 1494/ 261
1,2,3,4,5 0.7 22/ 17 3007/ 16  5857/4363

NA- not applicable.

3.1.3. The Preferred Set of Blocking Criteria

The preferred set of blocking criteria are
criteria 1, 2, 3, and 4. Criterion 5 (10
characters of the NAME) was considered because it
yielded the greatest reduction in erroneous
nonmatches of any fifth blocking criteria while
keeping the overall percentage of erroneous
matches below 65 percent.

Criterion 5, however, is not suitable for
inclusion because it 1incrementally adds 16
matches and 4363 erroneous matches while reducing
the number of erroneous nonmatches from 39 to 22.

As the discrimination stage (section 3.2)
delineates matches and nomnmatches with an error
rate of 3 percent and 99.6 (4363/4379) of the

incrementally-added pairs are false, inclusion of
criterion 5 would yield an overall increase in
the number of erroneous nonmatches.

Blocking 3050 duplicates with 54,850 parents

using the preferred set of blocking criteria
ylelded 4485 pairs (2991 matches and 1494
nonmatches) for consideration during the

discrimination stage.

It is important to note that the 39 matches
not identified during the blocking stage are
never again considered. Erroneous  matches

created during the blocking stage are considered
during the discrimination stage and still can be
correctly designated. These reasons led to our
emphasis on minimization of Type I errors during
the blocking stage prior to minimization of Type
I and II errors during the blocking stage.

3.2. Discrimination

The discrimination stage was divided into two
parts: (1) a part in which 2240 pairs were
designated as matches using an ad hoc decision

rule and (2) a discrimination stage in which the
remaining 2245 palrs were designated as either
matches, erroneous matches, or candidates for
manual review.

The ad hoc decision rule generally consisted
of designating those pairs as matches that had
been connected by two or more blocking criteria.
The exceptions were records connected by 1 and 4,
only (NAME and WL-NAME), and 2 and 3, only
(STREET and TELEPHONE). Slightly more than 98
percent of the 2240 records designated as matches
were actually matches.

Prior to wuse in the information-theoretic
discrimination procedure, the 2245 remaining
pairs were further divided into four mutually
exclusive classes wusing the preferred blocking
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criteria (section 3.1.3):

Class 1 (1021 records): Linked by 1, only, and
by 1 and 4, only.
Class 2 ( 624 records): Linked by 2, only, and
by 2 and 3, only.
Class 3 ( 256 records): Linked by 3, only.
Class 4 ( 344 records): Linked by 4, only.
3.2.1. Overall Results

Table 4 presents a summary of results obtained
during the discrimination stage. It shows that
2148 (96 percent) of 2245 records are classified
as matches or nommatches and that only 3 percent
(68/2148) of the classified records are
misclassified. Results are based on using the
entire data set for calibration (i.e., obtaining
cutoff weights) and evaluation. Variance results
(section 3.2.6) based on 25 different samples
used for calibration yield cutoff weights and
error rates that are consistent with results in
Table 4.

Two observations are that the cutoff weights
vary substantially across classes and that 100
perceant of the records in classes 2 and 4 can be

classified. The varying cutoff weights indicate
that cutoff weights may vary with different types
of address lists. Thus, new calibration
information may be needed for each new file

encounted. Calibration information is based on
knowing the actual truth and falsehood of matches
within a representative set of blocked pairs.

Table 4: Results from Using a Modified Information-Theoretic
Model for Delineating Matches and Erroneous Matches
(3 Percent Overall Misclassification Rate)

Misclassed Total
as Classed as
Cutoff Weights Total | Total
Class Non- [Match|Non~ [Match|Classed|Records
LOWER [ UPPER |Match Match
1 4.5 7.5 28 8 692 274 966 1021
2 2.5 2.5 5 3 379 245 624 624
3 -0.5 4.5 5 6 104 110 214 256
4 8.5 8.5 9 4 266 78 344 344
Totals 47 21 1441 707 2148 2245

The largest group of misclassified records are
those erroneous matches that have the same
address and phone number as the headquarters”
records. For example:

(a) Apex 0il 222 Columbia St NE Salem

OR 97303 503/588-0455
Jones Co 222 Columbia St N E Salem
OR 97303 503/588~0455
(b) A A 0Oil Main St Smallsville TX
77103 713/643-2121
Smith J K Co Main St Smallsville TX
77103 713/643-2121

Example (a) represents two different companies
located in the same office building. Example (b)
represents two different fuel oil dealers, one of
which has gone out-of-business.

Misclassified matches (erroneous nonmatches)
generally had typographical differences or
missing data in a number of subfields, as in the



examples below:

(c¢) Smith 0il W 31st St N Church St
Hardsburg PA 18207 713/643-2121
Smith J K N Church St
Hardsburg PA 18207 missing
(d) Mcneely R 3312-14 Harris Ave
MPLS MN 55246 612/929-6677
R Mcden Neely 3312 Harris Ave
St Louis Par MN 55246 612/929-6677
Example (c) has a minor variation in the NAME

field, a major variation in the STREET field, and
a missing TELEPHONE field. Example (d) has major
variations in the NAME field and CITY fields and
a minor variation in the STREET field.

3.2.2. Improvement Due to New Spelling
Standardization
The improvement due to the new spelling

standardization was quite minor as the results in
Figures 1 and 2 show. Figures 1 and 2 represent
plots of the numbers of matches and nommatches
against total weight wusing the early and new
spelling standardizations, respectively.

The results are only shown for Class 2
(section 3.2 and section 3.1.3) because records
blocked wusing STREET ADDRESS only or STREET
ADDRESS and TELEPHONE only are intuitively among
the most difficult to work with (see examples in
section 3.2.1). Both figures will be compared
with other figures corresponding to Class 2 that
appear in sections 3.2.2, 3.2.3, and 3.2.4.
Although characteristic results for other classes
will be mentioned, no graphs will be presented
for them.

Figures 1 and 2 show the classic

patterns in

matches and nonmatches (Newcombe et al., 1959;
Newcombe et al., 1983; Rogot et al., 1983). In
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both figures, the curves of matches almost

entirely overlap with the curves of nommatches.
As the distinguishing power of the weighting
scheme improves, the curves move apart.

3.2.3. Improvement Due to Address Subfield
Identification

Figure 3 1is a plot of the numbers of matches
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and nonmatches against total weight when the new
spelling standardization and address subfield
identification (section 2.1.3) is used.
Comparison with Figure 2 shows that the subfield
identification ylelds a moderate improvement
(i.e., the curves of matches and nonmatches
overlap less.)

Although not shown in this paper, examination
of similar sets of plots for other classes,
particularly those blocked using the NAME field,
show less improvement when additional weights
obtained using the ADDRESS subfields are used.

3.2.4. Improvement Due to Name Subfield
Identification
Figure 4 1is a plot of the numbers of matches

and nommatches against total weight when the new

spelling standardization and name and address
subfield identification are used (see section
2.1.3 for a list of the subfields). Comparison
with Figure 3 shows that the NAME subfield
identification yields little, if any,
improvement.

Although not shown in this paper, examination

of similar sets of plots for other classes,
particularly those blocked using the NAME field,
show greater improvement when additional weights
obtained using the NAME subfields are used.
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3.2.5. Improvement Due to Conditioning

Figure 5 1is a plot of the numbers of matches
and nommatches against total weight when a
special conditioning (see section 2.2 and section
3.2.8) procedure in addition to the new spelling
standardization and name and address subfield
identification is used. Comparison with Figure 4
shows that the conditioning yields a substantial
improvement in Class 2. Other classes (not
shown) show slight improvements.
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Comparison of Figure 5 with Figures 1 or 2
show the significant improvements obtained using
the modified information-theoretic model that
includes all enhancements.

Table 5 shows the results from using the basic
information—theoretic model that are comparable
to the results in Table 4. The only difference
is that a modififed information-theoretic
procedure is used in obtaining Table 4 results.
Overall comparfson shows that the modified
information-theoretic procedure performs better
than the basic information-theoretic procedure.

Specifically, comparison of the two tables
shows that the total number of records classified
rises from 1526 (out of 2245) to 2148 while the

overall misclassification rate falls from 5
percent to 3 percent.
Comparison of Tables 4 and 5 also shows that

the main difference in the modified and basic
procedures is that the modified procedure allows
classification of all 624 records in class 2
while the basic procedure allows classification
of only 215.

Table 5: Results from Using an Information-Theoretic Model
for Delineating Matches and Erroneous Matches
{5 Percent Overall Misclagsification Rate)

Misclassed Total
as Classed as
Cutoff Weights Total | Total
Class Non- |Match|Non- {MatchjClassed|Records
LOWER [ UPPER |Match Match
1 0.5 6.5 39 14 674 264 938 1021
2 -4.5 3.5 2 4 100 115 215 624
3 -4.5 6.5 2 1 55 42 97 256
4 2.5 11.5 11 2 254 46 300 344
Totals 54 21 1055 471 1526 2245




3.2.6. Variances
Tables 6, 7, and 8 present estimates and their

coefficients of wvariation obtained using 25
calibration samples and Rubin’s multiple
imputation technique. For each calibration

sample, the sample sizes in Classes 1, 2, 3, and

4 were 240, 200, 120, and 160, respectively.
Cutoff weights and misclassification rates were
obtained for each sample. Estimates are the
average cutoff weights and average
misclassification rates over 25 replications
(samples). Variances of the estimates are over
25 replications.

Overall, the results indicate that the

estimated cutoff weights and wmisclassification

rates vary significantly from calibration sample
to calibration sample. The variances are
functions of both the sample sizes on each
replication and the number of replications. When

the number of replications was held at 25 and the
sample sizes decreased to 120, 100, 80, and 90
for the four classes, estimated coefficients of
variation over 25 replications were approximately

30 percent higher on the average for
misclassified matches and about the same for
misclassified nonmatches.

The fact that the coefficients of variation

decrease substantially as sample sizes increase
indicates that calibration samples should be as

large as possible. As the total number of
records considered in these analyses was quite
small, taking substantially larger samples was
not practicable.

Examination of Table 6 shows that the
estimated coefficients of variation associated
with the cutoff weights using the modified

information-theoretic procedure range from 15.3
percent to 99.5 percent; and from 14.3 percent to
115.4 percent with the basic
information-theoretic  procedure. The cutoff
weights are consistent with the cutoff weights
given 1in Table 4 and Table 5. Results in Tables
4 and 5 were obtained using the entire data set
instead of samples.

Examination of Tables 7 and 8 show that the
misclassification and nonclassification rates can
vary significantly. Coefficlents of variation of
the estimated misclassification rates for the
modified information-theoretic procedure vary
from 33.2 to 109.9; for the basic procedure from
33.8 to 112.9.

Table 6: Estimated Cutoff Weights and Their Variances
25 Replications, With and Without Conditioning

Variance of CVs of
Estimated Estimated Estimated

Class{Status|Cutoff Weights |Cutoff Weights |Cutoff Weights

1/

- LOWER UPPER |LOWER UPPER |LOWER UPPER
1 c 2.66 7.72 71.02 2.05 99.5 18.5
2 c 1.44 1.44 0.62 0.62 54.9 54.9
3 [ ~-3.3¢9 5.82 B.74 2.08 87.2 24.8
4 c 6.89 1.92 1.1l 7.57 15.3 23.1
1 WC -1.92 8.05 4.90 1.50 115.4 15.2
2 wC -5.04 4.56 0.52 1.41 14.3 26.1
3 wC -6.38 6.82 1.46 1.66 18.9 18.9
4 wC 1.71 12.13 3.11 7.56 102.9 22.7

1/ C—Conditioning, WC-Without Conditioning.
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Table 7: Estimated Counts and Rates of Misclassification
and Nonclassification
25 Replications, With and Without Condltfonioy
Proportlon
Misclassed Correctly Misclassed
as Classed as as
Total Not
Class|Status|Records{Match|Non- |Classed|Match |Non- Match|Non-
1/ Match Match Match
1 C 1021 10.4 27.4 75.2 260.7 647.2 .038 .041
2 C 624 9.7 3.0 0.0 244.0 367.3 .038 .008
3 C 256 3.0 3.5 94.2 85.2 70.0 .034 .048
4 c 344 1.4 10.2 23.5 54.3 254.6 .026 .039
Total 2245 24.5 44.1 192.9 644.2 1338.1 .037 .032
1 we 1021 8.9 26.2 145.4 237.1 603.3 .036 .042
2 we 624 3.8 3.9 450.6 89.4 76.3 .040 .048
3 WeC 256 1.6 2.3 178.8 38.1 35.1 .04l .062
4 we 344 1.3 9.6 57.7 38.8 236.6 .032 033
Total 2245 15.6 42.0 832.5 403.4 951.3 .037 .042

L/ C-Conditioning, WC-Without Conditioning.

Comparison of the modified and basic weighting
procedures shows that the modified procedure is
able to classify accurately significantly more
records, particularly in classes 2 and 4, than
the basic procedure. The results are consistent
with those presented in Tables 4 and 5.

Results obtained using Efron”s bootstrap
imputation with 25, 100, 200, and 500
replications are consistent with the results in

Tables 6, 7 and 8.

3.2.7.
The
2.3.2)

Overall Rate of Duplication

overall rate of duplication (section
is 0.19 percent (100*102/(54850+102))
where the number of headquarters records is
54,850 and an estimated upper bound on the number
of erroneous nonmatches is 102).

The estimated upper bound, 102, on the number
erroneous nonmatches is the number of matches

of

Table 8: Coefficients of Variation of Estimated
Counts of Misclassification and
Nonclassification 1/

25 Replications With and Without Conditioning

Misclassed as
Total Not
Class|Status|Records|Match |Non— Classed
g] Match
1 C 1021 69.5 47 .4 54.7
2 [ 624 64.6 81.1 0.0
3 C 256 96.6 84.1 40.9
4 [ 344 109.9 33.2 60.8
1 wC 1021 62.3 42.3 34.0
2 WC 624 112.9 96.2 9.0
3 wC 256 106.9 65.5 8.1
4 WC 344 99.6 33.8 34.3

1/ Units are percentages.
2/ C-Conditioning, WC-Without
Conditioning.



that are unblocked plus an upper bound on the the
number that are erroneously classified as
nonmatches during the discrimination stage.
Thirty-nine records (section 3.1.2) are unblocked
using the preferred set of blocking criteria.

The estimated upper bound consists of the sum
of the estimated upper bounds on the numbers of
automatically erroneously matched records in

classes 1-4 and an estimate of the number of
matches that are misclassified during manual
review. The upper bounds at the 95 percent
confidence 1level in classes 1-4 (using the

estimates in Tables 7 and 8) are 24.9, 22.2, 8.9,
and 4.5, respectively.

We assume that two percent of the estimated
124.3 matches in the estimated set of 192.9
records (see Tables 7 and 8) will be misclassed

during manual review. This ylelds that 2.5
matches will be misclassed as nonmatches.
Thus, the upper bound is 102

(=39424.9+22.248.9+4.5+2.5).

3.2.8. The Independence Assumption

Independence of comparisons does not hold.
This is shown by the significant variation of the
lower and upper cutoff weights across Classes 1
thru 4 in Tables 4, S and 6., If the comparisons
were independent, then individual weights and
cutoffs for the total weights would be reasonably
consistent across classes. Individual weights
(not shown) vary more than the cutoff weights
across classes.

Independence of interactions within classes is
1llustrated by Tables 9 and 10. They show the
two~way independence of the interactions of some
of the subfields given in section 2.1.3 for
subfields that are generally not connected and

Table 9: Independence of Two-Way Interactions
for Selected Subfields that are
Generally Not Connected with Blocking
Characteristics, By Class 1/

Class|Kil/H |K22/H |K11/SN{K22/SN

1 yes yes no 2/ mno 2/
2 NA NA yes yes
3 no4/ no3/ no2/ yes
4 yes yes yes yes

NA- not applicable because one of two

variables is basically the same as a

blocking characteristic due to small sample

size.

1/ Kii is the comparison of KEYWORDi with

KEYWORDL, for i=1, 2; H is comparison

of HOUSE NUMBER with HOUSE NUMBER; and

SN is the comparison of STREET NAME

with STREET NAME.

2/ Independent when H 1s included in a
3-way contingency table analysis.

3/ Independent when K1l is included.

Independent when K22 is included.
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Table 10: Independence of Two-Way Interactions for
Selected Subfields that are Somewhat Connected

with Blocking Characteristics, By Class

Class{W1/S)|W1/S2}W1/S3|W2/S1{W2/S2]W2/53]|W3/S1]|W3/52 w3/s3
1 yes yes Yyes yes yes yes yes yes yes
2 NA yes yes NA yes yes  NA yes yes
3 no 1/ no 2/ no 3/ no 4/ no 2/ no 1/ no 5/ no 2/ mo 1/
4 NA NA NA yes yes no 1/ no 1/ no 2/ no 1/
A 6/ no no yes yes yes yes yes yes Yyes

NA- not applicable because one of two variables is used as

a blocking characteristic.
1/ Independent when S2 is
T table analysis.

/ Independent when Sl {is
/ Independent when W2 is
/ 1Independent when W3 is included.
/ Independent when 53 {s included.
/ Aggregate of Classes 1-4.

included in a 3-way contingency

included.
included.

somewhat connected with blocking characteristics
respectively. The variables wused in the
comparisons were defined in sections 2.1.3 and
2.2.2, respectively.

The Fellegi-Sunter model (1969, pp. 1189-1190)
does not require full independence of
interactions. It only requires that interactions
be conditionally independent.

In over half the entries in Tables 9 and 10,
the two-way interactions are independent
unconditionally at the 95 percent confidence
level and the hierarchical principle (Bishop,
Fienberg, and Holland, 1975) assures that all
such two-way interactions are always
conditionally independent. 1In all cases in which
two-way interactions are not uncounditionally
independent, a third variable was found so that
the two-way interactions were independent at the
95 percent confidence level given the third
variable.

It 4is important to note two points. First,
some of the interaction of variables (not
presented in the tables) such as H and S1 or Wl
and K11 are often not independent unconditionally
and it seems likely that they will generally not
be independent conditionally. Second, building a
precise model, by mutually exclusive class, in
which only the minimal set of variables necessary

for effective discrimination 41is 1included, and
which precisely models the conditional
relationships, i8 1likely to be difficult and

heavily dependent
used.

What we attempted to do in our approach was to
find a superset of the minimal set of variables
needed for effective discrimination; apply them
all in creating the weights for each class;
perform minimal modification in the basic
procedures for creating the weights; and show
that the failure of the independence assumption
is not too crucial.

on the empirical data base



4. CONCLUSIONS AND FUTURE WORK

This section contains a brief summary of
results of this paper, a discussion of how the
results relate to previous applied work and
existing theory, and a set of problems for future
research.

the

4.1. Summary

The results of this paper imply that the keys
to delineating matches and nommatches accurately
are: (1) good spelling standardization and (2)
accurate identification of corresponding
subfields. They also imply that the independence
assumption, required by the information-theoretic
model of Fellegi and Sunter (1969), is not
critical in practical applications of the type
performed in this paper.

A key advantage of the Fellegi-Sunter approach
is that it lends itself to incremental
improvements, as knowledge of both file
properties and data manipulation techniques (via
software) increase.

4.2. Further Discussion of Results

4.2.1. TIndependent Application of Multiple
Blocking Criteria

Newcombe et al. (1962, pp. 563-564) provide an
example of applying multiple blocking criteria
independently. They blocked first on surname and
then on maiden name in files of individuals wused
for epidemiological research. In their study of
a special sample of 3560 matches (linkages in
their terminology), 98.4 perceat (3504) were
obtained using SOUNDEX coding of surname and an
additional 1.4 percent (to a total 99.8 percent)
were obtained using SOUNDEX coding of maiden
surname. The increase in the total number of
pairs considered for review when the second
blocking criterion was used was 100 percent.

The results of section 3.1 show that, within
the set of criteria considered, no single
blocking criterion can yield a subset of pairs
containing 80 percent of matches and no two can
yield subsets containing 90 percent. The work of
Winkler (1984a,b) provides a considerably more
exhaustive study of blocking criteria and shows
how the set of criteria used in this study work
reasonably well on two additional sets of files.

Kelley (1985) provides a theoretical
foundation for the simultaneous consideration of
several subfields which is consistent with the
Fellegi-Sunter model. In hypothetical examples,
he shows how best to apply simultauneously first
name, surname, and sex as blocking criteria.
Section 3.1 results show that criterion 5, 10
characters of the NAME, does not perform well
(62.4 percent of matches are not blocked and only
14.4 percent of the blocked pairs are matches)
while criterion 1, 3 digits of the ZIP and &
characters of the NAME, performs considerably
better (45.5 percent of matches unblocked and
66.8 percent of the blocked pairs are matches).
Thus, our results serve as partial corroboration
of Kelley”s results.

It seems likely that independent application
of multiple blocking criteria such as done in
this paper will be necessary to identify matches
in other files of businesses. This is primarily
due to lack of identifiers such as surnames.
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4.2.2. Spelling Standardization
The comparison of Figures 1 and 2 in section
3.2.2 showed that improved spelling

standardization of commonly occurring words did
not yield any dramatic improvement in the ability
to distinguish matches and nonmatches. Results
for other classes (not shown) were similar. The
results, however, may not be representative
because the files had already been standardized
using a somewhat more elementary set of tables.

It 1is possible that improvements could be more
dramatic when results using totally
unstandardized files are compared with results

using well standardized files.

Additionally, consistent spelling of commonly
occurring words can allow their identification;
thus, making it easier to identify other
subfields having greater distinguishing power.

4.2.3. Subfield Identification

Section 3.2 results (particularly Figures 2-4)
showed  improvements in the  Fellegi-Sunter
weighting procedure”s ability to delineate
accurately matches and nommatches and reduce the
size of the manual review region. The
improvements were due to the identification of
subfields in the NAME and STREET fields using
ZIPSTAN and KEYWORD software, respectively.

The improvements using ZIPSTAN in classes 1
and 4 (not shown) were quite substantial. They
were, however, not as dramatic as the

improvements in classes 2 and 3 when conditioning
procedures were used.

The results basically show us that it may be
possible to delineate and compare subfields
(particularly within the NAME field) that yield
greater distinguishing power. In particular, if
such comparable subfields are distinguished, then
string comparator metrics (see e.g., Winkler,
1985) which allow assigmment of weights of
partial agreement between strings (rather than
just 1l-agree and O-disagree) could be used to
deal with subfields containing minor
keypunch/transcription errors.

4.2.4. Independence, Conditioning, and Steepest
Ascent
The results in

section 3.2 (particularly
subsections 3.2.1 and 3.2.8) show that the
comparisons of characteristics of various
subfields are generally not independent. Fellegi
and Sunter (1969, p. 1191) indicate that their
weighting scheme may work well in practice even
when the independence assumption is not met.

In an early analysis (not shown), weights were
computed uniformly over all pairs within the set
of blocked pairs, rather than separately in the
four subclasses. Analyses similar to those in
section 3.2 (particularly, wusing figures like
Figures 1-5) showed that weights computed
uniformly did not have as much distinguishing
power. In particular, the curves of nommatches
and matches never moved as far apart as the
curves moved apart in Figure 5. Results (not
shown) for other classes used in this paper were
quite similar to those in Figures 1-5.

We can conclude that, at least in our example,
dependence  of comparisons leads to less
discriminating power. We should note, however,
that a 1large number of comparisons were
performed, some of which are likely not to be



independent conditionally. It may be possible
that subsets of the comparisons (they are likely
to vary significantly from class to class) may be
created in which the comparisons are
conditionally independent. For such subsets,
however, it is not clear whether the overall
discriminating power will increase.

It is important to mnote that, for those
procedures in which only one blocking criterion
is used (such as blocking on SOUNDEX abbreviation
of surname in files of individuals), it may be
possible to compute weights uniformly over the

entire set of blocked pairs. The four classes
which we considered were created wusing the
preferred set of four blocking criteria. Thus,

our weight creation scheme is conditional on the
set of blocking criteria.

The conditioning arguments in this paper
consisted primarily of the subdivision of the set
of blocked pairs into four classes based on the
four blocking criteria and steepest ascent
methods of weight variation. Both procedures are
cumbersome to apply, the second particularly so.
It may be possible to produce some algorithm for
conditioning or some other method which allows a
systematic approach to conditioning. Bishop,
Fienberg, and Holland (1975, Chapter 11) provide
a useful discussion of the difficulties with some
of the measures of association that have been
developed.

4.2.5. Legitimate Representation Differences and

Keypunch/Transcription Error
Fellegi and Sunter (1969, pp. 1193-1194)
provided a specific model which 1incorporates
error rates associated with legitimate
representation differences of the same entity
(see e.g., the name variations in section 2.1.3)
and/or keypunch/transcription error. Their
results (see also Coulter, 1977; Kirkendall,
1985) show that, in the presence of such errors,
agreement weights remain approximately the same
as agreement weights in the absence of such
errors, while disagreement weights (which are
generally negative) increase. The results have
substantial intuitive appeal.
Review of figures like Figures 1-5 for classes
1, 3, and 4 (not shown) and examination of pairs
that are either misclassified or not classified
in all 4 classes indicate that keypunch error
plays a substantially greater role in classes 1
and 3 than in classes 2 and 4. The results are
consistent with Table 4 results in which all
records in classes 2 and 4 are classified (none
held for manual review) while a moderate number
of records in classes 1 and 3 (55 of 1021 and 42
of 256, respectively) are held for manual review.
A partial explanation of the differences is
that classes 1 and 3 contain a moderate number of
pairs of records having substantial variations in
the NAME and/or STREET fields while classes 2 and
4 do not. In class 1, many keypunch errors occur
after the first four characters of the NAME.
Being able to block on TELEPHONE (class 3),
allows significant reduction in the number of
erroneous nonmatched because so many
keypunch/transcriptions can occur in the NAME and
STREET fields (see also Winkler, 1984a).
An  additional series of steepest
variations were performed in classes 1 and 3.
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all cases, the distinguishing power remained
constant or became slightly worse. In some
cases, graphs such as given by Figure 5 contained
curves of nomnmatches and matches for which the
humps moved apart but for which the manual review
region remained constant or increased in height.
Thus, it seems unlikely that more conditioning in

the form presented in this paper will improve
procedures. Rather, it seems likely that
improvements will depend more on  better

identification and comparison of subfields.

4.2.6. Adaptability of the Fellegi-Sunter
Procedures

Newcombe et al. (1959, 1962) first showed that
the basic weighting procedure as presented in
Fellegi and Sunter (1969) could be improved by
adapting it to make use of additional comparative
information. Figures 1-5 in this paper
illustrate successive improvements which can be
obtained using spelling stand