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Foreword

Introduction

On March 20-21 of this year, a two-day International Record Linkage Workshop and Exposition was held in
Arlington, Virginia.  Over 200 hundred people were in attendance; and, because the facilities were limited, we
had to turn away yet another 200 interested individuals.

The Workshop had two main goals: first, we wanted an occasion to celebrate Howard Newcombe’s pioneering
practical work on computerized record linkage, which began in the 1950's -- see, e.g., Newcombe, Kennedy,
Axford, and James (1959), Automatic Linkage of Vital Records, which appeared in Science -- and the
theoretical underpinnings of his work, which were formalized in the 1960's by Ivan Fellegi and Alan Sunter in
their classic 1969 paper on A Theory for Record Linkage, published in the Journal of the American Statistical
Association. Second, we wanted a way to broadly update the methodological and technological developments
in record linkage research and their applications since the Workshop on Exact Matching Methodologies, which
was held in Washington, DC, in March 1985.  The Proceedings from that earlier conference -- Record Linkage
Techniques -- 1985 -- have been widely cited; but much new work has been done since then.

Contents

The current volume is fortunate to present recent papers by two of the pioneers in record linkage research --
Fellegi and Newcombe -- as well as the work of many others who are exploring various aspects of exact
matching techniques.  Some of the new areas of related research involve increased privacy concerns due to
record linkage; the growing interest in record linkage as a means for more efficient use of scarce statistical
resources; the heightened importance of linkage technology, for such policy areas as health care reform; issues
in physical security of data; and the measurement of nondisclosure and reidentification risks in public-use
microdata files.

The format for this volume essentially follows that of the 1997 Workshop agenda -- with a section added to
highlight key contributions made to the literature since the 1985 Proceedings.  In those few cases where a
paper was not available, the Conference abstract is provided.  The report concludes with an Appendix, listing
attendees who participated in the March 1997 Workshop and accompanying software expositions.

Copy Preparation and Reviews

The contents of the papers included here are the responsibility of the authors – any opinions, findings,
conclusions, or recommendations expressed in these material are those of the authors and do not necessarily
reflect the views of the sponsors.  With the exception of selected previously published papers, which were
simply reproduced (with permission) as is, all of the papers in this volume underwent only a limited editorial
review. Since this did not constitute a formal referee process, authors were also encouraged to obtain their own
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technical review.  Corrections and changes were either made by the authors, themselves, or cleared through
them by the editors.  Final  layout of the papers was done by the editors, Wendy Alvey and Bettye Jamerson.
Minor changes of a cosmetic nature were considered the prerogative of the editors.

Obtaining Record Linkage Techniques -- 1985

Unfortunately, those interested in obtaining the companion volume – Record Linkage Techniques -- 1985 --
will be hard pressed to find a copy in print.  They are few and far between.  Instead of reprinting that volume
for the Workshop, the Federal Committee on Statistical Methodology has made an electronic copy available  (it
is a very large pdf file) on its Homepage, currently being maintained by the Bureau of Transportation Statistics.
At the present time, to access the electronic version, go to http://www.fedstats.gov/ ; click on Policy; then click
on Statistical Policy Working Papers; and go down to Other Multi-Agency Papers.

Other Sources of Related Information

In addition to Record Linkage Techniques -- 1985, there are a number of other sources of information that
might be of interest to record linkage researchers.  In particular, the Federal Committee on Statistical
Methodology's Statistical Policy Working Paper (SPWP) series includes three especially pertinent reports:

 
n Report on Exact and Statistical Matching Techniques, SPWP No. 5;
n Report on Statistical Disclosure and Disclosure Avoidance Techniques, SPWP No. 2; and
n Report on Statistical Disclosure Limitation Methodology, SPWP No. 22.

All three of these reports can be accessed electronically through Fedstats at the URL address shown above.  A
limited number of hard copies may still be available from the Statistical Policy Office, Office of Information
and Regulatory Affairs, Office of Management and Budget, Room 10201 NEOB, 725 17th Street, NW,
Washington, DC 20503.

Sources of Support

The Workshop was made possible with financial and other support from The Bureau of the Census; Ernst and
Young LLP; the Office of Management and Budget’s Federal Committee on Statistical Methodology; the
Internal Revenue Service; the National Agricultural Statistics Service; the National Cancer Institute; the
National Center for Health Statistics; the National Research Council; the National Science Foundation; Statistics
Canada; and the Washington Statistical Society.

Fritz Scheuren  William E. Winkler
Ernst and Young, LLP Bureau of the Census
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Abstract

Record linkage, as a major domain of substantive and technical interest, came about in the 1960s
at the confluence of four closely inter-related developments:

n  First, the post-war evolution of the welfare state and taxation system resulted in the 
development of large files about individuals and business.

n Second, new computer technology facilitated the maintenance of these files, the 
practically unlimited integration of additional information, and the extraction of 

hitherto unimaginably complex information from them.

n Third, the very large expansion of the role of government resulted in an unprecedented 
increase in the demand for detailed information which, it was thought, could at least 
partially be satisfied by information derived from the administrative files which came 
about precisely because of this increase in the role of government.

n But there was a fourth factor present in many countries, one with perhaps the largest 
impact on subsequent developments: a high level of public concern that the other three 
developments represented a major threat to individual privacy and that this threat had 
to be dealt with.

The paper traces the dynamic interaction of these factors over time, and their impact on the
evolution of record linkage practice in three different domains of application: government statistics,
public administration, and the private sector.

Introduction

t is a great honour and pleasure to be here today to think out loud about record linkage. I will say a few
words about its evolution, its current status, and I will share with you some reflections about the future.

Let me start with the simplest possible definition of record linkage. There is a single record as well as a file
of records and all records relate to some entities: persons, businesses, addresses, etc. Record linkage is the
operation that, using the identifying information contained in the single record, seeks another record in the file
referring to the same entity. If one accepts this definition, it is clear that people have been linking records ever
since files existed: the filing clerk, for example, spent his or her entire working day looking for the “right” file to
retrieve, or to insert new material in. The “right” file, of course, was the one that corresponded to the
identification that was sought, where “identification” could be anything that uniquely described the “right” file.

Chapter

1 Record Linkage and Public Policy –  A
Dynamic Evolution

Ivan P. Fellegi, Statistics Canada

I



Fellegi

4  n

Of course, this description of the traditional record linkage appears to be circuitous, but this did not matter
to anyone: everyone knew what needed to be done, so the lack of definition had no operational consequence.
The human mind could recognize the identification of a record in a file -- whether or not the descriptors
contained some errors.

Four Critical Factors Shaping the Evolution of Record Linkage

ecord linkage, as a major domain of substantive and technical interest, came about in the 1960s at the
confluence of four closely inter-related developments:

n First, the post-war evolution of the welfare state and taxation system resulted in the development of
large files about individuals and businesses (opportunity).

n Second, new computer technology facilitated the maintenance of these files, the practically unlimited
integration of additional information, and the extraction of hitherto unimaginably complex information
from them (means).

n Third, the very large expansion of the role of government resulted in an unprecedented increase in the
demand for detailed information which, it was thought, could at least partially be satisfied by
information derived from the administrative files which came about precisely as a consequence of the
increase in the role of government (need).

n But there was a fourth factor present in many countries, one with perhaps the largest impact on
subsequent developments: a high level of public concern that the other three developments represented
a major threat to individual privacy and that this threat had to be dealt with (constraint).

As a result of the fourth factor, there was a very real commitment in these countries, whether formally
taken or only implicitly accepted, that the creation of population registers must be avoided, indeed that even a
uniform system of  identifying persons would be unacceptable. In effect, files would be set up as and when
needed, but personal information would not be integrated in a comprehensive manner. If all the relevant
information had been kept together in a single large register, there would clearly have been little motivation to
carry out the complex task of bringing together information from large and distinct files that were not designed
for the purpose. Record linkage, it is important to remember, was therefore of particular interest in those
countries which had a long history of striking a balance in favour of the individual in the tension between
individual rights versus the needs of the state. In effect, record linkage came about to accomplish a task that
was rendered difficult precisely because there was a social consensus that it should be difficult.

Much of the paper is devoted to an exploration of the dynamics among these four factors, and how they
played themselves out in different domains of application: the statistical domain, other government applications,
and the private sector. For simplicity and focus, I will mostly restrict my comments to files involving personal
information.

A Historical Digression

hile record linkage flourished because of government’s administrative need, it is important to remember
that the pioneering work of Howard Newcombe (Newcombe and Kennedy, 1962) was motivated by
interest in genetic and biomedical research. Indeed, to this day a majority of record linkage applications

carried out in Statistics Canada are health related.

R
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However, my work with Alan Sunter (Fellegi and Sunter, 1969) was not motivated by health research
issues. Rather, it was explicitly oriented to the problem of merging the information content of large
administrative files in order to create a statistically useful source of new information. Our contribution can be
summarized as follows:

n Newcombe recognized that linkage is a statistical problem: in the presence of errors of identifying
information to decide which record pair of potential comparisons should be regarded as linked. Our
first contribution involved formalizing this intuitive recognition and rigorously describing the space of
record pairs consisting of all possible comparisons;

 
n Second, we provided a calculus for comparing the evidence contained in different record pairs about

the likelihood that they refer to the same underlying unit;
 
n Third, we defined a linkage rule as a partitioning of a comparison space into the subset that we called

“linked,”  i.e., record pairs about which the inference is that they indeed refer to the same underlying
unit, a second subset for which the inference is that the record pairs refer to different underlying units,
and a complementary third set where the inference cannot be made without further evidence;

 
n Fourth, as a formalization of the statistical character of the linkage rule, we identified the characteristic

Type I and Type II errors associated with a given linkage rule: the proportion of record pairs that are
falsely linked and the proportion that are incorrectly unlinked;

 
n Fifth, we showed that if the space of record pair comparisons is ordered according to our metric, this

will result in a linkage rule that is optimal for any pre-specified Type I and Type II error levels;
 
n Our final contribution was to provide a framework that, in retrospect, turned out to be fruitful both for

the design of operationally efficient record linkage systems and for the identification of useful areas for
further research. Perhaps this was our most important contribution: facilitating the outstanding research
that followed.

The very fact that there is a successful symposium here today is testimony to the productivity of that
research. There has certainly been a spectacular evolution of methodology and techniques, signalling a
continuing, perhaps even increasing interest in the topic. However, the basic tension among the four critical
factors mentioned above was never fully resolved, even though the dynamics were quite different in the
different domains of application. Let me turn to a brief overview of these application domains.

The Statistical Domain  --  A Model?

ince most of us here are statisticians, I will start with statistical applications. The defining characteristic of
this domain is that the output does not relate to identifiable individuals -- i.e., that statistical confidentiality is
preserved. This very important distinction ought to result in a different public attitude to linkage by

statisticians for statistical purposes. But I am not sure that it does -- for two related reasons. First, the process
of linkage of personal records is intrinsically privacy intrusive, in the sense that information is brought together
about a person without his or her knowledge and control. From that point of view it is largely irrelevant that the
results can only affect particular individuals in an indirect manner. The second reason is that not everyone
trusts us completely to maintain statistical confidentiality.

Statistical confidentiality protection in Canada, at least within government, is certainly tight -- both legally
and de facto. As you know, unlike the United States, almost all government statistical activity is carried out
within a single agency and is covered by a uniform and strong statistics act. In spite of that, we have taken what
we think is a very cautious, though hopefully balanced attitude to record linkage. We have developed explicit

S
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policies and strong mechanisms to make them effective.

Statistics Canada will undertake record linkage activities only if all the following conditions are satisfied:

n the purpose of the linkage activity is statistical/research;
 
n the products of the activity will be released only in accordance with the confidentiality provisions of the

Statistics Act;
 
n the benefits to be derived from the linkage are substantial and clearly serve the public interest;
 
n record linkage is either the only option to acquire the needed information or, given the cost or burden

implications of alternative approaches, it is the only feasible option;
 
n the record linkage activity will not be used for purposes that can be detrimental to the individuals

involved;
 
n the record linkage activity is judged not to jeopardize the future conduct of Statistics Canada's

programs; and finally
 
n the linkage satisfies a prescribed review and approval process.

Let me underline some features of this policy. Beyond the more or less obvious fact that we will not carry
out linkage except for statistical purposes, and that we will protect confidentiality, the main feature of the policy
is to seek a balance. We recognize that linkage is intrinsically intrusive of privacy, so we will only consider
undertaking it where the public benefit is sufficiently important to tip the balance of decision. But even when
this is the case, we want evidence that alternative methods to acquire equivalent information are either
impossible or prohibitively costly. Another requirement is that the objective of the project should not be
detrimental to the individuals concerned. This last point bears emphasis: we are not talking about individual
jeopardy -- that is ruled out by our strict confidentiality protection -- but of possible harm to the group of
people whose records are involved. Since typically we cannot contact them to obtain their informed consent,
we want to make sure that we will not link their information if, as a group, they would not have given us
informed consent had we been able to seek it.

However noble, no set of principles is likely to have operational impacts without a set of procedures
designed to give them effect. In our case this involves a cascading set of approvals. Every manager who wishes
to sponsor a linkage application has to submit a narrative describing the purpose, the expected public benefits,
whether there is a possibility of harm to the individuals concerned, and whether there are feasible alternative
approaches. In addition, the manager also has to describe the proposed methodology, any features that might
enhance privacy or confidentiality protection, and has to propose a tight schedule for the destruction of linked
identifiers. This information is assessed, in the first place, by a standing committee composed of several of
Statistics Canada directors that is chaired by one of my direct assistants. Their assessment and recommendation
is reviewed by the agency’s top level management group that I chair. If we decide that the public good indeed
outweighs the privacy concern and that the objectives cannot reasonably be achieved without linkage, we next
consider whether the project needs ministerial approval and/or external “stakeholder” review. Generally,
ministerial approval is sought unless a previous approval has clearly established a precedent.

Least problematic are cases where both files to be linked were collected for a statistical purpose. Examples
are routine linkages of successive rounds of panel surveys for purposes of editing, linkage of successive waves
of longitudinal surveys, or the linkage of  the census and a post-censal survey to assess the completeness of the
census count.
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Health applications provide another  class of well established precedents. These typically involve a file,
provided by an external organization, containing records of persons known to have been exposed to a health
risk. These exposure files are linked either to a machine readable cancer register or to our mortality file. The
purpose is to assess whether the exposed persons had a higher rate of some specified cancer, or whether they
had a disproportionate number of deaths due to a suspected cause. If the proposal involves more than a
scientific fishing expedition, i.e., if it is designed to explore a reasonably well-founded scientific hypothesis, then
the linkage is normally approved by the senior management of Statistics Canada, since the precedent for
ministerial approval is well established in these cases.

In other cases where there is no applicable precedent, the public benefit is considered carefully by
Statistics Canada. If in our judgement the benefit is not sufficient to proceed, the request is rejected and that is
the end of the matter. However, if we feel that there is considerable  public benefit to be derived from the
linkage and there is no alternative approach that is practical, then we make a positive recommendation to our
minister.

Statistics Canada is a very autonomous organization, operating at arm’s length from the political process.
This is just about the only programmatic issue on which we seek ministerial guidance. Why do we do so here?
Because privacy and information are both public goods and there is no methodology for a professional
assessment of the right balance between them. Establishing the balance between competing public goods,
however, is very much a function of elected politicians in democratic societies.

Our review process might involve an extra step in those rare cases where the potential public good is
judged to be very high, but where the privacy issue is particularly sensitive. An example will illustrate. In
Canada a substantial proportion of the social assistance to the poor is administered by provinces and there is no
federal record of such disbursements. Conversely, the provinces have no access to the records of federal social
assistance programs, e.g., unemployment insurance. A few years ago we received a very serious research
proposal to study the combined effect on incomes of federal and provincial social assistance, as well as taxes.
The objective was to assess the combined impact of all these programs: e.g. are they properly focused on the
poor, or are there unintended disincentives to work. This was clearly a program of major potential public
benefit, indeed of major potential benefit to the poor. But, equally clearly, it would have been prohibitively
expensive to secure their informed consent. As the next best thing, we convened a seminar with the Privacy
Commissioner, with interested researchers, and with representatives of advocacy groups for the poor, calling on
the latter as proxy spokespersons. The linkage was endorsed by them and it subsequently received ministerial
approval.

Our approach to privacy protection merited the following salutation from the Privacy Commissioner in his
annual report to Parliament in 1990:

“Worthy of special mention in an end-of-term report is the tangible commitment to privacy
demonstrated by the Chief Statistician of Canada. It is especially noteworthy because many of
the Privacy Act requirements do not apply to statistical records.

The Chief Statistician took the initiative, as he has on other privacy matters, and sought the
Privacy Commissioner’s view on whether the public interest justified conducting this record
linkage.

The Privacy Commissioner agreed that the proposed pilot project had potential for contributing
significantly to the public interest; most important, he considered it impossible to accomplish
the goal without intruding on personal privacy...
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Some may consider the Privacy Act remiss in not subjecting personal information used for
statistical purposes to the same requirements imposed on personal information used for
administrative purposes. No one should doubt, however, that the privacy concerns about
statistical data are being addressed in practice.

The Chief Statistician of Canada is to be thanked for that.”

I have quoted from this report at some length because it makes a number of important points. First, even
a professional privacy advocate like the Commissioner agrees explicitly that the need to protect privacy must be
weighed against the need for information. Second, because it makes clear that while statistical records are not
legally subject to most requirements of the Privacy Act, it is strategically important for statisticians to be very
prudent about record linkage. And last but not least, the quote (and our continuing experience since 1990 as
well) proves that a well balanced policy, together with concrete administrative practice to give it effect, can
effectively mediate between the two competing public goods of privacy and need to know.

The Dog That Does Not Bark: Public Administration
and Public Unconcern

arge government data banks about persons have traditionally been regarded as threatening because of the
visible power of the state: to make compulsory the provision of information that it needs, to make decisions
on the basis of information in its possession, and finally to enforce the decisions made on the basis of the

information held. One might expect, therefore, that the balance of forces affecting record linkage would follow
Newton’s third law of dynamics: the stronger the combined pro-linkage forces of opportunity, need and means,
the stronger would become the constraining counterforce of concerns about privacy. Yet, during much of the
last thirty years there has been a curious disjunction between, on the one hand, the level of public anxiety about
record linkage and data banks, and on the other hand the level of actual government activity in these fields.

During the 1960s, 70s and much of the 80s, two main factors restrained the spread of government record
linkage applications. First, the potential pay-off from this kind of linkage -- reduction of financial errors and
outright fraud -- was not high on the agenda of governments. Consequently the widespread, though mostly
latent, public hostility toward linkage effectively restrained governments, particularly in the absence of an
overriding financial objective. And second, the level of technology available at the time kept the cost of linkage
reasonably high. In addition, some measures of transparency introduced in most developed countries have also
been helpful in alleviating concerns. In Canada, for example, every citizen has access to a register which
describes the content and purposes of all government held personal data banks. Should they wish, they may
obtain, free of charge, a copy of the information held about them. They also have a legal right to have their
non-statistical records corrected or updated if they are in error.

The combination of  these factors has effectively blunted the public’s sense of concern about government
data banks and record linkage. Yet during the last several years a significant change occurred in the balance of
the forces at work. Deficit reduction rose to the top of governments’ agenda, increasing the importance
attached to controlling tax evasion and welfare fraud. At the same time, cuts in public services in the name of
deficit reduction have caused substantial and widely reported hardships -- compared to which privacy fears
seemed to have assumed a diminished importance. And, of course, the cost of linkage shrank rapidly. So,
precisely at a time when record linkage applications by government are growing rapidly, there is hardly any
public debate, let alone open concern, about the practice -- except for the one-day news triggered annually by
the release of yet another report by the Privacy Commissioner.

So long as the public is properly informed but chooses to be unconcerned, we should all be pleased about
the equilibrium that may have been reached. But I am concerned. First of all because the apparent equilibrium
is not based on informed debates. Even more important, I believe the status quo to be fragile: a single egregious

L
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error or accident might suffice to put a spotlight on the extent of linkage going on in government. In that case
the incident might well balloon out of control if elementary questions cannot be answered about the weight
given to privacy issues in approving each application, about procedural checks and balances, about
accountability, and about the point in the bureaucratic and political hierarchy at which final approval was given.

 I believe there is a great need for much increased transparency here. We need to develop explicit and
publicly debatable policies about both the criteria and processes involved in approving record linkage
for administrative purposes -- perhaps along the lines of the process used by Statistics Canada, but of course
suitably modified to fit the different domains of application. This need not go as far as it has in some European
countries where approval depends on an appointed privacy commissioner. Privacy Commissioners have an
important role as advocates, i.e., as the public guardians of one side of the issue. But approval should entail a
proper consideration of the conflict between the two competing public goods: privacy and enforcement. As
such the approval should ultimately involve the political level. The process of political consideration can and
must be supported by a bureaucratic process which reviews options, assesses benefits, and recommends
approaches that reduce the risks to privacy.

Out of Control -- Linkage in the Private Sector

y concerns about the public sector are dwarfed by the discomfort I have about linkage in the private
sector. Not that I know much about it -- and I suspect the same applies to most of you. But this is
precisely the sign of a potentially very serious problem: the unrecognized and undiscussed threat of

privately held data banks and large scale record linkage.

On the surface, and in comparison with the public sector, the private sector appears to be innocuous for
two broad and interconnected reasons. First, one may think that its possible decisions about us affect us less
profoundly, and hence the issue of control over personal information is less acute. And second, that the private
sector has no legally enforceable sanctions to back up its data collection and its decisions about people. But
none of the arguments about lack of sanctions or lack of impact stand up to scrutiny. On the one hand, the
unregulated private sector rarely has the need to back up its information based decisions with sanctions against
individuals -- it simply stops dealing with them. On  the other hand, the ultimate threat of denying a benefit is
probably sufficient to make the collection of information compulsory to all intents and purposes. After all, try to
obtain a credit card, register a warranty, or seek insurance without providing the requested information. Of
course, it can be argued that having a credit card or health insurance are not necessities -- but would you like to
try living without them?

While some segments in the private sector clearly have de facto compulsory powers of data collection,
others completely bypass the issue of informed consent by buying personal information. The impact of
decisions on our lives made on the basis of indirectly obtained information can range from the inconvenient to
the profound. Let me give you some examples.

You may or may not receive certain kinds of advertising depending on the information held about you by
the distributor. You may miss some information that you might like to have or, conversely, you might be
annoyed by the unnecessary “junk mail.”

The information held about you might affect your credit rating without you even being aware, let alone
having the power to insist on the correction of erroneous information.

You may not receive insurance you might like to receive.

Your adversaries in a court case might gain undue advantage in preparing their case by accessing
information held about you.

M
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The list of examples could go on. I hope to have convinced you that there is, indeed, a serious privacy
risk. How come that, as a society, we have allowed this situation to evolve? In effect, the four factors affecting
record linkage have evolved differently in this domain compared to others.

n Opportunity.--The availability of cheap and powerful hardware and software facilitated the
widespread use of information and communication technology. Therefore a capacity was created and
made widely accessible for building up large files about clients as well as for making use of similar files
created by others;

 
n Means.--Fragmented and dispersed lists of persons, even if widely available, used to be regarded as

representing a negligible risk. But the cheap availability of computing, together with the powerful
methodology-based software has altered the picture. Indeed, we in Statistics Canada were able to
construct, as part of our 1991 census preparation, an excellent address list using client lists from the tax
authority, telephone companies, hydro companies and municipal assessments. Even more worrisome is
that the 3-4 largest credit card companies, among themselves, hold a list of consumers whose coverage
of the adult population is probably close to universal. Furthermore, in addition to their excellent
coverage, credit card company lists also hold a vast amount of information about us, including our
income, expenditure patterns (and therefore our individual preferences and dislikes), our travel pattern,
home repairs, etc.

 
n Need.--Advertising has evolved and it no longer relies solely on the mass media. Increasingly,

companies prefer pinpoint approaches, using a variety of mailing or telephone lists. These lists are
customized with great sophistication, using the information contained in them, to delineate the
population group to be targeted. The advertising utility and value of the input files is directly
determined by the amount of relevant personal information contained in them.

Thus three of our four critical factors have interacted positively, resulting in the creation of a mass market
for large electronic files about consumers. In turn, this mass market created a new industry of service
providers. These are information brokers specializing in consumer files, their updating, the upgrading of
information held about people (i.e., record linkage), and the marketing of both the files themselves and services
based on them. Although I have no objective evidence, there is little doubt that commerce in personal
information has become a big business. And it is entirely unregulated. Which leads to the fourth critical factor:

 
n Constraint.--As indicated above, there is practically none.

From the perspective of privacy there are two quite distinct problems with the current situation. The first
is that we have, indeed, lost control over the use made by others of information held about ourselves. The
second basic problem is that we can’t even control the accuracy of this information.

So there is a problem. Is there a solution?

The knee-jerk reaction might be to address these problems through regulation. But it only takes a few
seconds of reflection to realize that this traditional tool, by itself, would not be workable. Electronic
communication has become so cheap that the physical location of files can be moved anywhere in the world
without the least impact on access and use. So if they don’t like one country’s regulations, the information
brokers can simply take their files to another.

Are we completely defenceless? I don’t think so. If regulations cannot be enforced by government,
perhaps they can be designed to lead to a degree of self-enforcement within the private sector, based on their
own enlightened self-interest. I will conclude this talk by outlining a possible approach.

Ideally, one may wish to achieve two objectives: to improve people’s control over the use of information
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about themselves; and to improve their ability to control the accuracy of such information.

I am not particularly sanguine about restoring individuals’ control of the use of information about
themselves. But we might nevertheless be able to improve the current situation. The approach could be based
on the observation that while the operations of companies might be moved from one country to another, the
transaction whereby members of a population provide information about themselves is intrinsically a domestic
one, hence potentially subject to regulation. We could prescribe, therefore, that when information is requested
from people, certain information must also be provided to them. This could include a description of the
information management practices of the requesting company, the control methods they use, and whether and
under what conditions they provide access to personal information to other companies. Can the government
effectively monitor the adherence by companies to such standards? Certainly not directly. But at this point
competitive pressures might come to the fore. Those who adhere to their promised information management
standards incur some costs. It is in their interest that their competitors’ misdemeanours should not be a source
of unfair competitive advantage to the latter. The availability of formal complaint mechanisms, maintained
either by the government or by the industry itself, might provide a constructive outlet for the policing of each
firm’s practice by its own competitors.

This approach would not be a guarantee against undesirable secondary information use. But at least it
might go some distance towards a form of informed consent. If there is a significant number of consumers for
whom control of their information is a priority, competitive pressure might help encourage some firms to cater
to such consumer preferences, even at some small additional cost. If, as a result, these firms end up with better
information, they will gain market share, eventually, perhaps squeezing out their less accommodating
competitors. But in order to encourage this form of competition, government must provide a productive
framework through its initial regulation and the creation of a suitable complaint mechanism.

I am a little more optimistic regarding the possibility of improving the reliability of the information content
of personal information banks held in the private sector. First, accuracy of information is surely in the interest
of an overwhelming proportion of users of personal information. So government could establish a licensing
system for recognized carriers of personal information. The data banks held by such carriers (whether or not
they are physically inside or outside the country) would be listed in a register of personal data banks, such as
exists in Canada in respect of government operated personal data banks. A requirement for the license would be
the obligation to provide free access by people to the information held about themselves, as well as the
obligation to implement all corrections on demand. Since compliance with these regulations would improve the
accuracy of information held in such data banks, registered carriers would have a competitive advantage.
However, adherence to the regulations would also drive up their costs. If the competitive advantage due to
higher accuracy is not sufficient to offset their higher costs, it might be necessary to consider additional
measures.  One possibility would be penalties against the usage of personal information held in unregulated data
banks (the penalties would, of course, have to be assessed against the information users rather than the
providers since the latter might be outside the national territory). The price differential between the regulated
and unregulated operators would provide an incentive for the former to “police” the latter.

The combination of approaches proposed here would not restore to individuals full control over
information about themselves -- the ultimate objective of privacy advocates. But I am firmly convinced that this
objective is no longer attainable. They would, however, restore a significant  element of informed consent to
the process of providing personal information. It would also go some way to improving the accuracy of
privately held personal information



Fellegi

12  n

 banks. As such, these measures would be a major improvement over the current absolute free-for-all -- a
situation which, I believe, is intolerable. If we do not at least acknowledge that we have a serious and rapidly
worsening problem, and if we do not take practical measures to deal with it, then in effect we connive in its
continuation and exacerbation.

Conclusion

e seem to have come full circle. As a society we did not want comprehensive population registers,
largely because we did not want a large scale and routine merging of information contained in
government files. But we did not want to rule out some merging for some well justified purposes. So, as

a matter of conscious public policy, we made linkage very difficult.  However, we allowed the development of
record linkage methodology for use in exceptional circumstances. The applications were indeed important, often
requiring a high level of accuracy, so we refined the methodology, and also made it vastly more efficient.
Combined with rapidly diminishing computing costs, this efficient methodology rendered linkage into a truly
ubiquitous tool: indeed, at this symposium there are several versions of the methodology on display, competing
on efficiency and ease of use. The activity that was designed to be difficult has become quite easy and
inexpensive.

As a society we have been concerned with the power of the state and the risk of that power being abused.
So we constrained the ability of the state to use our personal information without our consent. It is perhaps a
coincidence, but certainly not a contradiction, that as the relative power of the state is declining, we are, de
facto and without much public discussion, allowing it more extensive latitude to link our personal information
without our explicit agreement. It is, however, a paradox that as the relative balance of power is shifting to the
private sector, we are allowing it to build up extensive personal data banks, without regulation or even
assurances about the accuracy of its contents. The power that we used to be anxious to deny to the state,
which is operating under the guidance of our elected representatives, we are allowing the private sector to
acquire -- indeed we seem to be doing so with a shrug of the shoulders.

In a democratic society it is of paramount importance that major public issues be decided based on well
informed  public debate. This paper is intended as a modest contribution to ensuring that our consent is,
indeed, based on understanding.
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Abstract

This paper describes the major features of the Oxford record linkage system (OX-LINK), with its
use of the Oxford name compression algorithm (ONCA), the calculation of the names weights, the use
of orthogonal matrices to determine the threshold acceptance weights, and the use of combinational
and heuristic algebraic algorithms to select the potential links between pairs of records.

The system was developed using the collection of linkable abstracts that comprise the Oxford Re-
cord Linkage Study (ORLS), which covers 10 million records for 5 million people and spans 1963 to
date.  The linked dataset is used for the preparation of health services statistics, and for epidemiol-
ogical and health services research.  The policy of the Oxford unit is to comprehensively link all the
records rather than prepare links on an ad-hoc basis.

The OX-LINK system has been further developed and refined for internally cross matching the
whole of the National Health Service Central Register (NHSCR) against itself (57.9 million records),
and to detect and remove duplicate pairs; as a first step towards the issue of a new NHS number to
everyone in England and Wales.  A recent development is the matching of general practice (primary
care) records with hospital and vital records to prepare a file for analyzing referral, prescribing and
outcome measures.

Other uses of the system include ad hoc linkages for specific cohorts, academic support for the
development of test programs and data for efficiently and accurately tracing people within the
NHSCR, and developing methodologies for preparing registers containing a high proportion of ethnic
names.

Medical Record Linkage

he term record linkage, first used by H. L. Dunn (1946; Gill and Baldwin, 1987), expresses the concept of
collating health-care records into a cumulative personal file, starting with birth and ending with death.
Dunn also emphasised the use of linked files to establish the accuracy or otherwise of the recorded data.

Newcombe (Newcombe et al., 1959; and Newcombe, 1967, 1987, and 1988) undertook the pioneering work
on medical record linkage in Canada in the 1950’s and thereafter, Acheson (1967, 1968) established the first
record linkage system in England in 1962.

When the requirement is to link records at different times and in different places, in principle it would be
possible to link such records using a unique personal identification number.  In practice, a unique number has
not generally been available on  records in the UK of interest in medicine and therefore other methods such as
the use of surnames, forenames and dates of birth, have been  necessary to identify different records relating to
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the same individual.  In this paper, I will confine my discussion to the linkage of records for different events
which relate  to  the same person.

Matching and Linking

he fundamental requirement for correct matching is that there should be a means of uniquely identifying
the person on every document to be linked.  Matching may be  all-or-none, or  it  may  be probabilistic,
i.e., based on a computed calculation of the probability that  the records relate to the same person, as de-

scribed below.  In probability matching, a threshold of likelihood is set (which can be varied in different circum-
stances) above which a  pair  of records  is accepted as a match, relating to the same person, and  below  which
the match is rejected.

The  main requirement for all-or-none matching is a unique identifier for the person which is fixed, easily
recorded, verifiable, and  available  on  every relevant  record.  Few,  if any, identifiers  meet  all  these specifi-
cations.  However, systems of numbers or other ciphers can be generated which meet these criteria within an
individual health care setting (e.g., within a  hospital  or district) or, in principle, more widely (e.g., the National
Health Service number).  In the past, the National Health Service number in England and Wales had serious
limitations as a  matching variable,  and it was not widely used  on  health-care records.  With the allocation of
the new ten digit number throughout the NHS all this is being changed (Secretaries of State, 1989; National
Health Service and Department of Health, 1990), and it will be incorporated in all health-care records from
1997.

Numbering  systems, though simple in concept, are prone to errors of  recording, transcription and  key-
ing.  It is therefore essential to consider  methods  for reducing  errors  in  their  use. One  such  method  is  to
incorporate  a checking device such as the use of check-digits (Wild, 1968; Hamming, 1986; Gallian, 1989;
Baldwin and Gill, 1982; and Holmes, 1975).   In  circumstances  where  unique numbers or ciphers are  not
universally used, obvious candidates for use as matching variables are the person's names, date of birth,  sex
and perhaps other supplementary variables such as  the  address  or  postcode and  place of  birth. These, con-
sidered  individually, are partial identifiers and matching depends on their use in combination.

Unique Personal Identifiers

Personal identification, administrative and clinical data are gradually accumulated during a patient’s spell in
a hospital and finalized into a single record.  This type of linkage is conducted as normal practice in hospital
information systems, especially in those hospitals having Patient Administration Systems (PAS) and District
Information Systems (DIS) which use a centrally allocated check-digited District Number as the unique identi-
fier (Goldacre, 1986).

Identifying numbers are often made up, in part, from stable features of a person's identification set, for ex-
ample, sex, date of birth and place of birth, and so can be reconstructed in full or part, even if the number is
lost or forgotten. In the United Kingdom (UK),  the new 10-digit NHS number is an arbitrarily allocated integer,
almost impossible to commit to memory, and cannot be reconstructed from the person's personal identifiers.

Difficulties arise, however, where the health event record does not include a unique identifier. In such
cases, matching and linking depends on achieving the closest approach to unique identification by using several
identifying variables each of which is only a partial identifier but which, in combination, provide a match which
is sufficiently accurate for the intended uses of the linked data.

Personal Identifying Variables

T
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The personal identifying variables that are normally used for person matching can be considered in five
quite separate groups.

n Group 1.--Represents the persons proper names and with the exception of present surname when
women adopt their husbands surname on marriage, rarely changes during a person's lifetime:  birth sur-
name; present surname; first forename or  first initial; second forename or second initial; and, other
forenames.

 
n Group 2.--Consists of the non-name personal characteristics that are fixed at birth and very rarely

changes during the person’s lifetime:  gender  (Sex at birth);  date of birth;  place of  birth  (address
where parents living when person was born);  NHS number  (allocated at birth registration, both old
and new formats);  date of death;  and ethnicity.

 
n Group 3.--Consists of socio-demographic variables that can change many times during the course of

the person's lifetime:  street address;  post code; general practitioner;  marital status; social class;  num-
ber(s) allocated by a health district or special health-care register;  number(s) allocated by a hospital or
trust; number(s) allocated by a general practitioner’s computing system; and, any other special hospital
allocated numbers.

 
n Group 4.--Consists of other variables that could be used for the compilation of special registers: clinical

specialty; diagnosis; cancer site; drug idiosyncrasy or therapy; occupation; date of death; and other
dates (for example, LMP,  etc.).

 
n Group 5.--Consists of variables that could be used for family record linkage: other surnames; mother's

birth surname; father's surname; marital status; number of births;  birth  order; birth weight; date of
marriage; and number of marriages.

File Ordering and Blocking

atching and linkage in established datasets usually involves comparing each new record with a master file
containing existing records. Files are ordered or blocked in particular ways to increase the efficiency of
searching.  In similar fashion to looking up a name in a telephone directory the matching algorithm must

be able to  generate the “see also” equivalent to this surname for variations in spelling (e.g., Stuart and Stewart,
Mc, Mk, and Mac).  Searching can be  continued, if  necessary, under the alternative surname.

Algorithmics that emulate the “see also” method are used for computer matching in  record  linkage.  In
this  way,  for example,  Stuarts  and  Stewarts  are collated into the  same  block.  A match is determined by
the amount of agreement and disagreement between the identifiers on the  “incoming” record  and  those  on
the master file.  The  computer  calculates the statistical probability that the person on the master file is the
same as the person on the record with which it is compared.

File Blocking

The reliability and efficiency of matching  is very dependent on the way in which the initial grouping or the
“file-blocking” step is carried out. It is important to generate blocks of the right size. The balance between the
number and size of blocks is particularly important when large files are being matched. The selection of vari-
ables to be used for file blocking is, therefore, critical and will be discussed before considering the comparison
and decision-making stages of probability matching.

Any variable that is present on each and every record on the dataset to be matched could be used to divide
or block the file, so enhancing the search and reducing the number of unproductive comparisons.  Nevertheless,
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if there is a risk that the items chosen are wrongly recorded -- which would result in the records being assigned
to the wrong file block, then potential matches will be missed.  Items that are likely to change their value from
one record to another for the same person, such as home address, are not suitable for file blocking.  The items
used for file blocking must be universally available, reliably recorded and permanent. In practice, it is almost
always necessary to use surnames, combined with one or two other ubiquitous items, such as sex and year of
birth, to subdivide the file into blocks that are manageable in size and stable. Considerable attention has been
given to the ways in which surnames are captured and algorithmic methods to reduce, or eliminate, the effects
of variations in spelling and reporting, and which “compress” names into fixed-length codes.

Phonemic Name Compression

In record linkage, name compression codes are used for grouping together variants of surnames for the
purposes  of blocking  and searching, so that effective match comparisons can be made using both the full
name and other  identifying data, despite misspelled or  misreported names.

The  first  major advance in  name  compression was achieved by applying the principles of phonetics to
group together classes  of similar-sounding  groups  of letters, and thus similar-sounding names. The best
known of these codes was devised in the 1920’s by Odell and Russell (Knuth, 1973) and is known as the
Soundex code. Other name compression algorithms are described by Dolby (1970) and elsewhere.

Soundex Code and the Oxford Name Compression Algorithm (ONCA)

The Soundex code has been widely used in medical record systems despite its disadvantages. Although the
algorithm copes well with Anglo-Saxon and European names, it fails to bring together some common variants of
names, such as Thomson/Thompson, Horton/Hawton, Goff/Gough, etc., and it does not perform well where
the names are short, as is the case for the very common names,  have a high percentage of vowels, or are of
Oriental origin.

It is used principally,  for the transformation of groups of consonants within names, to specific combina-
tions of both vowels and consonants (Dolby, 1970). Among several algorithms of this type, that devised by the
New York State Information and Intelligence System (NYSIIS) has been particularly successful, and has been
used in a modified form by Statistics Canada and in the USA for an extensive series of record linkage studies
(Lynch and Arends, 1977).  A recent development in the Unit of Health-Care Epidemiology (UHCE) (Gill and
Baldwin, 1987; Gill et al., 1993), referred to as the Oxford Name Compression Algorithm (ONCA), uses an
anglicised version of the NYSIIS method of compression as the initial or pre-processing stage, and the trans-
formed and partially compressed name is then Soundexed in the usual way. This two-stage technique has been
used successfully for blocking the files of the ORLS, and overcomes most of the unsatisfactory features of pure
Soundexing while retaining a convenient four-character fixed-length format.

The blocks produced using ONCA alone vary in size, from quite small and manageable for the less com-
mon surnames, to very large and uneconomic for the more common surnames. Further subdivision of the
ONCA blocks on the file can be effected using sex, forename initial and date of birth either singly or in combi-
nation.

ORLS File Blocking Keys and Matching Variables

The file blocking keys used for the ORLS are generated in the following fashion:

n The primary key is generated using the ONCA of the present surname.
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n The secondary key is generated from the initial letter of the first forename. Where this forename is a
nickname or a known contraction of the “formal” forename, then the initial of the “formal” forename is
used. For example, if the recorded forename was BILL, the “formal” forename would be William, and
the initial used would be W.  A further record is set up on the master file where a second forename or
initial is present; the key is derived from this second initial.

 
n Where the birth surname is not the same as the present surname, as in the case of married women, a

further record is set up on the master file under the ONCA code of birth surname and again subdivided
by the initial. (This process is termed exploding the file.)

 
n Further  keys based on the date of birth and other blocking variables are also generated.
 

In addition to the sorting header, four other variables are added to each record before sorting and matching is
undertaken:

n Accession Number.--A unique number allocated from a pool of such numbers, and is absolutely
unique to this record.  The number is never changed and is used for identification of this record for
correction and amendment.  The number is check digited to modulus 97.

 
n Person or System Number.--A unique number allocated from a pool of such numbers.  The number

can be changed or replaced if this record matches with another record.  The number is check digited to
modulus 97.

 
n Coding Editions.--Indicators that record the various editions of the coding frames used in this record,

for example the version of the ICD (International Classification of Diseases) or the surgical procedure
codes.  These indicators ensure that the correct coding edition is always recorded on each and every
record and reliance is not placed on a vague range of dates.

 
n Input and Output Stream Number.--This variable is used for identifying a particular dataset during a

matching run, and enables a number of matches to be undertaken independently at the same pass down
the master file.

Generating Extra Records Where a Number of Name Variants Are Present

To ensure that the data record can match with the blocks containing all possible variants of the names in-
formation, multiple records are generated on the master file containing combinations of present and birth sur-
names, and forenames. To illustrate the generation of extra records where the identifying set for a person con-
tains many variants of the names,  consider the following example:

birth surname: SMITH
present surname  (married surname): HALL
first forename: LIZ  (contraction of Elizabeth)
second forename: PEGGY (contraction of Margaret)
year of birth: 1952 (old enough to be married).

Eight records would be generated on the master file and each record indexed under the various combina-
tions of ONCA  and initial, as follows:

Indexed under the present surname HALL:  i.e., ONCA  H400:
H400L for  Liz
H400E for  Elizabeth (formal version of Liz)
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H400P for  Peggy
H400M for  Margaret (formal version of Peggy);
Indexed under the birth surname SMITH:  i.e.,  ONCA  S530:
S530L for  Liz
S530E for  Elizabeth (formal version of Liz)
S530P for  Peggy
S530M for  Margaret (formal version of  Peggy).

Mrs. Hall would have her master file record included under each of the above eight ONCA/initial blocks.
A data record containing any combination of the above names would generate an ONCA/initial code similar to
any one of the eight above, and would have a high expectation of matching to any of the variants during the
matching phase.

To reduce the number of unproductive comparisons, a data record will only be matched with an other re-
cord in the same block  provided that the year of birth on both records are within 16 years of each other. This
constraint has been applied,  firstly, to reduce the number of unproductive matches, and secondly to confine
matching to persons born within the same generation, and in this way eliminate father/son, mother/daughter
matches. Further constraints could be built into the matching software for example, matching only within the
same sex, logically checking that the dates on the two records are in a particular sequence or range, or that the
diagnoses on the two records are in a specified range, as required in the preparation of a cancer registry file.

Matching Methods

There are two methods of matching data records with a master file.
 
n The two file method is used to match a data record from a data file with a block on the master file,

and in this way compare the data record with every record in the master file block.
 
n The one file/single pass method is used to combine the data file block and the master file block into

one block, and to match each record with every other in the block in a triangular fashion, i.e., first
with the rest, followed by second with the rest etc. In this way every record can be matched with
every other record.  Use of a stream number on each record enables selective matching to be under-
taken, for example data records can be matched with the master file and with each other, but the
master file records are not matched with themselves.

 
Match Weights

Considerable  work  has  been  undertaken  to  develop  methods  of calculating the probability that pairs
of records, containing arrays of partial identifiers  which may be subject to error or variation in recording do, or
do not,  relate to the same person.  Decisions can then be made about the  level  of probability to accept.  The
issues are those of reducing false  negatives (Type I errors)  and  false positives (Type II errors) in matching
(Winkler, 1995; Scheuren and Winkler, 1996; and Belin and Rubin, 1995).  A  false negative error, or “missed
match,” occurs when records which relate  to the  same person are not drawn together (perhaps because of
minor variations  in spelling  or  a minor error in recorded dates of birth).  Matches may  also  be missed  if the
two records fall into different blocks.  This may happen if,  for example, a surname is misspelled and the pho-
nemic compression algorithm  puts them into two different blocks.

Methods for probability matching depend on making comparisons  between each  of several items of iden-
tifying information. Computer-based calculations are then made which are based on the discriminating power
of each  item.   For example, a comparison between two different records containing the same surname has
greater discriminating  power if the surnames are rare than  if  they are common. Higher scores are given for
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agreement between identifiers (such  as particular surnames) which are uncommon than for those which are
common. The extent to which an  identifier  is  uncommon  or  common  can be determined empirically from
its distribution in the population studied. Numerical values  can  then be calculated routinely in the process of
matching for the amount of agreement or disagreement between the various identifying items on the records.
In this way a composite score or match weight can be  calculated  for each  pair of records, indicating the
probability that they relate to the same person. In essence, these weights simulate the subjective judgement of a
clerk. A detailed discussion of match weights and probability matching can be found  in publications by New-
combe (Newcombe et al., 1959; and Newcombe, 1967, 1987, and 1988), and by Gill and Baldwin (1987) (See
also Acheson, 1968.)     

Calculating the Weights for the Names Items

Name identifiers are weighted in a different fashion to the non-name identifiers, because there are many
more variations for correctly spelled names.  Analysis of the NHS central register for England and Wales shows
that there are:

57,963,992 records
  1,071,603 surnames
15,143,043 surname/forename pairs.

The low frequency names were mainly non Anglo-Saxon names, hyphenated names and misspelled
names.  In general the misspellings were due to embedded vowel changes or to miss keying.  A more detailed
examination of the register showed that 954 different surnames covered about 50% of the population, with  the
following frequency distribution:

  10% population           24 different surnames
  20% population           84 different surnames
  30% population         213 different surnames
  40% population         460 different surnames
  50% population         954 different surnames
  60% population       1,908 different surnames
  70% population       3,912 different surnames
  80% population     10,214 different surnames
  90% population   100,000 different surnames
100% population 1,071,603 different surnames.

Many spelling variations were detected for the common forenames.  Using data from the NHSCR register,
various forename directories and other sources of forenames, a formal forename lexicon was prepared that
contained the well known contractions and nicknames. The problem in preparing the lexicon was whether to
include forenames that had minor spelling errors, for example JOHN and JON.  This lexicon is being used in
the matching algorithm, to convert nicknames and contractions, for example LIZ, to the formal forename
ELIZABETH, and both names are used as part of the search strategy.

Calculation of Weights for Surnames

The binit weight calculated from the frequency of the first letter in the surname (26 different values) was
found to be too crude for matching files containing over 1 million records. The weights for Smith, Snaith,
Sneath, Smoothey, Samuda, and Szabo would all have been set to some low value calculated from the fre-
quency of Smith in the population, and ignoring the frequency of the much rarer Szabo. Using the frequencies
of all of the 1 million or more different surnames on the master match file is too cumbersome, time consuming
to keep up-to-date, and operationally difficult to store during the match run.  The list would also have contained
all of the one-off surnames generated by bad transcription and bad spelling.  A compromise solution was de-
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vised by calculating the weights based on the frequency of the ONCA block (8,000 values), with a cut-off value
of 1 in a 1,000 in order to prevent the very rare and one-off names from carrying very high weights. Although
this approach does not get round the problem of the very different names that can be found in the same ONCA
block (Block S530: contains Smith, Smithies, Smoothey, Snaith, Sneath, Samuda, Szabo, etc.) it does provide
a higher level of discrimination and, in part, accommodate the erroneous names.

The theoretical weight based on the frequency of the surname in the studied population is modified ac-
cording to the algorithm devised by Knuth-Morris-Pratt (Stephen, 1994; Gonnet and Baeza-Yates, 1991; and
Baeza-Yates, 1989), and takes into account the length of the shortest of the two names being compared, the
difference in length of the two names, the number of letters agreeing and the number of letters disagreeing.
Where the two names are absolutely identical, the weight is set to +2N, but falls down to a lower bound of -2N
where the amount of disagreement is quite large.

If the birth surname and present surname are swapped with each other, exploding the file as described
previously enables the system to find and access the block containing the records for the appropriate surnames.
The weights for the present and birth surname pairs are calculated, then the present surname/birth surname and
birth surname/present surname pairs are also calculated. The highest of the two values is used in the subsequent
calculations for the derivation of the match weight.

In cases where the marital status of the person is single, i.e., never married, or the sex is male, or the age
is less that 16 years, it is normal practice in the UK for the present surname to be the same as the birth sur-
name, and for this reason only the weight for the present surname is calculated and used for the determination
of a match.

Forenames

The weights derived for the forenames are based on the frequency of the initial letter of the forename in
the population.  Since the distribution of male and female forenames are different, there are two sets of differ-
ent weights, one for males and a second for females. Since the forenames can be recorded in any order, the
weights for the two forenames are calculated and the highest value used for the match.  Where there are wide
variations in the spelling of the forenames, the Daitch-Motokoff version of Soundex (“Ask Glenda”) is being
evaluated for weighting the forenames in a  fashion similar to that used for the surnames.

Calculating the Weights for the Non-Names Items

The weights for date of birth, sex, place of birth and NHS number are calculated using the frequency of
the item on the ORLS and on the NHSCR file.  The weight for the year of birth comparison has been extended
to allow for known errors, for example, only a small deduction is made where the two years of birth differ by 1
or 10 years, but the weight is substantially reduced where the year of births differ by say, 7 years.

The  weight for the street address is based on the first 8 characters of the full street address, where these
characters signify a  house number (31, High Street), or house name (High Trees), or indeed a public house
name (THE RED LION). Terms like “Flat” or “Apartment” are ignored and other parts of the address are then
used for the comparison.   The postcode is treated and weighted as a single field although the inward and out-
ward parts of the code can be weighted and used separately.

The range of binit weights used for the ORLS is shown in Table 1.

When the matching item is present on both the records, a weight is calculated expressing the amount of
agreement or disagreement between the item on the data record and the corresponding item on the master file
record.
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Table 1. -- The Range of  Binit Weights Used  for Matching

                     Score in Binits1

       Identifying Item
Exact     Partial        No

 Match        Match       Match

Surnames: Birth +2S +2S to -2S -2S
Present2 +2S +2S to -2S -2S
Mother's birth +2S +2S to -2S -2S
(where: common surname S = 6, rare surname  S = 17)

Forenames3 +2F +2F to -2F -2F
(where: common forename  F = 3,  rare forename  F = 12)

NHS number +7      NP4   0
Place of birth (code) +4      +2  -4
Street address5 +7      NP   0
Post Code +4      NP   0
GP (code) +4      +2   0
Sex  6 +1      NP -10
Date of birth +14 +13 -> -22 -23
Hospital and
  Hospital unit number +7      NP  -9
 

1Where an item has been recorded as not known, the field has been left blank, or filled
  with an error flag, the match weight will be set to 0, except for special values described
  in the following notes.
2Where the surname is not known or has been entered as blank, the record can not be
  matched in the usual way, but is added to the file to enable true counts of all the events
  to be made.
3Forename entries, such as boy, girl, baby, infant, twin, or not known, are weighted as -

10.
4Where the weight is shown as  NP  (not permissible),  this partially known value can-
  not be weighted in the normal fashion and is treated as a NO MATCH.
5No fixed abode is scored 0.
6Where sex is not known, blank, or in error, it is scored -10.   (All records input to the
   match are checked against forename/sex indices and the sex is corrected where it is
  missing or in error.)

It is possible for the calculated weight to become  negative where there is extreme disagreement between
the item on the data record and the corresponding item on the master file.  In matching street address, postcode
and general practitioner the score cannot go negative, although it can assume zero, because the individual may
have changed their home address or their family doctor since they were last entered into the system, this is
really a change in family circumstances and not errors in the data and so a negative weight is not justified.

Threshold Weighting

The procedure for deciding whether two records belong to the same person, was first developed by New-
combe, Kennedy, Axford, and James (1959),  and rigorously examined by Copas and Hilton (1990), Belin and
Rubin (1995), and Winkler (1995). The decision is based on the total binit weight, derived by summing alge-
braically the individual binit weights calculated from the comparisons of each identifying item on the master file
and data file. The algebraic sum represents a measure of the probability that two records match.  By comparing
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the total weight against a set of values determined empirically, it is possible to determine whether the two rec-
ords being compared refer to the same person.

Two types of error can occur in record matching.  The first, false negative matching or Type I error, is
the more common and is a failure to collate records which refer to the same person and should have the same
system number  instead the person is assigned two or more person/system numbers and their records are not
collated together.  The second, false positive or Type II error, is less common but potentially more serious in
allocating the same system number to two or more persons, where their records are wrongly collated together.
The frequency of both types of error is a sound measure of the reliability of the record matching procedure.

In preparing earlier versions of the ORLS linked files, a range of binit weights was chosen and used to se-
lect records for clerical scrutiny. This range was delimited by the upper and lower pre-set thresholds, see Figure
1.  The false positive and false negatives are very sensitive to the threshold cut-off weight:  too low gives a
very low false positive rate and a high false negative rate; too high gives a  high and unacceptable false posi-
tive rate with a low false negative rate. The values selected for the threshold cut-off are, of course, arbitrary,
but must be chosen with care, having considered the following objectives:

n The minimisation of false positives, at the risk of increased missed matches;
n The minimisation of missed matches, at the risk of increased false positives; and
n The minimisation of the sum of  false positives and missed matches.

Figure 1. — Frequency Distribution of the Binit Weights for Pairs of Records
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The simple approach for the determination of a match based on the algebraic sum of the binit weights, ig-
nores the fact that the weight calculated for names is based on the degree of commonness of the name, and is
passed on from other members of the family, whereas the weight for the non-names items are based on distri-
butions of those items in the population, all values of which are equally probable.

An unusual set of rare names information would generate high weights which would completely swamp
any weights calculated for the non-names items in the algebraic total, and conversely, a common name would
be swamped by a perfect and identical set of non-names identifiers. This would make it difficult for the com-
puter algorithm to differentiate between similarly-named members of the population without resort to clerical
assistance.

In the determination the match threshold, a number of approaches have been developed, the earliest being
the two stage primary and secondary match used in building the early ORLS files, through a graphical approach
developed in Canada for the date of birth, to the smoothed two dimensional grid approach developed by the
UHCE and used for all its more recent matching and linking (Gill, et al., 1995; Vitter and Wen-Chin, 1987).

Algebraic Summation of the Individual Match Weights

In recent years we have, therefore, developed an approach in which  a two dimensional orthogonal matrix
is prepared,  analogous to a spreadsheet, with the names scores forming one axis and the non-names scores the
other axis.  In the development of the method, sample runs are undertaken; pairs of records in cells in the ma-
trix are checked clerically to determine whether they do or do not match; and the probability of matching is de-
rived for each cell in the sample.  These probabilities are stored in the cells of  an orthogonal  matrix designated
by the coordinates (names score, non-names score). The empirical probabilities entered into the matrix are fur-
ther interpolated and smoothed across the axes using linear regression methods.

Match runs using similar data types would access the matrix and extract the probability score from the cell
designated by the coordinates. The array of probabilities can be amended after experience with further runs,
although minor  tinkering is discouraged.  Precise scores and probabilities may vary according to the population
and record pairs studied. A number of matrices have therefore been prepared for the different types of event
pairs being matched, for example, hospital to hospital records, hospital to death records, birth to hospital rec-
ords, hospital and District Health Authority (DHA) records, cancer registry and hospital records, and so on.

Over 200,000 matches were clerically scrutinized and the results recorded in the two axes of a orthogonal
matrix, with the algebraic sum of the weights for the names items being X coordinate (“X” axis), and the alge-
braic sum of the fixed and variable statistics items plotted on the Y coordinate (“Y” axis).  In each cell of the
orthogonal matrix the results of the matches were recorded, with each cell holding the total number of matches,
the number of good matches and the number of non-matches.  A sample portion of the matrix is shown in Fig-
ure 2.

A graphical representation of the matrix is shown in Figure 3, where each cell contains the empirical deci-
sion about the likelihood of a match between a record pair.  The good matches are shown as “Y,” the non-
matches as “N” and the doubtful matches that require clerical intervention as “Q.”  This graph is the positive
quadrant where both the names and non-names weights are greater that zero.  In the microcomputer imple-
mentation of the software, this graph is held as a text file and can be edited using word-processing software.



Gill

26  n

Figure 2. — Sample Portion of the Threshold Acceptance Matrix Showing the Number of Matches
and Nonmatches, by Binit Weight for Names and Non-names Identifiers

WT=16 Percentage   37      41   45   58   83   77    91    98 99 99
Matches 198    177 231 255 319 277  413  298
Nonmatches 537    255 298 145   65   83    41      4

WT=15 Percentage   41      38   42   56   61   75    87    98   99 99
Matches 190    223 211 316 410 329  218  523 322
Nonmatches 273    364 293 245 265 109    33    11     4

WT=14 Percentage   18      25   21   19   31   56    77    93   89   97 99
Matches 113      87   90 110 190 198  660  422 161 377
Nonmatches 514    261 330 460 412 162  197    34   19   11

WT=10 Percentage     4        7      8       8     14     11    22   26
Matches   17      35     28     34     50     50    69   75
Nonmatches 341    404   284   382   277   295  235 203

WT=9 Percentage     2        4       4       4       8     12    13   15
Matches   18      42     28     47     64     90    90   87
Nonmatches 737    966   637   952   706   644  588 474

WT=8 Percentage     2        7       7       9     12     16    20    22
Matches      95     70   118   113   140  147  170
Nonmatches 1,234   812 1,106   785   728  583  588

WT=7 Percentage     0        1       1       1       2       2      3     4
Matches     5      45     43     55     58     57    68     93
Nonmatches  2,721 3,919 2,733 3,576 2,458 2,542  1,952 1,848

Record pairs with weights that fall in the upper right part of the matrix and shown in Figure 3 as "Y" are
considered to be “good” matches and only a 1% random sample is printed out for clerical scrutiny.  Record
pairs with weights that fall between the upper and lower thresholds and shown in the figure as "Q" are consid-
ered to be “query” matches and all the record pairs are printed out for clerical scrutiny and the results keyed
back into the computing system.  Record pairs with weights falling below the lower threshold and shown on the
map as "N" are considered to belong to two different people and a 1% random sample is taken of record pairs
that fall adjacent to N-Q boundary.

At the end of  each computer run,  the results of the clerical scrutiny are pooled with all the existing
matching results and new matrices are prepared.  The requirement is to reduce the “Q” zone to the minimum
consistent with the constraints of minimum false positives and false negatives.  Clerical intervention is invariably
the most costly and rate determining stage.
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Figure 3. -- A Sample Portion of the Matrix Used for Matching Hospital
Records with Hospital Records

          30   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
29   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
28   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
27   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
26   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
25   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*

^ 24   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
23   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*

N 22   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
O 21   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
N 20   NNQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
- 19   NNQQQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYYY*
N 18   NNQQQQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYYY*
A 17   NNQQQQQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYYYY*
M 16   NNQQQQQQQQQQQ QQQQYYYYYYYYYYYYYYYYYYYYYYYYYY*
E 15   NNQQQQQQQQQQQQ QQQ YYYYYYYYYYYYYYYYYYYYYYYYYY*
S 14   NNQQQQQ QQQQQQQQQQQY YYYYYYYYYYYYYYYYYYYYYYYY*

13   NNQQQQQQQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYY*
W 12   NNNQQQQQQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYYY*
E 11   NNNNNQQQQQQQQQQQQQQQYYYYYYYYYYYYYYYYYYYYYYY*
I 10   NNNNNNNNQQQQQQQQQQQQ QQYYYYYYYYYYYYYYYYYYYYY*
G  9    NNNNNNNN NNNQQQQQQQQ QQQQYYYYYYYYYYYYYYYYYYYY*
H  7    NNNNNNNNNNNN NQQQQQQQQQQQYYYYYYYYYYYYYYYYYYY*
T  6    NNNNNNNNNNNNNNQQQQQQQQQQQYYYYYYYYYYYYYYYYYY*

 5    NNNNNNNNNNNNNNNQQQQQQQQQQQYYYYYYYYYYYYYYYYY*
 4    NNNNN NNNNNNNNNNN QQQQQQQQQ QQQQQQQQQQQQQQQQQQ*
 3    NNNNNNNNNN NNNNNNQQ QQQQQQQQQQQQ QQQQQQQQQQQQQ*
 2    NNNNNNNNN NNNNNNNQ QQQQQQQQQQQQQQQQ QQQQQQQQQQ*
 1    NNNNNNNNNNNNNNN NNNNNNNNNN NNNNNNNNNN NNNNNNNN*

     1          10        20        30        40
NAMES WEIGHT  ==>

Where N = no match
Q = possible match (for clerical checking)
Y = definite match

The typical numbers of matches and nonmatches for the cells which are highlighted
in the above graph, are shown in Figure 2.
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Separate matrices have been modelled for the different types of record pairs entering the system, for ex-
ample:

hospital discharge  /  hospital discharge
hospital discharge  /  death record
birth record            /  hospital discharge
hospital discharge  /  primary care/FHSA record
hospital discharge  /  Cancer registry.

Further matrices have also been prepared  that record the number of match items used in matching a rec-
ord pair, for example, number of surnames, forenames and numbers of other matching variables.  Since the
number of matrices can become quite large, intelligent systems and neural net techniques are being developed
for the interpretation of the N dimensional matrices and the determination of the match threshold (Kasabov,
1996; Bishop, 1995).

Special procedures have been developed for the correct matching of similarly-named same sex twins.
Where the match weights fall within the clerical scrutiny area, the clerks are able to identify the two records
involved and take the appropriate action.

The marked records are printed out for clerical scrutiny and the match amended where necessary. This
situation also arises where older people are recorded in the information system under a given set of forenames
but, on a subsequent hospital admission or when they die, a different set of forenames are reported by the pa-
tient or by the next of kin.

Linking

he output from the matching run, is a text file that contains details about each pair of records that were
matched together.  A sample portion of this file is shown in Figure 4, the layout of which is:

Details of data record   Person/system number
Accession number
Record type

Details of main file record Person/system number
Accession number
Record type

Details about the match run Output stream (good match or query match)
Names weight
Non-names weight
Cross-reference to the clerical printout
Matching probability/decision (either Y or N).

The number of records written to the output file for any one person can be very large, and is approxi-
mately the number of records on data file multiplied by the number of records on the master file.  Using com-
binational and heuristic algebraic methods these records are reduced to a small number for each potential match
pair, ideally one (Hu, 1982; Cameron, 1994; Lothaire, 1997; and Pidd, 1996).

T
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 Figure 4.—A Sample of the Typical Output from the Match Run

Example of OX-LINK System Number Output

389447756 860895558 GS 229800034 352-68394 GN 2 50 26 (GH1/ 500001) Y O
379194856 858751858 GS 233513082 369890337 GN 2 29 24 (GH1/ 500002) Y O
379194856 858751858 GS 233513082 911759078 TU 2 29 15 (GH1/ 500003) Y O
379194856 858751858 GS 233513082 911759078 TU 2 29 15 (GH1/ 500004) Y O
437096752 781384114 GS 323947927 524582350 BL 2 31 19 (GH1/ 500005) Y O
357816810 726892961 GS 249173530 472792138 GN 2 31 23 (GH1/ 500006) Y O
357816810 726892961 GS 249173530 343537893 GN 2 31 21 (GH1/ 500007) Y O
357816810 726892961 GS 249173530 406349427 GN 2 31 23 (GH1/ 500008) Y O
540814037 883641514 GS 210500551 448983383 GM 2 50 19 (GH1/ 500009) Y O
110463907 559719951 GN 408578989 738005030 GS 2 50 30 (GH1/ 500010) Y O
110463907 262969219 GH 408578989 738005030 GS 2 50 30 (GH1/ 500011) Y O
110463907   63685552 GH 408578989 738005030 GS 2 50 26 (GH1/ 500012) Y O
133714360 188729480 GH 414567239 748873845 GS 2 50 25 (GH1/ 500013) Y O
133714360 205039688 GH 414567239 748873845 GS 2 50 23 (GH1/ 500014) Y O

The rules for undertaking this reduction are:

n Ideally, all records for the same person will have the same person/system number.
 
n The records for a person who has only one set of identification details will be of the following type,

where each record only carries one person/system number (A):
 

 A    =    A    =    A    =    A, etc.           (=  signifies matches with).

n Where a single woman gets married within the span of the file,  records will be recorded under maiden
name, person/system number (A) and also under her married name (B).  Links will be effected be-
tween (A) and (B) and all the records will be converted to person/system number (A).  The per-
son/system number (B) will be lost to the system.  Future matches will link to either her single or mar-
ried records, both of which will carry the person/system number (A):

 
 A    =    A    =    B    =    B    =    A    =    B, etc.

 
 A  being links under her maiden name
 B  being links under her married name.

 
n Where there are records for a women recorded under her maiden name (A), and  records that contain

details of both her maiden and married name (B) and just her married name (C), these chains are will
be made up of three types of links,

 
 A    =    A    =    B    =    B    =    C    =    B    =    C,  etc.

 
 Successive matches will convert all the records to person/system number (A).  If the linked file con-

tains records type (A) and (C) only,  linkage cannot be effected between (A) and (C) until records of
type (B) are captured and linked into the system.
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n Where the person has had many changes of name and marital status, the number of different types of

links will increase.  Over the 30 year span of the file, links up to 5 deep have been found.

Each record entering the system is given a new purely arbitrary person/system  number from a pool of
such numbers.  Where the record on the data file matches with a record on the master file, the person/system
number stored on the master file record is copied over the person/system number on the data record, over-
writes it, and the original person/system  number on the data record number is then lost from the system and
cannot be re-issued.

 Where two sets of records for the same person, but having two different person/system numbers are
brought together during a subsequent matching run; all the records are given the lowest person/system number
and any other person/system  numbers are destroyed.
 

Results

hen the matching, linking and clerical stages are completed,  the file of linked records will contain two
types of error. Firstly, the records that have matched together but do not belong to the same person,
these are known as false positives.  Secondly, records belonging to the same person that have not been

brought together, i.e., reside on the file under two or more different person identifiers, these are known as
“false negatives or missed matches.”

The false positive rate was estimated using two different methods.  Firstly, all the records for a random
sample of 5,000 people having two or more records were extracted from the ORLS file and printed out for
clerical scrutiny.  Secondly, all the record pairs that matched together with high match weights but where the
forenames differed, were printed out for clerical scrutiny.

The “false negative or missed match” rate was estimated,  by extracting a subset of  people who had con-
tinuing treatment, such as repeated admissions for diabetics, nephritics, etc., and for those patients who had
died in hospital, where the linked file should contain both the hospital discharge record and the death record.

The latest results from the ORLS file and the Welsh and Oxfordshire Cancer registry files are very en-
couraging, with the false positive rate being below  0.25 percent of all people on the file, and the missed match
rate varying between 1.0 percent and 3.0 percent according to the type of sample investigated. Recent works
on matching 369,000 records from a health district with 71 million exploded records from NHS Central Regis-
ter has given a false positive rate of between 0.2 and 0.3%;  the higher figure is produced from records which
have very common Anglo-Saxon or Asian names.

The worst  false negative rate was found where hospital discharges were matched with the corresponding
death record. The identifying information on the hospital discharge was drawn from the hospital master index
supplemented by information supplied by the patient or immediate family. The identifying information on the
death record is usually provided by the next of kin from memory and old documents.

The completed ORLS file is serial file that is indexed using the person/system number, and contains the
partial identifiers, administrative and socio-demographic variables and clinical items.  This file used for a wide
range of epidemiological and health services research studies.  For ease of manipulation and other operational
reasons, subsets of the file are prepared for specific studies,  usually by selecting specified records or record
types, or by selecting on geographical area or span of years or on clinical specialty.
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Abstract

Once valid key fields have been set up, relational database techniques enable complex
linkages that facilitate a number of statistical analyses. Using one particular example, a
classification of types of linkages is developed and illustrated. The naive user of such data would
not necessarily know how to use a relational database to perform the linkages, but may only know
the sort of questions they want to ask. To make data (anonymous to protect the confidentiality of
patients and doctors) generally accessible, a user-friendly front-end has been written using the
above concepts, which provides flat-file datasets (tabular or list) in response to answers from a
series of questions. These datasets can be exported in a variety of standard formats. The software
will be demonstrated, using a sample of the data.

Introduction

ost of the papers at this workshop are concerned with establishing whether or not different records in
the database match. This paper starts from the point where this matching has already been
established. It will thus be assumed that the data have already been cleaned, duplicates eliminated,

and keys constructed through which linkages can be made. Procedures for matching records when linkage is
not certain have been discussed for example by Newcombe et al. (1959, 1988), Fellegi and Sunter (1969),
and Winkler (1994). We also assume database software that can:

n select fields from a file of records;

n extract from a file either;
− all records
− distinct records which satisfy specified criteria; and

n link files using appropriate key and foreign fields.

The purpose of this paper is firstly to illustrate the huge potential of using relational databases for data
linkage for statistical analyses. In the process a classification of linkages will be developed, using a particular
database to illustrate the points. Some results will be presented by way of example. We will show how the
complex linkages required for statistical analyses can be decomposed into a sequence of simple database
queries and linkages. Finally a user-friendly program that has been written for extracting a number of
different types of dataset for analyses will be described. The advantages and disadvantages of such
approaches will be discussed.

Relational databases are ideal for storing statistical data, since they retain the original linkages in the
data, and hence the full data structure. They also facilitate linking in new data from other sources, and are
economical in data storage requirements. However, most statistical analyses require simple rectangular files,
and complex database queries may be required to obtain these.

Chapter

2 Complex Linkages Made Easy
John R. H. Charlton, Office for National Statistics, UK

Judith D. Charlton, JDC Applications
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The linkages required to obtain the flat files for statistical analysis vary from the relatively simple to the
extremely complex (Figure 1).  Subsets of data files may be found (A), possibly by linkage with another file
(B). Derived files may be created by linking files (or their subsets) within the study data files (C), or to files
outside the study data (D). The derived files may be further linked to files in or outside the dataset (E),
subsets (F), or other derived files (G), to obtain further derived files, and this process may continue at
length.

Figure 1. – Illustration of Complex Linkage

The Example Database

n a major survey in England and Wales (MSGP4) some 300 general medical practitioners (GPs) in 60
practices collected data from half a million patients, relating to every face to face contact with them over
the course of a year  (McCormick et al., 1995).   In the UK nearly the entire population is registered with

a GP, and only visit a doctor in the practice in which they are registered, except in an emergency, when they
may attend an accident and emergency department of a hospital or another GP as a temporary patient. For
all patients in MSGP4 there was information on age, sex, and postcode. In addition socio-economic data
were successfully collected by interview for 83 per cent of the patients on these doctors registers. There was
a core of common questions, but there were also questions specific to children, adults, and
married/cohabiting women. Information was also collected about the practices (but not individual GPs).
Geographic information related to postcodes was also available. The structure of the data is illustrated in

I
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 Figure 2 (simplified).   MSGP4 was the fourth survey of morbidity in general practice. In previous MSGP
surveys output consisted only as a series of tables produced by COBOL programs, and MSGP4 was the fist
survey for which relational databases were used to provide flexible outputs.

Figure 2.—Example Database (Simplified ) – Patient Consultations
of General Medical Practitioners

  

Some Definitions

n Read Code.--A code used in England and Wales by general practice staff to identify uniquely a
medical term. This coding was used in the MSGP project because it is familiar to general practice
staff, but it is not internationally recognised and the codes have a structure that does not facilitate
verification.

 
n ICD Code.--International classification of disease. Groups of Read codes can be mapped onto

ICD9 codes. For example Read code F3810= “acute serious otitis media,” maps to ICD A381.0 =
“acute nonsuppurative otitis media”).  Such mappings form part of the consultation metadata (see
below).

 
n Consultation.--A “consultation” refers to a particular diagnosis by a particular member of staff on

a particular date at a particular location, resulting from a face to face meeting between a patient and
doctor/ nurse. A “diagnosis” is identified by a single Read code.

 
n “Patients Consulting”.--Some registered patients did not consult a doctor or other staff member

during the study. “Patients consulting” is therefore a subset of the practice list of all registered
patients. Consultations must be carefully distinguished from “patients consulting.”  A combination
of patient number, date and place of consultation and diagnosis uniquely define each record in the
consultation file. Patient numbers are not unique because a patient may consult more than once,
nor are combinations of patient number and diagnosis unique. On the other hand, a “patient
consulting” file will contain at most one record for each patient consulting for a particular diagnosis
(or group of diagnoses),  no matter how many times that patient has consulted a member of the
practice staff.  “Consultations” are more relevant when work-load is being studied, but if
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prevalence is the issue then “patients consulting,” i.e., how many patients consulted for the illness,
is more useful.

 
n Patient Years at Risk.--The population involved in the MSGP project did not remain constant

throughout the study. Patients entered and left practices as a result of moving house or for other
reasons, and births and deaths also contributed to a changing population. The “patient years at
risk” derived variable was created to take account of this. The patient file contains a “days in”
variable, which gives the number of days the patient was registered with the practice (range 1-366
days for the study). “Patient years at risk” is “days in” divided by 366, since 1992 was a leap year.

Database Structure

To facilitate future analyses some non-changing data were combined at the outset. For example some
consultation metadata were added to the consultation dataset, such as International Classification of Disease
(ICD) codes and indicators of disease seriousness. The resultant simplified data structure is thus:

Practice: Practice number; information about practice (confidential)
Primary Key:  Practice number

A practice is a group of doctors, nurses, and other staff working together. Although patients register
with a particular doctor, their records are kept by the practice and the patient may be regarded as
belonging to a practice. Data on practice and practice staff are particularly confidential, and not
considered in this paper. Individual practice staff consulted are identified in the consultation file by a
code.

Patients: Patient number; age; sex; post code; socio-economic data
Primary key: Patient number
Foreign key: Postcode references geographic data

These data were stored as four separate files relating to: all patients; adult patients; children; married
cohabiting women,  because different information was collected for each subgroup.

Consultation: Patient number; Practice number; ID of who consulted; date of contact; diagnosis; 
place of consultation; whether referred to hospital; other consultation information

Primary key:  Patient number, doctor ID, date of contact, diagnosis
Foreign keys: Practice number references practice; Patient number references patients; Staff  ID 

references staff (e.g., doctor/nurse).

Episode: For each consultation the doctor/nurse identified whether this was the “first ever,” a “new,”
or “ongoing” consultation for that problem. An “episode” consists of a series of consultations for
the same problem (e.g., Read code).

Geographically-referenced data: Post codes, ED, latitude/longitude, census ward, local authority, 
small area census data, locality classifications such as rural/ urban, prosperous/inner city, etc.

These data were not collected by the survey, but come from other sources, linked by postcode or 
higher level geography.

Patient metadata: These describe the codes used in the socio-economic survey (e.g., ethnic group, 
occupation groups, social class, housing tenure, whether a smoker, etc.)
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Consultation metadata: The ReadICD file links Read codes with the corresponding ICD codes.  In 
addition a lookup table links 150 common diseases, immunisations and accidents to their ICD 
codes. Each diagnosis is classified as serious, intermediate or minor.

Derived files:  The MSGP database contains information on individual patients and consultations. To 
make comparisons between groups of patients, and to standardise the data (e.g., for age 
differences), it is necessary to generate files of derived data, using database queries and linkages as 
described below. In some derived files duplicate records need to be eliminated. For example, we 
may wish to count patients consulting for a particular reason rather than consultations, and hence 
wish to produce at most one record per patient in a “patients consulting” derived file -- see “Some 
Definitions above).

Types of Linkage (with Examples)

n this section we classify a variety of linkage types that are possible into three main types, illustrating the
linkages with examples based on the MSGP4 study.

Simple Linkage

n Straightforward data extracts (lists) combining several sources.—
 
 Example: Making a list of patients with asthma including age, sex and social class for each patient.
 
n Observed frequencies.—
 
 Example: Linking the “all patients” file, and the “consultations” file to count the number of

consultations by the age, sex and social class of the patient, or cross-classifying home-visits and
hospital referrals with socio-economic characteristics.

 
n Conditional data, where the availability of data items depends on the value of another variable.—
 
 Example: In MSGP4 some data are available only for adults, or children, or married/cohabiting

women. Smoking status was only obtained from adult patients, so tabulating “home visits” by
“smoking status” by “age,” and “sex” involves linking the “all patients” (to find age and sex), “adult
patients” (to find smoking status) and “consultations” (to find home visits) files.  Linking the “adult”
file to the “all patients” file excludes records for children.

 
n Linking files with “foreign” files.— Useful information can often be obtained by linking data in two

or more different datasets, where the data files share common codes. For example data referenced
by postcode, census ED or ward, or local authority are available from many different sources as
described above.

 
 Example: The MSGP4 study included the postcode of residence for each patient, facilitating studies

of neighbourhood effects. The crow-fly distance from the patient’s home to the practice was
calculated by linking patient and practice postcodes to a grid co-ordinates file and using
Pythagoras’s theorem. The distance was stored permanently on the patient file for future use.

n Linking to lookup tables (user-defined and pre-defined).—

Examples: The information in the MSGP database is mostly held in coded form, with the keys to
the codes held in a number of lookup tables linked to the main database. Most of these are quite
small and simple (e.g.,  ethnic group, housing tenure, etc.) but some variables are linked to large

I
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tables of standard codes (e.g., occupational codes, country of birth). . In some cases the coded
information is quite detailed and it is desirable to group the data into broader categories, e.g., group
diagnostic codes into broad diagnostic groups such as ischaemic heart disease ICD 410-414. For
some diseases a group of not necessarily contiguous codes are needed to define a medical condition.
A lookup file of these codes can be created to extract the codes of interest from the main data,
using a lookup table that could be user-defined. Missing value codes could also be grouped, ages
grouped into broad age groups, social classes combined, etc.

Auto-Linkage Within a File (Associations Within a File)

n Different records for the same “individual.”— Records for the same individual can be linked
together to analyse patterns or sums of events, or associations between events of different kinds. In
general a file is linked to a subset of itself to find records relating to individuals of interest.

Example: Diabetes is a chronic disease with major complications. It is of interest to examine, for
those patients who consulted for diabetes, what other diseases they consulted for. Consultations for
diabetes can be found from their ICD code (250). Extracting just the patient identification numbers
from this dataset, and eliminating duplicates, results in a list of patients who consulted for diabetes
at least once during the year. This subset of the consultation file can be linked with the original
consultation file to produce a derived file containing the consultation history of all diabetic patients
in the study, which can be used for further analysis. Note that in this example only the consultation
file (and derived subsets) has been used.

n Different records for same households/ other groups.—

Example: Information on households was not collected as part of MSGP4. However “synthetic”
households can be constructed, using postcode and socio-economic data, where the members of the
same “household” must, by definition, share the same socio-economic characteristics and it would
be rare for two distinct households to have exactly the same characteristics. These “households”
can be used to discover how the behaviour of one “household” member may affect another. For
example, we can examine the relationship between smoking by adults, and asthma in children.
Clearly in this example some sort of check needs to be made on how accurately “households” can
be assembled from the information available and the algorithm used.

n Temporal relationships.— Files containing “event” data can be analysed by studying temporal
patterns relating to the same individual.
Example:

− The relationship between exposure to pollution or infection and asthma can be studied in
terms of both immediate and delayed effects. Consultations for an individual can be linked
together and sorted by date, showing temporal relationships.

 
− The duration of clinical events can sometimes be determined by the sequence of

consultations. In MSGP4 each consultation for a particular medical condition was labelled
“first ever,” “new,” or  “ongoing” and the date of each consultation recorded. Survival
analysis techniques cater for these types of data.

Complex Linkages

Linkages that are combinations of the two types of linkage previously described could be termed
“complex linkages.”  These can always be broken down into a sequence of simpler linkages. A number of
examples of complex linkages are given, in order of complexity.
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n Finding subsets through linkage.—
 
 Example: In the MSGP4 data this is particularly useful in the study of chronic conditions such as

diabetes and heart disease. Linking the file of patients consulting for diabetes discussed in section
3.2 with the patient dataset results in a subset of the patient file, containing only socio-economic
details of diabetic patients.

 
n Linking a derived file to a lookup table and other files.—
 
 Example: Diabetes is particularly associated with diseases of the eye (retinopathy), kidney, nervous

system and cardiovascular systems. It is of interest to analyse the relationship between diabetes and
such diseases, which are likely to be related to diabetes. In this slightly more complex situation it is
necessary to create a lookup table containing the diseases of interest and their ICD codes and link
this to the “consultations by diabetic patients” file to create a further subset of the consultation file
containing consultations for diabetes and its complications.  It is likely that this file as well as the
simpler one described above would be linked to the patient file to include age and sex and other
patient characteristics before analysis using conventional statistical packages.

 
n Linking a derived file with another derived file.—
 
 Example:

− Rates for groups of individuals.—  Rates are found by linking a derived file of numerators with
a derived file of denominators. The numerators are usually found by linking the patient and
consultation files, for example, age, sex, social class or ethnic group linked to diagnosis,
referral or home visits. Denominators can be derived from the patient file (patient years at
risk) or the consultation file (consultations or patients consulting) for the various categories
age, sex, etc.

 
− Standardised ratios.—  This is the ratio of the number of events (e.g., consultations or deaths)

observed in a sub-group to the number that would be expected if the sub-group had the same
age-sex-specific rates as a standard population (e.g., the whole sample), multiplied by 100.
Examples of sub-groups are different ethnic groups or geographical areas. The calculation of
standard population rates involves linking the whole population observed frequencies to whole
population patient years at risk. Each of these is a derived file, and the result is a new derived
file. Calculating expected numbers involves linking standard population rates to the sub-
groups’ “years at risk” file. This produces two new derived files, “Observed” and “Expected.”
Age-standardised patient consulting ratios are obtained by linking these two derived files
together, using outer joins to ensure no loss of “expected” records where there are no
observed in some age-sex categories.

 
n Establishing population rates for a series of nested definitions.—

Example: Individuals at particular risk from influenza are offered vaccination. In order to estimate
how changes in the recommendations might affect the numbers eligible for vaccination, population
rates for those living in their own homes were estimated for each of several options. People aged 65
and over living in communal establishments are automatically eligible for vaccination, and hence
were selected out and treated separately.  The options tested were to include patients with:

A - any chronic respiratory disease, chronic heart disease, endocrine disease, or immune-
suppression;
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B - as A but also including hereditary degenerative diseases;
C - as B but also including thyroid disease;
D - as C but also including essential hypertension.

The MSGP dataset was used to estimate the proportion of the population in need of vaccination
against influenza according to each option. The problem was to find all those patients who had
consulted for any of the diseases on the list, taking care not to count any patient more than once.
This involved creating a lookup table defining the disease groups mentioned in options A-D, linking
this to the consultation dataset, eliminating duplicates and linking this to the patient dataset (to
obtain age-group and sex), and then doing a series of queries to obtain appropriate numerator data
files. A denominator data file was separately obtained from the patient dataset to obtain patient
years at risk, by age-group and sex. The numerator and denominator files were then joined to
obtain rates. These rates were then applied to census tables to obtain the estimated numbers of
patients eligible for vaccination under assumptions A-D.

n Record matching for case-control studies.—  These are special studies of association-extracting
“cases” and “controls” from the same database.

Example: what socio-economic factors are associated with increased risk of Crohn’s disease? All
patients who consulted for ICD555 (regional non-infective enteritis) during the MSGP4 study were
selected and referred back to their GP to confirm that they were genuine cases of Crohn’s disease.
Patients who were not confirmed as having Crohn’s disease were then excluded. This resulted in
294 cases. Controls were selected from patients who did have the disease – those who matched
cases for practice, sex and month and year of birth. In each of two practices there were two cases
who were of the same sex and the same month and year of birth. In each of these practices the
controls were divided randomly between these cases as equally as possible. There were 23 cases for
whom no controls could be found using these criteria. In 20 of these cases it was possible to find
controls who matched on practice and sex and whose date of birth was within two months of the
case’s date of birth. The remaining three cases were excluded from the analysis. This procedure
resulted in 291 cases and 1682 controls.

User-Friendly Linkage Software

The MSGP4 practice software was originally written so that participating practices could gain access to
the data collected from their own practice. The software was designed to be used easily by people with no
knowledge of database technology and because the software runs directly under DOS or Windows, no
specialised database software is needed. The structure of the MSGP database is transparent to the user who
can refer to entities (e.g., diseases or occupation) by name rather than codes.

Later, a modified version of the software was developed to enable researchers to use the complete
dataset (60 practices).

Although it may be possible for some of these linkages to be performed as a single query it is generally
best to do a series of simple linkages for two reasons. Firstly, database software creates large temporary files
of cross products, which is time consuming and may lead to memory problems. Secondly, queries involving
complex linkages are often difficult to formulate and may easily turn out to be incorrect. The order in which
the linkages are performed is also important for efficiency. In general, only the smallest possible files should
be linked together. For example, rather than linking the patient and consultations files together, then finding
the diseases and patient characteristics of interest, it is better to find the relevant subsets of the two files
first, then link them together.
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The software performs the required linkages and then analyses the data in two stages. The first part of
the program performs the sequence of linkages and queries needed to find subsets required for the second
stage, and the second part performs the analyses and displays the output. The data flow through the
program is shown in Figure 3.

It can be seen from the diagram that any of the three input files may be linked to themselves or to
either of the others in any combination to form subsets of the data, or the entire dataset can be used.

Finding Subsets

n The program enables the user to find any combination of characteristics required, simply by
choosing the characteristic from menus. The program finds subsets of individual files, as well as
linking files in the dataset to each other and to lookup tables, and finding subsets of one file
according to data in another.  For example the program can produce a list of young women with
asthma who live in local authority accommodation, or of patients with a particular combination of
diagnoses. It is also possible to examine the data for a particular group of people (for example, one
ethnic group), or for a particular geographical area.

 
n Dealing with missing values.--When the data for MSGP4 was collected it was not possible to collect

socio-economic data for all patients. The user is given the option to exclude missing values, or to
restrict the data to missing values only should they want to find out more about those patients for
whom certain information is missing. For example, an analysis of the frequency of cigarette
smoking in each age/sex group in the practice might include only those patients for whom smoking
information is available.

The Output

The output from the program is of three types, any of which may be exported by the program in a
variety of formats (e.g., WK1, DBF, TXT, DB) for further statistical analyses.

n Lists output consists of one record for each patients, consultation or episode of interest, with files
linked together as appropriate. Each record contains a patient number together with any other
information that the user has requested. These flat files can be used for further analysis using
spreadsheet or statistical software.

n Frequency output consists of counts of the numbers of patients, consultations or episodes in each of
the categories defined by the fields selected by the user.

n Rate output enables a variety of rate with different types of numerators and denominators to be
calculated. Any of the following rates may be chosen: Diagnostic rates for a specified diagnostic
group (patients consulting; consultations; episodes); referral rates; and home visit rates. Rates are
generally calculated for standard age and sex groups but other appropriate patient and consultations
characteristics may be included in the analysis. Denominators can be consultations, patients
consulting or patient years at risk.

Figure 3.—Data-flow Diagram for MSGPX Data Extractor Program
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Discussion and Conclusions

e have demonstrated through the use of one example database the potential that relational databases
offer for storing statistical data. These are also the natural way to capture the data, since they reflect
real data relationships, and are economical in storage requirements. They also facilitate linking in new

data from other sources. However most statistical analyses require simple rectangular files, and complex
database queries may be required to obtain these. We have shown that such complex linkages can be
decomposed into a sequence of simple linkages, and user-friendly software can be developed to make such
complex data readily available to users who may not understand the data structure or relational databases
fully. The major advantage of such software is that the naïve user can be more confident in the results than
if they were to extract the data themselves. They can also describe their problem in terms closer to natural
language.

Although such programs enable the user with no knowledge of database technology to perform all the
linkages shown above, they do have their limitations. Choosing options from several dialogue boxes is
simple but certainly much slower than performing queries directly using SQL, Paradox or other database
technology. Since the most efficient way to perform a complex query depends on the exact nature of the
query, the program will not always perform queries in the most efficient order. The user is also restricted to
the queries and tables defined by the program, and as more options are added the program must of necessity
become more unwieldy and possibly less efficient.

User friendly software remains, however, the useful for the casual user who may not be familiar with
the structures of a database, and essential for the user who does not have access to or knowledge of
database technology.
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Chapter

Abstract

This project involves the linkage of individuals across more than 20 state-run programs
including TANF (AFDC), Medicaid, JOBS, Child Protection, Child Welfare Services, Alcohol and
Substance Abuse programs, WIC, and mental health services. The count  before linking is over 7.5
million records of individuals. Unduplicating the datasets leaves 5.9 million records. And the final
linked dataset contains records for 4.1 million individuals. This study will provide the basic
population counts for the State of Illinois's planning for the consolidation of these programs into a
new Department of Human Services.

In the context of linking multiple systems, we have done a number of different things to make
using AutoMatch easier. Some features of the process relate to standardized file and directory
layouts, automatically generating match scripts, “data improvement” algorithms, and false match
detection.

The first two issues, files and directories and scripts, are primarily technical, while the
second two issues have more general substantive content in addition to the technical matter.

Properly laying out the tools for a matching project is a critical part of its success.  Having a
standard form for variable standardization, unduplication and matching provides a firm and stable
foundation  for linking  many files together.  Creating additional  automation tools for working
within such standards is also well worth the time it takes to make them.

With multiple sources of data it is possible to improve the data fields for individuals who are
linked across multiple datasets. We will discuss both how we extract the information needed for
such improvements and how we use it to improve the master list of individuals. One particular
example of these improvements involves resolving the false linking of family members.
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Chapter

Abstract

In 1985 and again in 1987, the Statistics of Income (SOI) Division of the Internal Revenue
Service initiated panel studies of taxpayers.  Taxpayer identification numbers (TINs) reported on a
sample of tax returns from the 1985 and 1987 filing years were used to identify panel members and
search for their returns in subsequent years.  The 1987 panel also included efforts to capture
dependents, based on the TINs reported on Aparents@ and dependents’ returns.  This paper
describes and assesses the strategy used to identify panel members and then capture and link their
returns.  While the availability of  a unique identifier greatly simplifies data capture and record
linkage and, as in this case, may determine whether or not a record linkage project is
operationally feasible, imperfections in the identifiers generate a range of problems. Issues
addressed in this paper include elements of operational performance, validation, and measuring
the completeness of matching or data capture.  Recommendations for improving the success of such
efforts are presented, and implications for linkage across administrative records systems are
discussed.

Introduction

ow often, when confronted with a task requiring the linkage of records with imperfectly listed names
and addresses, recorded in nonstandard formats, do we long for a unique identifier?  This paper
addresses some of the problems that analysts may face when they perform exact matches using a

unique identifier.  The paper deals, specifically, with records that have been linked by an exact match on
social security number (SSN).  The question it poses is, when is an exact match not an exact match?  The
paper is more about “unlinkage” than linkage per se.  The linkages created by exact matches on SSNs
represent the starting point.  The work that ensues involves breaking some of these linkages as well as
creating additional ones.  The findings reported here may be relevant to any effort to link administrative
records by SSN, whether longitudinally or cross-sectionally.

Overview of the Statistics of Income (SOI) Panel Studies

ver the years, the SOI Division of the Internal Revenue Service (IRS) has conducted a number of
panel studies of individual (1040) tax returns.  These studies employ a common methodology, for the
most part.  A base year panel sample is selected from the annual SOI cross-sectional sample, which

provides a large and readily available sampling frame for such studies.  Panel members are identified by
their SSNs, as reported on their base year sample returns.  The IRS searches for and captures all returns
that list panel SSNs as filers in subsequent years.  The returns captured by this procedure are then linked
longitudinally.  In reality, what are linked over time are persons, and these person linkages imply linkages
between tax returns.  In the two most recent panel studies, described below, the SSNs were edited, after this
initial linkage, to correct errors and fill in missing values.  After the editing was completed, the linkages were
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re-established.  As a result of this process, some of the original links were eliminated while others were
added.

The 1985-based Sales of Capital Assets (SOCA) Panel began with about 13,000 base year returns.  All
filers on these returns were initially designated as panel members.  Joint returns, which can be filed only by
married couples, have two filers. Returns with other filing statuses have one filer. A SOCA Panel file
covering the years 1985 to 1991 has been completed.

The 1987-based Family Panel began with about 90,000 base year returns. Not only filers but also their
dependents (as claimed on base year returns) were defined as panel members. Returns filed by separately
filing spouses, whether panel members or not, are to be captured and linked to the returns filed by their
panel spouses. Returns filed by the dependents who are claimed in any year after the base year, whether
they are original panel members or not, are to be captured and linked as well -- but only for the years in
which they are claimed. Work to implement and review the SOI edits and prepare a panel file is only
beginning; further editing will take place over the next few months.

Problems Created by Incorrect SSNs

ncorrect SSNs create a number of problems affecting not only record linkage and data capture but
subsequent analysis of the data. In describing these problems, it is helpful to distinguish between incorrect
SSNs on base year returns, which by definition include only panel returns, and incorrect SSNs on out-

year returns, which include both panel and nonpanel returns.

Incorrect SSNs reported on base year returns have two types of consequences. Both stem from the
fact that base year panel SSNs provide the means for identifying and capturing out-year panel returns. First,
incorrect base year SSNs produce pseudo-attrition. Individuals whose SSNs were listed incorrectly in the
base year will drop out of the panel when they file with correct SSNs.  If these individuals are married to
other panel members, they will remain in the database, but unless their base year SSNs are corrected their
later data will not be associated with their earlier data. These missed linkages lead to incorrect weight
assignments, which have a downward bias.  A second consequence of incorrect base year SSNs is that the
IRS will look for and may link the out-year returns of the wrong individuals to the base year records of
panel members. The editing of SSNs is intended to eliminate both kinds of linkage errors.

Incorrect SSNs on out-year returns, as was stated, may involve both panel and nonpanel returns. If a
panel member’s SSN is misreported on an out-year return, after having been reported correctly in the base
year, the out-year SSN will not be identified as panel, which may prevent the panel member’s return from
being captured at all.  This is true if the panel member whose SSN is incorrect is the only panel member to
appear on the return. While many panel returns continue to be selected for the annual cross-sectional sample
in the years immediately following the base year, such that a panel return may still be captured despite the
absence of a panel SSN, the incorrect SSN will prevent the panel member’s being linked to the earlier
returns. If a nonpanel return incorrectly includes a panel SSN, this error will result in, first, the return’s
being captured for the panel and, second, the wrong individual’s data being linked to the panel member’s
base year record.

The bias that may be introduced by incorrect SSNs is distributed unevenly. Certain types of returns
appear to be more prone to erroneous SSNs than others. Clearly, error rates are higher among lower income
returns than among higher income returns.  They may be higher as well among joint returns filed by couples
who have a better than average chance of divorce in the next few years, although this observation is more
speculative.

The dollar costs of incorrect SSNs cannot be overlooked either. In addition to the editing costs, there is
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a cost to collecting and processing excess returns.

Identifying Incorrect SSNs

he SSN lacks a check digit.  The SSN was established long before it became commonplace to include in
identification numbers an extra digit or set of digits that can be used in an arithmetic operation to verify
that the digits of the number “add up” right.  As a result, there is no quick test to establish that a

reported SSN was recorded incorrectly. Instead, it is necessary to make use of a number of other techniques
to validate and correct the SSNs that are reported on tax returns or other administrative records.

Range checks are an important tool in screening out incorrect SSNs early in processing. Range checks
of SSNs build on what is known and knowable about the distribution of numbers that have been issued by
the Social Security Administration (SSA).  A very limited range check can be based on the fact that the first
three digits of the nine-digit number must fall into either of the ranges 001-626 or 700-728. SSNs with lead
digits that fall outside these ranges must be incorrect.  (The IRS uses an additional range to assign taxpayer
identification numbers to persons who cannot obtain SSNs; these numbers are valid for IRS purposes but
cannot be linked to other data.)  More elaborate tests may utilize the fact that the 4th and 5th digits of the
SSN have been assigned in a set sequence, historically.  For each set of first three digits, SSA can report
what 4th and 5th digits have been assigned to date or through a specific date.  Most of the nine-digit
numbers that have never been issued -- and, therefore, are incorrect -- can be identified in this manner.  In
addition, the SSNs that were assigned to persons who have since died can be obtained from SSA.  Brief
records for most SSA decedents can be accessed via the Internet.

The IRS maintains a validation file, using data obtained from SSA, to verify not only that particular
numbers have ever been issued, but that they were issued to the persons who report them. The validation
file contains up to 10 “name controls” for each SSN, where a name control consists of the first four
characters of an individual’s surname. If an individual changes his or her name numerous times and registers
these changes with SSA, the different name controls will be present on the validation file, sorted from the
latest to the earliest. The name control is a relic of period of much more limited computing capacity and less
powerful software.  The inability of name controls to differentiate among members of the same family, for
example, restricts their utility for the editing of tax panel data, since misreporting among family members is a
common type of error.

SSA maintains much more extensive data for its own validation purposes as well as other uses.
Essentially all of the information collected on applications for new or replacement social security cards is
retained electronically.  The SSA will also perform validation exercises for other agencies.  This was not an
option for the IRS data, which could not be shared with SSA, but it may be a viable path for other users to
take.  In performing its validation and other matching exercises, SSA relies heavily on exact matches on
multiple characteristics.  SSA utilizes partial matches as well but without the framework of a probabilistic
matching algorithm.  As a result, SSA’s validation tends to be conservative, erring on the side of making too
few matches rather than making false matches.

In editing the SSNs reported on tax panel records, the IRS staff employed a number of evaluation
strategies.  These are discussed below.

The SOI Editing Strategy

he editing strategy employed by SOI staff for the two panel databases included several key elements.
The first was the use of automated procedures to flag probable errors.  The second was the reliance on
manual or clerical review to evaluate the cases that were flagged as containing probable errors.

Automated validation tests were not always definitive in identifying false matches, so expert review was
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often necessary.  Furthermore, there was no attempt to automate the identification of the appropriate
corrections.  The clerical review was responsible, then, for determining if an SSN was indeed incorrect,
identifying the correct SSN or an appropriate substitute, and then implementing the needed corrections.  The
third element of the editing strategy was to correct the base year panel SSNs to the fullest extent possible.
This is an important task because the corrected SSNs identify panel members in future years.  The fourth
element was to  eliminate cross-sectional “violations” in the out-years -- that is, instances where particular
SSNs appeared as filers multiple times in the same tax year, or where the SSNs listed as dependents
matched to filers who were not the dependents being claimed.  The last element of the editing strategy was
to use automated procedures to apply SSN corrections to other years, where errors might exist but may not
have been flagged.  These corrections are directed at situations where a taxpayer continues to report an
incorrect SSN for a filer, a separately filing spouse, or a dependent, year after year or at least for multiple
years.  These misreported SSNs may not always be flagged as probable errors. Furthermore, it is highly
inefficient to rely on independent identification and correction of these errors.

Limitations of the Editing Strategy

The overall strategy has two notable limitations. First, the sheer number of cases that could be flagged
as probable errors in a panel database containing nearly a million records, as the Family Panel file does, is
very imposing.  The obvious response is to limit clerical review to cases whose probabilities of error are
judged to be very high. The SOI Division designed a number of validation tests. Certain tests were
considered to be fatal; all violations had to be corrected. For other tests, multiple failures or specific
combinations of failures were necessary in order to trigger a review. If a test is associated with a low
probability of error, clearly it is inefficient to review all cases. But if there is no other test that in
combination with this one can identify true errors with a high enough probability to warrant review, then
errors will be missed. Below we discuss some of the problems associated with identifying incorrect
secondary SSNs.

Another limitation is that cross-sectional error detection strategies have been favored over longitudinal
strategies.  This can be attributed to two things.  First, some of the desired linkages are cross-sectional in
nature, and cross-sectional tests have a direct impact on the quality of these matches.  Second, it is difficult
to define longitudinal tests that identify cases with high probabilities of error. The kinds of longitudinal
conditions that suggest errors in SSNs involve breaks in continuity -- for example, changes in the SSN of a
spouse or in some aspect of filing behavior. While incorrect SSNs will produce such breaks, most of the
occurrences are attributable to genuine change.

Validating SSNs Against IRS/SSA Records

In editing the SOCA and Family Panel files, SOI staff used an IRS validation file that contained fields
obtained, ultimately, from SSA.  These fields were the SSN, up to 10 name controls, and the date of birth.
Identifying variables that were present on the panel records included:

n SSNs (primary, secondary, and dependent);
n Return name control (derived from surname of first-listed filer);
n City and state;
n Full name line -- starting in 1988; and
n Name of separately filing spouse -- starting in 1988.

That the SOI Division did not begin to obtain full names until 1988 proved to be unfortunate for both
panels.  Having full names for the base year would have allowed panel members to be identified by  both
name and SSN. Some of the problems of validation that grew out of the limited identifying information that
was present for the base year returns in both panels are discussed below.
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Use of the Return Name Control

Until full names became available, the only identifying information about a filer was the return-level
name control, which is derived from the surname of the primary filer, which may differ from that of the
secondary filer and one or more dependents.  Testing for exact agreement between the return name control
and any of the name controls on the validation file for the primary SSN, the secondary SSN, and any
dependent SSNs could be automated easily and reliably.  Exact agreement was interpreted as validating the
SSN. For primary SSNs, the application of this test dispensed with well over 99 percent of the sample
cases. In a clerical review of cases failing this test in the base year of the SOCA Panel, more than half were
judged to be true matches. The test failures occurred in these cases because of the misspelling of a name
control on either file or because the order of the SSNs on the return did not correspond to the order of the
names.  That is, a couple may have filed as John Smith and Mary Wesson but listed Mary’s SSN in the
primary position.  In this case the return name control of SMIT would not have matched the name control,
WESS, associated with the primary SSN in the validation file.  For secondary SSNs, the application of the
return-level name control test dispensed with over 90 percent of the sample cases in the base year of the
SOCA Panel.  Still, the remainder were too many to review.  Moreover, clerical review of the cases with
name control mismatches could not be expected to resolve all of these cases.  A secondary filer with a
different surname than the primary filer would fail the test.  Without a full name line, it was not possible to
establish the secondary filer’s surname or even that it differed from the primary filer’s surname.

Use of Full Name Lines

Full name lines were not available to validate base year SSNs for either panel.  From the standpoint of
correctly establishing base year names, the one year lag for the Family Panel was not as bad as the three
year lag for the SOCA Panel.  Still, given that many erroneous SSNs are incorrect for only one year, the
problem presented by changes in SSNs for secondary filers is a significant one.

The single most useful piece of information that a full name line provides is a surname for the
secondary filer, from which a name control can be constructed.  Basing validation tests for secondary SSNs
on a secondary name control will yield substantially fewer false failures than tests that use the return level
name control.  With this improved targeting, clerical review of all violations becomes not only feasible but
desirable.

Because the format of the name line is not exactly standard, there will be errors in constructing name
controls for the secondary filer. Many of these errors, however, may occur in situations where the
secondary filer has the same surname as the primary filer.  For example, John and Mary Smith might list
their names as John Smith and Mary. While an overly simple algorithm might yield MARY as the secondary
name control, which would be incorrect and would produce a test failure, this need not undermine the
validation procedures. Any strategy for using secondary name controls generated in this manner should
include testing the secondary SSN against both the return name control and the secondary name control.  In
this example, the incorrect secondary name control would be irrelevant, as Mary Smith’s SSN would be
validated successfully against the return name control.

Strategies When Name Lines Were Not Available

For the SOCA Panel, name lines did not become available until year four. Birth dates provided
important alternative information with which to evaluate the secondary SSNs. The birth date of the primary
filer implies a probability distribution of secondary filer birth years. An improbable birth year for the
secondary SSN may be grounds for determining that the SSN is incorrect when it also fails a name control
test based on the return name control. Birth dates proved to be particularly helpful in choosing between two
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alternative secondary SSNs when the reviewer had reason to believe that they referred to the same
individual.

Name lines for later years may be valid substitutes for name lines in the base year when the SSNs in
question do not change.  But what if the secondary SSN does change?  In particular, what if the base year
secondary SSN failed a validation test based on the return name control and then changed the next year?
Was this a true change in spouse or was it simply the correction of an SSN?  Unless the two SSNs were so
similar as to leave no doubt that one of the two SSNs was in error, the editors had to consider whether the
change in SSN coincided with any pronounced change in circumstances, as reflected in the data reported on
the two tax returns.  Did the couple move, or did the earnings change markedly? These cases reduced to
judgment calls on the part of the editors.  In the SOCA Panel editing, such calls appear to have favored the
determination that the filer changed, not just the SSN.

Multiple Occurrences within Filing Year

Incorrect panel SSNs may belong to other filers.  If a panel member continues to use an incorrect SSN
after the base year, and this SSN belongs to another filer, multiple occurrences of the SSN in question may
be observed within a filing period. Such occurrences provide unambiguous evidence of the need for a
correction.  If the panel member does not continue to use the SSN, however, the false matches of out-year
returns back to the incorrectly reported base year SSN become less easy to detect.

Findings

able 1 summarizes our findings with respect to the frequency of erroneous SSNs in the population of
tax returns filed for 1985, based on the editing of the base year data for the SOCA Panel. Of the SSNs
that were determined to be incorrect, 42 percent belonged to other persons who filed during the next six

years. Thus, 58 percent of the incorrect SSNs had to be identified without the compelling evidence provided
by other filers using those SSNs correctly.

Table 1. -- Percentage of 1985 SSNs Determined to be Incorrect

  Type of SSN              Percent incorrect

Primary SSN 0.57%
Secondary SSN 1.97

Source: SOI Division SOCA Panel.
Table 2 summarizes the findings for the 1987 filing year, based on the first year of the 1987 Family

Panel.  These findings include dependent SSNs, which taxpayers were required to report for the first time in
that year.  It is striking, first of all, how closely the estimated error rates for primary and secondary SSNs
match those of the much smaller SOCA Panel.  Second, the error rate for all dependent SSNs is just over
twice the error rate for secondary SSNs.  This is lower than pessimistic predictions would have suggested,
but it could also be an understatement of the true error rate.  Most dependents do not file tax returns, and so
the evidence on which to base the error determinations may not be as solid as the evidence for primary and
secondary filers.  The other surprising feature is how the error rate for dependent SSNs takes off after the
fourth listed dependent, rising to 24 percent for dependents listed in the 7th through 10th positions.  It
remains to be determined whether this high error rate is a phenomenon of higher order dependents or, more
broadly, of all dependents on returns that report seven or more dependents.  The number of sample cases
involving more than five dependents is quite small, however, so the precision of these estimates for higher
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order dependents is relatively low.

Table 2. -- Percentage of 1987 SSNs Determined to be Incorrect

Type of SSN Percent Incorrect

Primary SSN 0.49%
Secondary SSN 1.65
All dependent SSNs 3.39

   1st dependent SSN 3.36
   2nd dependent SSN 3.04
   3rd dependent SSN 3.63
   4th dependent SSN 3.56
   5th dependent SSN 7.78
   6th dependent SSN 13.59
   7th-10th dependent SSNs 24.31

Source: SOI Division Family Panel

Conclusions and Recommendations

he quality of SSNs reported on IRS records in 1985 and 1987 appears to be quite good. For primary
SSNs the error rate is exceedingly low, which can be attributed in large part to the quality checks that
primary SSNs must pass before the IRS will “post” their returns to its master file. Secondary SSNs

have more than three times the error rate of primary SSNs, but the error rate is still low. Moreover, the IRS
has increased its validation efforts with respect to secondary SSNs, so their quality should improve over
time.  Dependent SSNs had twice the error rate of secondary SSNs in 1987, but 1987 was the first year that
dependent SSNs were required to be reported.  These error rates are likely to decline as taxpayers become
accustomed to the new requirements and as the cumulative effect of IRS validation efforts grows.  In
offering a preliminary assessment of the impact of SSN errors on data quality, I would say that, as of now,
there is no evidence from the SOCA Panel that matches lost or incorrectly made due to bad SSNs will
seriously compromise analytical uses of the data.

With respect to SOI editing procedures, I would make the following broad recommendations. First, the
SOI Division needs to increase the amount of automation in the validation procedures and reduce the
amount of unproductive clerical review time.  Much of the clerical review time, currently, is spent on cases
that are judged, ultimately, to be correct. The strategy that I discuss below for constructing and using
secondary name controls will directly address this recommendation.  In addition, the application of record
linkage technology to the name control validation tests could significantly reduce the potential clerical review
by allowing SSNs to pass validation when a name control contains a simple error.  What I have in mind is
modifying the tests so that they can take account of partial matches.  Second, validation and editing must be
carried out in a more timely manner. Data capture relies on an exact match to a list of panel SSNs. Unless
corrected SSNs are added to the list as soon as possible, returns that could otherwise be captured will be
lost.

Finally, I want to encourage the SOI Division to develop secondary name controls from the name lines
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that became available in 1988 and use these name lines to edit the secondary SSNs in the Family Panel.
Secondary name controls derived by even a simple algorithm from the full name line could substantially
reduce the subset of cases that are flagged as possibly containing incorrect secondary SSNs.  Reviewing all
of the secondary SSNs that fail name control tests based on both the return name control and the secondary
name control should then be feasible. Doing so will very likely prove to be an efficient way to identify
virtually all cases with erroneous secondary SSNs.
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 Chapter

Abstract

Both manual and computerized methods of record linkage are used in the Office for National
Statistics’ Longitudinal Study (LS) -- a representative one percent sample of the population of England
and Wales, containing census and vital events data. Legal restrictions mean that individual name and
address data cannot be carried on either census or vital events computer files.  Linkage of records has
to be achieved by the use of the National Health Central Register (NHSCR) database, where names
and addresses are carried together with information on date of birth and medical registration.  Once
an individual has been identified as a bona-fide LS member and flagged at the NHSCR, data carried
on their census record or vital events record(s) can be extracted from the appropriate census file and
vital event(s) file and added to the LS database.  At no time are the two computer systems linked.  This
paper will describe the record linkage process and touch on some of the key confidentiality concerns.

What Is the ONS Longitudinal Study?

he ONS Longitudinal Study (LS) is a representative 1 percent sample of the population of England and
Wales containing linked census and vital events data.  The study was begun in 1974 with a sample drawn
from the population enumerated at the 1971 Census using four possible dates of birth in any year as the

sampling criterion.  Subsequent samples have been drawn and linked from the 1981 and 1991 Censuses using
the LS dates of birth.  Population change is reflected by the addition of new sample members born on LS dates
and the recording of exits via death or emigration.  The structure of the population in the LS is shown below.

           Figure 1. -- The Structure of the ONS Longitudinal Study

At each of the Census points the full census schedule data on the LS person and other (non-LS) members

Record Linkage of Census and Routinely
Collected Vital Events Data in the ONS

Longitudinal Study
Lin Hattersley, Office for National Statistics, U.K.

Chapter

3

T

1971
CENSUS

 1981
CENSUS

1991
CENSUS

DEATH OF
LS MEMBER

EMIGRATION
OF LS MEMBER

BIRTH ON LS
DATE

   IMMIGRANT
ENGLAND & WALES

   IMMIGRANT
 ENGLAND &  WALES

BIRTH ON LS
DATE

DEATH OF
LS MEMBER

EMIGRATION
OF LS MEMBER



Hattersley

58 n

in the same household are included in the database. However, it should be noted that linkages of routinely
collected events data are only performed for the LS members.  The household an LS member resides in at one
Census may well be different from the household they are part of in the next, and other (non-LS) household
members may therefore change over time.

Routinely collected data on the mortality, fertility, cancer registrations, infant mortality of children born to
LS sample mothers, widow(er)hoods and migration of LS members are linked into the sample using the
National Health Service Central Register to perform the link (Figure 2).  Marriages and divorces cannot be
linked to the sample in Britain as the marriage certificate includes age, not date of birth.

Figure 2. -- Event Linkage --The Event History of an LS Member

Creation of the Sample and Methods of Linkage

inkage methods vary depending on the source of data, but all linkages are made using the National Health
Service Central Register (NHSCR).  NHSCR performs the vital registration function for England and
Wales and is part of the Office for National Statistics. The register was begun in 1939 using the data from

the full census of the population carried out on the outbreak of the Second World War.  Each enumerated
individual was given an identification number which was used to allocate food rationing cards.  This number
became the National Health Service (NHS) number in 1948 when the NHS was created. Subsequently NHS
numbers were issued at birth, or if the person was an immigrant, an NHS number was allocated when they first
signed on with a General Practitioner (GP).  The NHS  number is thus the only identification number that is
almost universally held among the population of England and Wales.

NHSCR was computerized in 1991 and prior to that date all records were kept in hand written registers
containing one line per person in NHS number order.  Events such as births, deaths, cancer registrations,
enlistment into the armed forces, entries into long-stay psychiatric hospitals, re-entries to the NHS,
embarkation’s and internal migration were noted in the registers together with any ciphers denoting membership
of medical research studies.  In 1991 an electronic register was created.
The Creation of the Original LS Sample

When the LS was begun in 1974 an index card was created for each potential sample member who was

L



Record Linkage Techniques -- 1997

59 n

born on an LS date and enumerated in the 1971 Census.  A unique 8 digit number was assigned to each LS
member and printed on each card together with information that could identify the relevant census forms (such
as ward, form number and enumeration district, sex, date of birth, marital status, person number and a usual
residence indicator).  The relevant census forms were then selected and from these name, usual address and
enumeration address were written onto the cards.  The cards were then sorted alphabetically and sent to
NHSCR where they were matched against the registers.  NHS numbers were added to the cards if the person
was registered, and the register entries were flagged as LS.  These cards were then used to create an LS
alphabetical index held at NHSCR.

The essential element in the linkage of events to LS members is the possession of an NHS number and
their presence as a member of the NHS register.  Those LS members who do not possess NHS numbers are
known as “not traced” and although Census data can be linked to them, vital event notifications, which are
used by NHSCR in maintaining the registers, cannot.  By the end of 1976 all but 3.2 percent of the 1971
sample LS members  were traced in the register.

Different mechanisms are employed for census record linkage and event record linkage but both are
covered by Acts of Parliament which restrict the use of certain data and at present prevent an electronic link
being performed between the computer systems of NHSCR and the rest of ONS.  Census data is covered by
the Census Act which prevents the use of any data that can be used to identify an individual.  As a result all
completed census forms are stored for one hundred years before public release. Data from the schedules are
held in electronic form but exclude names and addresses by law.  However, dates of birth of all persons
enumerated on each census form are included in the data. This inclusion of date of birth allows the
identification of potential LS members at any census and together with the data which identifies each form
uniquely, allows ONS to extract the forms and provide NHSCR with the names and addresses which can be
used to match with their records.

The Linkage of Census Data to the LS

NS have performed two LS-Census links to date, the first linking the 1971 and 1981 LS Census samples
together, the second linking the 1981 and 1991 Census samples.  Both LS-Census  links were done in the
same manner, although the computerisation at NHSCR in 1991 helped to speed the process of the second

link.

After the 1981 Census, index cards and listings of potential LS members were created from the Census
GB Households file by extracting data for each household which contained any person with an LS date of birth.
Each potential LS member was allocated a unique 1981 LS serial number which was printed on both the cards
and the listings.  As in 1971, when the LS was created, the information printed on the index cards was used to
locate the Census forms and the name and address were transcribed from the forms. These cards were then
sent to NHSCR for matching against the LS alphabetical index. If the LS member already existed in the index
(that is had been enumerated in 1971 or had been born or immigrated after the 1971 Census) the 1971 LS
number was added to the 1981 card which was then returned to  OPCS (now ONS) for processing.  If the
cards were not matched with any entry in the LS index then a search of the NHS registers was made and if a
match was found then the Central Register was flagged LS81 and that person entered the LS as a new member.
Further searches against the electoral registers, birth indexes, marriage indexes and the Family Practitioner
Committee’s GP patient registers were also made for unmatched cards in 1981. The cards were also checked
for “traced” or “not traced” status and were then returned to OPCS for processing as one of five types.   These
five types were:

n matched to an existing “traced” LS member;
n new “traced” 1981 entrant;
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n new “not traced” 1981 entrant;
n matched to an existing “not traced” LS member (these could be “traced” or “not traced”
     in  1981);  or
n matched to a 1971 LS member but a double enumeration.

 
The LS numbers on the returned cards were validated and the resulting file was run against the 1981 LS

Households file in order to add the 1971 LS number  or intercensal entry LS number to the records.  The final
process in the link was the creation of separate LS personal and household files for 1981.  After this was
completed the cards were returned to NHSCR for addition to the LS index.

        Figure 3. -- The Linkage Process

1991 E & W Census file
Extract all  LS birth dates

Print Index cards with
Census form identifiers and
provisional 91 LS numbers

Extract 91 Census forms
Add name & address of
LS members to cards

Send cards to
NHSCR

Check cards
against registers &
LS live index

Matched on
name & date of
birth

Not matched
at  NHSCR

Return to ONS to
recheck Census
form details

Add previous LS number and
return card to ONS .  If new
member flag entry LS in
NHSCR register

Link to existing LS
members  & add
new members

The 1981-1991 LS - Census link was completed in 1995 (Figure 3).  Although NHSCR had been
computerized in 1991 a manual linkage process was used to fulfill the confidentiality rules.  As in 1981 index
cards and listings were produced giving census schedule identifiers and 1991 LS serial numbers.  The Census
forms were extracted and the names and addresses were added for NHSCR identification purposes.  Once the
cards had been completed and checked they were sent to NHSCR for matching and tracing against the registers
and LS indexes.  The matching and tracing process was easier and faster than in 1981 as the cards were initially
matched and traced against the NHSCR database entries rather than manually against the two rooms full of
index cards which formed the LS alphabetical index.  Only if no previous LS number existed or there was no
entry on the NHSCR database were the cards checked against the clerical registers and indexes.  Any cards not
matched were returned to OPCS for re-checking against the census forms  to identify transcription errors.  The
NHS number and any pre-1991 LS numbers were added to the cards before their return to OPCS for
processing.
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How Good Was the Linkage Between Censuses?

The two LS-Census links so far performed  have been extremely successful, with at least 90 percent of
traced LS member’s records being linked together.   It should be noted that 97 percent of 1971 LS members,
99 percent of 1981 LS members and 98 percent of 1991 LS members were traced at NHSCR at the time of
linkage (Table 1).

Table 1. -- Forward Linkage Rates for the 1971-1981 LS-Census Link
and the 1981-1991 LS-Census Link

Forward Linkage Rates

1971
Census
Sample

*

71-81
Linked
Sample

1981
Census
Sample

**

81-91
Linked
Sample

1991 Census
Sample

***

N =
512,881

N =
530,248

N = 534,647

Died prior to
next census 58,911 58,931

Embarked
prior to next

census

5,625 4,399

Eligible to be
in next census 448,345 466,918
Recorded in
next census 408,451 420,267

Forward
linkage rate

91% 90%

           *Traced at NHSCR prior to the 1981 Census (97%).
          **Traced at NHSCR prior to the 1991 Census (99%).

      ***Traced at NHSCR at the 1991 Census (98%).

However, even allowing that LS-Census forward linkage rates were extremely good there were still
approximately 10 percent linkage failures at each census. This problem of linkage failure was investigated using
the NHSCR records to examine 1 percent samples of linkage failures as part of  each of the LS-Census Link
exercises.

Table 2. -- Reasons for Failure to Link

Number Believed to Still be in Sample But Not
Found at Census
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Reasons for Failure to Link

1971-81
Link

N = 39,616

1981-91
Link

N = 46,652

All LS Members Who
Failed to Link by the

1991 Census*
N = 92,580

Date of birth discrepancy between
Census & NHSCR 37% 21% 18%

Cancelled NHS registration --
whereabouts not known 6% 9% 16%

Missed event (emigration, death,
enlistment) 14% 5% 4%

Not known 10% 5% 18%

Currently registered at NHSCR but
not enumerated 38% 61% 44%

         *Includes LS members lost to link in 1981 and still not linked in 1991 and LS members linked in
   1981 but not in 1991.  Excludes LS members who were lost to link in 1981 but were linked in 1991.

The total number of LS members lost to link between 1971 and 1991 was 92,580 (Table 2).  Date of birth
discrepancies were a major cause of failure to link providing at least 37 percent of failures in 1971. Those in the
“Not known” category may well also have included sample  members who had given dates of birth other than
LS dates on their Census forms. The rise noted in “Cancelled NHS registrations,” which tend to occur if a
person has not been seen by their GP for over two years, suggests that many of the persons in this category
may have in fact emigrated but not reported it.

Vital Events Linkage

hile the LS-Census links only take place once every ten years, vital events linkage occurs annually for
most events and six monthly for some.  There are two methods of identifying vital events occurring to
LS members – firstly, through routine notification of events to NHSCR, where the LS member is

identified by the presence of an LS flag in the register; and secondly, through the annual vital events statistics
files compiled by ONS.  Some types of event, deaths and cancer registrations are identified using both methods
as a cross checking device (Table 3).

Table 3. -- Vital Events and the Methods of Linkage

Event Type Currently Collected
Linked Through

Routine Notification
Linked Through

Stated Date of Birth

New births into sample X

W
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Births (live & still) to LS mothers X

Infant deaths of LS mothers children X

Widowerhoods X

Deaths of LS members X X

Cancer registrations X X

Immigrants into sample X

Emigrations X

Enlistment into armed forces X

Re-entries from emigration and enlistment X

How the Linkage Process Works

he identification of  immigrants into the LS sample, emigrations out of England and Wales by sample
members, enlistments into the armed forces and re-entries from emigration or enlistment are all made
through the routine notification of these events to NHSCR (Figure 4).  When NHSCR updates their

database the LS flag is noted for all existing sample members and the details including the LS number are
entered onto a tape that is sent twice yearly to ONS to update the LS database. Included in the tapes are details
of date of emigration, enlistment or re-entry together with the relevant LS numbers, and for immigrants date of
birth and entry details.  ONS returns a listing to NHSCR containing the new LS numbers allocated to
immigrants joining the sample and this is used by NHSCR to flag  their database.

New births into the sample, births to sample mothers, infant deaths of LS members children and
widow(er)hoods are all identified using date of birth searches of the annual vital events statistics files.  The
process involves extracting a subset of data from the statistics files using the LS birth dates as the selection
criteria.  In the case of new births an LS number is allocated and a listing is sent to NHSCR containing LS
number, Date of birth and NHS number.  The entry is checked and the LS number is added to the register
entry and the new LS member is flagged.

Births to LS mothers are also extracted from the annual England and Wales births file, but the criterion
used here is the date of birth of the mother which must be an LS date.  A listing including registration details is
sent to NHSCR where it is used to extract the relevant birth drafts to identify the name of the mother.  The
mother's name is then used to find the LS number which is added to the listing which is then returned to ONS
for processing.

Infant death details are extracted from the annual deaths file and the mothers date of birth is then matched
with the data on the LS births to sample mothers file.  Any queries are sent to NHSCR for resolution using the
registers.  Widow(er)hoods are also linked using the annual deaths file.  An LS date of birth search for the
surviving spouse is used to extract the data and a listing giving the date of death and registration details is sent to
NHSCR.  NHSCR have access to the ONS deaths system and use this to identify the names of the deceased
and their surviving spouse.  The register is then searched for the surviving spouse’s name and the LS number
extracted and added to the listing.

            Figure 4. -- The Linkage Process
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Routine notification Annual ONS vital events files search

Event notified to NHSCR
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for LS flag
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of birth & events extracted

Listing sent to NHSCR
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LS member
found - add LS
number to list

LS member not
found - delete
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How Good Is the Linkage of Events?

The quality of event linkage is extremely good for new births into the sample and deaths occurring to
sample members.  Virtually 100 percent of these events are linked (Table 4).  The rate of linkage for other
events is high, with the exception of migration events.  Unlike events directly associated with births and deaths
which have to be registered within set times by law, migration events do not have to be compulsorily registered.
Immigrants can only be linked to the sample when they register with a GP and this may be long after the date
of immigration.  The date of birth for immigrants is that taken from their NHS registration details and may not
be accurate.  Certainly, between 1971 and 1981, 62 percent more immigrants were linked to the LS than were
expected based on the England and Wales immigration figures. Emigrations of LS members out of England and
Wales are only captured if an LS member returns their medical card to their Family Health Service Authority
on leaving the country or if the Department of Social Security informs NHSCR when a pensioner or a mother
with children is no longer resident.  As a result not only are emigrations undercounted but they are often
notified to NHSCR many years after the event.

Table 4. -- How Good is the Linkage of Events?

Event
Percentage Linked

Between 1971 And 1981
Census

Percentage Linked Between
1981 And 1991 Census

New births into sample 101% 100%
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Immigrants into sample 162% 106%

Deaths of sample members 98% 109%

Emigrations of sample  members 65% 36%

Births to sample mothers 92% 93%

Widow(er)hoods 77% 84%

Cancer registrations 98% 103%**

Infant mortality 86%* 91%

  * Available from 1976
** Available until 1989

Confidentiality Issues

here are two sets of confidentiality issues involved with the maintenance and usage of LS data.  First, how
to link data without breaching the legal restrictions on the release of census and certain vital statistics data,
and second how to ensure that confidentiality is maintained by researchers using the data for analysis.

The processes of data linkage would be accelerated if electronic linkage could be achieved between ONS
and NHSCR.  However, at present this would contravene all legal requirements including that of current UK
data protection legislation.  The LS is not a survey where an individual gives their consent for the use of
personal data but a study where administrative data collected for other purposes is used to provide a rich source
of socio-demographic and mortality data about the England and Wales population over time.  Given the
restrictions imposed by this situation, the maintenance of the study must not only be done in such a manner as
to comply with the legal instruments but must also be publicly seen to do so.

The restrictions on the methods used for linkage of the data also apply to the release of data for analysis
by outside researchers.  Any data which could conceivably identify an individual such as the LS dates of birth
and LS number are used only within the database to achieve linkage between data files.  Extraction of data is
done within ONS itself and data is only released to researchers in aggregated form which will not permit the
identification of an individual.
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Conclusion

he LS is a complex linkage study which, by using the only universal identifier held by members of the
population of England and Wales (the NHS number), has provided extremely high quality linked data on a
1 percent sample of that population for over 20 years.

The linkage methods used are partially computerised but because of legal restrictions much of the linkage
is still labour intensive and reliant on the skills of ONS and NHSCR staff.  Automatic linkage would be the
ideal, but until it is legally feasible to electronically link the LS system to all other ONS systems (including the
Census database) and to NHSCR, this is unlikely to be achieved.
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 Chapter

  4
Abstract

This presentation will describe the use of linked data by the National Highway Traffic Safety
Administration to generate population-based crash and injury state data that include the medical
and financial outcome for specific crash, vehicle, and behavior characteristics. The linked data
were used by NHTSA for a Report to Congress as mandated by the Intermodal Surface Transporta-
tion Efficiency Act (ISTEA) of 1991.  Benefits were to be measured in terms of about their impact
on mortality, morbidity, severity, and costs.

Hawaii, Maine, Missouri, New York, Pennsylvania, Utah, and Wisconsin, states with the most
complete statewide crash and injury data, were funded by NHTSA to implement Crash Outcome
Data Evaluation Systems (CODES).  The states linked crash to hospital and EMS and/or emergency
department data using their most recent data year available at the time, ranging from 1990-1992.
Implementation of a uniform research model by the seven CODES states was successful because of
the linked data.  The presentation will discuss how the linked data were used to standardize
non-uniform data and expand existing data for analysis.

Introduction

otor vehicle traffic crashes continue to be a significant problem in the United States.  Each year there
are more than 6 million crashes investigated by police agencies.  In these crashes 3.5 million people
are injured, 450,000 of them severely, and nearly 42,000 are killed.  Crashes produce a staggering

economic toll, too. Nearly $151 billion are lost due to medical costs, property damage, legal costs, produc-
tivity losses, and other factors.  Clearly, reducing the number of crashes and their severity is a necessity.

The National Highway Traffic Safety Administration (NHTSA) was created to reduce the number of
deaths, the severity of injuries, and other damage resulting from motor vehicle traffic crashes.  It does so
through a variety of programs aimed at making vehicles safer, therefore mitigating the results of crashes, and
by getting vehicle drivers and occupants to do things that would either prevent crashes or mitigate their out-
comes.  Evaluation of these programs requires a significant amount of data.  Data linkage provides NHTSA,
and the traffic safety community at large, with a source of population-based crash and injury state data that
include the medical and financial outcome for specific crash, vehicle, and behavior characteristics.

Chapter

3 Use of Probabilistic Linkage for an Analysis
of the Effectiveness of Safety Belts and Helmets

Dennis Utter, National Highway Traffic Safety Administra-
tion
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Data files created from police reported motor vehicle crash data alone do not include medical outcome
information for everyone involved in a motor vehicle crash.  Thus, linking data became necessary when
NHTSA was required by the Intermodal Surface Transportation Efficiency Act (ISTEA) of 1991 to report
to the Congress about the benefits of safety belts and motorcycle helmets.  Benefits were to be defined in
terms of mortality, morbidity, severity, and costs.  Statewide crash data files were determined by NHTSA to
be the only source of population-based information about the successes (those who use the countermeasure
and receive no or a less serious injury),  the failures (those who do use the countermeasure and receive an
injury), those not affected (those who do not use the countermeasure and receive no injury) and those who
were not injured as seriously as they might have been because of the safety device.

CODES

awaii, Maine, Missouri, New York, Pennsylvania, Utah, and Wisconsin, states with the most complete
statewide crash and injury data, were funded by NHTSA to implement Crash Outcome Data Evalua-
tion Systems (CODES).  The states linked crash to hospital and EMS and/or emergency department

data using their most recent data year available at the time, ranging from 1990-1992.  The study population
was chosen from police reported data because of the importance of the safety belt and helmet utilization
data contained in the crash file.  The safety belt analysis included 879,670 drivers of passenger cars, light
trucks and vans and the motorcycle analysis consisted of 10,353 riders of motorcycles.  This presentation
will describe how linked data made it possible for NHTSA to conduct a medical and financial outcome study
of the benefits of safety belt and motorcycle helmets using routinely collected, population-based, person-
specific state data.

Use of Linked Data to Standardized Non-Uniform
Data for Analysis

Outcome Analysis Using “As Reported” Data

easuring outcome is complicated when using “as reported” utilization data.   Using this type of data,
the CODES results indicated that although each state was different, all safety-belt odds ratios from all
states agreed that safety belts are highly effective at all analysis levels at less than the .001 signifi-

cance level.  The non-adjusted effectiveness rates indicated that safety belts were 89% effective for pre-
venting mortality and 52% effective for preventing any injury. The downward shift in severity was demon-
strated by the decreasing effectiveness rates ranging from 89% for victims who die to 75% for those who
die or are inpatients and to 54% for those who die, are inpatients, or are transported by EMS.  But these
results are inflated.  When safety belt usage is mandated, human beings being human have a tendency to
exaggerate their use of a safety belt, particularly when crash evidence or their injury type and severity are
not likely to indicate otherwise. Over reporting of belt use moves large numbers of unbelted uninjured per-
sons into the belted uninjured column thus inflating belt effectiveness.   NHTSA repeated the research
model to incorporate observed safety belt utilization  rates into the analysis.  Adjustments were made based
on the assumption that 35 percent of the belted who were uninjured or slightly injured may have misre-
ported their belt use at the time of the crash.  These adjustments obtained the more realistic effectiveness
rates of 60 percent for preventing mortality and 20-45 percent for preventing morbidity.  In the future, as
state injury data systems are improved to include safety utilization and external cause of injury information,
linkage will make it possible to use the injury data to confirm utilization of the safety device.
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Definition of the Occurrence of an Injury and Injury Severity

Although the study population was defined from the crash report, the linked data were used to define
the occurrence of an injury and the various levels of injury severity.  This standardization was necessary to
compensate for inconsistent implementation of the police reported KABCO severity scale by the different
states.   For example New York classified one-third of the occupants involved in crashes as suffering “pos-
sible” injuries compared to about 10 percent in the other CODES states. For CODES, injury and the sever-
ity levels were defined by combining “injury severity” on the crash report with “treatment given” on the
injury records to create five levels -- died, inpatient, transported by EMS or treated in the ED, slightly in-
jured or no injury.  Police reported “possible” injuries were classified as non-injured unless the crash report
linked to an injury or claims record.  The severity levels were used to define the outcome measures (mortal-
ity, morbidity, injury severity, and cost) for the uniform research models for both the belt and helmet analy-
ses as follows:

Mortality: Died versus all other crash-involved victims.
Morbidity: Any injured compared to those not injured.
Shift in Severity: Separate effectiveness rates for each severity level were calculated

   and then compared to measure the downward shift in injury severity
Cost: Defined as inpatient charges because non-inpatient charges were

   not comparable among the seven states.

Use of Linked Data to Expand Existing Data

Identifying Injuries Not Documented by the Police

olice are required to document only those crashes and injuries that occur on public roads and meet
mandated reporting thresholds. In addition, some reportable injuries are not documented because of
non-compliance with the requirements. CODES excluded cases not documented by the police because

of the need for standardized safety device utilization information.  But using only crash reports to document
the injuries understates the total injuries. The CODES states used the linked crash and injury records  to
identify those injuries not documented by the police.

Identifying Financial Outcome

Data linkage provides highway safety with access to financial outcome information related to specific
characteristics of the crash event.  Lack of uniformity in the documentation of EMS and emergency de-
partment charges limited the CODES analysis to inpatient billed charges as indicated in the hospital data.
These data were used to calculate average charges for inpatient drivers and all crash involved drivers.  The
analysis indicated that the average inpatient charge for unbelted drivers admitted to a hospital was 55%
higher than for the belted, $13,937 compared to $9,004.   If all drivers involved in police-reported crashes in
the CODES states had been wearing a safety belt, costs would be reduced 41 percent (approximately $68
million in reduced inpatient charges or $47 million in actual costs).  This type of information is powerful in
the political arena and is unavailable to highway safety except through data linkage.
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Identifying the Type of  Injury

Linked data were crucial for the helmet analysis.  By using only the level of severity NHTSA found
that the effectiveness rates were low for helmets, 35% effective in preventing mortality, and only 9% effec-
tive in preventing morbidity.  The downward shift in injury severity was much less than for safety belts.
The linked data enabled NHTSA to redirect the analysis to brain injuries which the helmet is designed to
prevent and found that helmets were 67 percent effective in preventing brain injury.  That means 67% of
the unhelmeted brain injured would not have been so injured if they had been helmeted.   Looking at the
costs for the brain injuries also justified focusing the analysis.  Average inpatient charges for the brain in-
jured were twice as high.  Approximately $15,000 in inpatient charges would be saved during the first 12
months for every motorcycle rider who, by wearing the helmet, did not sustain a brain injury.  Again, this
type of information is more powerful than the overall effectiveness rate for helmets.

Barriers to Linkage of Crash and Injury Data

robabilistic linkage requires computerized data.  Unfortunately, not all states have crash and injury data
that are statewide and computerized.  Almost all of the states have computerized crash data statewide.
Half of the states have developed state EMS data systems, but only a few have state emergency de-

partment data systems. A majority of the states have computerized state hospital discharge data systems.
All of the states have computerized Medicaid and Medicare data systems, but few states have statewide
computerized data files for private vehicle or health insurance claims data.  Access to data for the less seri-
ously injured victims, a group that includes many of the successes for highway safety, is difficult to obtain
because the data may not be computerized.  Or if computerized, they are computerized by provider or by
insurance group and rarely statewide.  Injury data are particularly useful to highway safety because they
document what happens to all victims injured in motor vehicle crashes, regardless of whether the crash itself
meets police reporting thresholds.

Benefits of Data Linkage

ata linkage provides documentation, generated from a state’s own linked data, that is more credible
among local decision makers who may be tempted to repeal the safety mandates, such as helmet leg-
islation.  And the data linkage process itself has the added benefit of making data owners and users

more aware of the quality, or lack thereof, of the data being linked.  The CODES states found that impor-
tant identifiers that should have been computerized uniformly statewide were not; or if the identifiers were
computerized, some of the attribute values were missing or inaccurate.  All of the states became adept in
discovering errors in the data and were motivated to revise their edits and logic checks.   Thus annual link-
age of the crash and injury state data provides the states, NHTSA, public health and injury control, with a
permanent and routine source of outcome information about the consequences of motor vehicle crashes at
the same time that the quality of state data are improved for their originally intended purposes.

P

D



71 n

Chapter

Abstract

The National Health Interview Survey (NHIS) is a nationally representative health survey of the
United States population. The NHIS is a rich resource for national and subnational health information
such as chronic and acute conditions, doctor visits, hospital stays and a wide variety of special health
topics knowledge, attitudes, and behaviors each year. Basic socio-demographic information is
routinely collected on each person in the NHIS. The NDI contains records for virtually 100 percent of
persons who die in the United States. Respondents to the NHIS who are age 18 or over are now
routinely linked with the National Death Index (NDI) to create a new resource of immense public
health and epidemiologic potential. An automated probabilistic approach has been used to link the
two data files from the date of interview through 1995 and classify the linked records as either true
(deceased) or false (alive) matches. It is estimated that over 97 percent of deceased persons and 99
percent of living persons are correctly classified as to vital status. The linked NHIS-NDI files contain
all of the survey information along with vital status, multiple causes of death and date of death if
deceased.

Introduction

he National Health Interview Survey (NHIS) is a large in-person health survey of the United States
population conducted annually by the National Center for Health Statistics (Dawson and Adams, 1987).
Health and health-related information is collected on approximately 122,000 persons per year (42,000

households) among the civilian, non-institutionalized population (note that since matching with the NDI is done
only for persons aged 18 and over, the sample size for this purpose is about 85,000 persons). The NHIS
consists of a basic health and demographic questionnaire (BHD) with information on every person in the
household. The BHD contains basic socio-demographic information, acute and chronic conditions, doctor
visits, hospital stays, and related items. In addition to the BHD, one or more surveys on Current Health Topics
(CHT) is also conducted each year. The CHT surveys are usually administered to one randomly selected
sample person over the age of 18 in each family although there are some family-style CHT surveys. The
sample-person CHT surveys yield information on about 42,000 persons per year. Recent CHT surveys include
the following content areas: alcohol use; cancer epidemiology and control; child health; health insurance; adult
immunization; Year 1990 health objectives; Year 2000 health objectives and others. All questionnaires and
topic areas included from 1985 through 1989 have been published by Chyba and Washington (1993). Response
rates for both components of the NHIS are high: 95 percent for the BHD and about 85 percent for the CHT's.

The NDI is a central computerized index with a standard set of identifying information on virtually every
decedent in the United States since 1979 (Boyle and Decoufle, 1990) managed by the National Center for
Health Statistics and can be used to enumerate and identify decedents in epidemiologic studies. The NDI
produces matches between user records and death records based on a set of twelve criteria. The user must then
develop a methodology to classify the potential matches returned by the NDI as either true or false matches.

The approach taken here to classify the NHIS-NDI potential matches is a modification of the probabilistic
approaches developed by Fellegi and Sunter (1969) and refined by Rogot, Sorlie, and Johnson (1986).

Chapter

3 Multiple Causes of Death for the National
Health Interview Survey

John Horm, National Center for Health Statistics
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Methods

he NDI contains records on all deaths occurring in the United States since 1979 and is fully documented in
the National Death Index User's Manual (1990). The NDI has developed a set of 12 criteria under which
matches between user records and NDI records are produced. These criteria are based on various

combinations of Social Security Number, date of birth, first name, middle initial, and last name. The 12
matching criteria are:

n Social security number and first name;
n Social security number and last name;
n Social security number and father's surname;
n If female, Social security number, last name (user's record) and father's surname (NDI record);
n Month and year of birth and first and last name;
n Month and year of birth and father's surname;
n If female, month and year of birth, first name, last name (user's record) and father's surname (NDI

record);
n Month and year of birth, first and middle initials, and last name;
n Month and +1 year of birth, first and middle initials, and last name;
n Month and +1 year of birth, first and last names;
n Month and day of birth, first and last names; and
n Month and day of birth, first and middle initials, and last name.
 

An NDI record is matched to a user record if any one of the above 12 criteria result in a match.

An indication of agreement between the user record and the NDI record is returned to the user for each of
the seven items involved in the twelve matching criteria. In addition to the items involved in the matching
criteria the NDI returns an indication of agreement/disagreement between the user record and the NDI record
on five additional items: age at death; race; marital status; state of residence; and state of birth. Multiple NDI
records may be matched to a single user record and a possibly large number of false positive matches may be
returned by the NDI. Matches between NDI records and NHIS records are referred to as potential matches.

The NHIS routinely collects all of the seven data items used by the NDI for matching as well as the five
additional items used for assessing the quality of potential matches. The NHIS has essentially 100 percent
complete reporting of these items except for social security number (SSN) and middle initial. Completeness of
reporting of SSN and middle initial varies by year but is generally between 65 and 75 percent. Various studies
have indicated that the NDI is capable of identifying over 90 percent of known deaths (Patterson and Bilgrad,
1986; Stampfer et al., 1984; Williams, Demitrack and Fries, 1992) with some studies finding that the proportion
is in the upper 90's when a full set of identifiers is available (Calle and Terrell, 1993; Curb et al., 1985; Horm
and Wright, 1993). Social Security Number is a key identifier in the matching process. When the SSN is not
available the proportion of known deaths identified drops to about 90 percent.

Tepping (1968) developed a model for computerized matching of records from the perspective of the cost
of making correct or incorrect decisions about potential matches. Fellegi and Sunter (1969) developed a theory-
based approach for record linkage which incorporated the concept of weighting factors with the weight being
positive if the factor agreed and negative if it disagreed With the magnitude of the weight being inversely
proportional to the frequency of the factor in the population. This approach was refined by Rogot, Sorlie, and
Johnson (1986) who used binit weights [Log2 (1/pi)] where pi is the proportion of the population with the ith

characteristic.  Newcombe, Fair, and Lalonde (1992) while not espousing a particular form for the weights did
make a case for the necessity of weighting by something more than simple agreement/disagreement weights.

Weights
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Weights for each of the eleven items used for assessing the quality of the potential matches were
constructed based on the composition of the 1988-91 NHIS and 1986-91 U. S. deaths (SSN is handled
separately).

A weight is the base 2 logarithm of the inverse of the probability of occurrence of the characteristic based
on the above files. For example, since males constitute about 46.3 percent of the population aged 18 and over,
the weight is log2(1/.463) = 1.11. Weights are constructed in a similar manner for race, last name, father's
surname, birth month, day, and year, state of residence, and state of birth. Since middle initials are sex-specific,
sex-specific weights were constructed for middle initial. Weights for marital status were constructed to be
jointly age and sex specific. First name weights are both sex and birth year cohort (<1926, 1926-1935, 1936-
1955, and >1955) specific because of secular trends in the assignment of first names.

Weights may be either positive or negative. If a particular item matches between the NHIS record and the
NDI record, the weight is positive. If the item does not match, the weight is negative. Weights for items missing
from the NHIS file, the NDI file, or both are assigned a weight of zero.

Last name weights have been modified for females. Since some females change their surnames upon
marriage, divorce, remarriage, etc., matching on surname only may produce false non-matches. The NDI
returns an indication of a match on the father's surname as well as last name which is used as auxiliary
information for females. If  last name does not match on the two records (the last name weight is negative), the
last name weight is replaced with the father's surname weight if positive, otherwise the last name weight is
retained. This approach provided the best classification performance for females.

Because all information provided to the NDI is proxy reported and information provided to the NHIS may
be proxy reported, there is a considerably likelihood that one of the two files may contain a respondent's given
first name while the other contains his/her commonly used nickname. We have constructed files of common
nicknames which are used in the classification process if the first name on file does not provide a good match.

Frequency-based weighting schemes such as proposed by Fellegi and Sunter and Rogot, Sorlie, and
Johnson are attractive since the rarer occurrences of a matching item is given more weight than more common
occurrences. However, the user is still left with the problem of properly classifying matched records into at least
minimal categories of true matches, false matches, and questionable matches. Recent work by Belin (1993) and
Belin and Rubin (1993) suggests that the false-match rate is sensitive to the setting of cut-points.

Calibration Samples

Calibration samples need to have known vital status information such as date and location of death, and
ideally, death certificate number on the sample subjects based on sources independent of the NDI. Two NCHS
surveys meet this criteria.

The 14,407 persons who participated in the NHANES I examination survey (1971-75) were used as the
first calibration sample. Active followup was conducted on this sample to ascertain the vital status of the
participants and death certificates obtained for persons found to be deceased (Finucane et al., 1990). NHANES
is a large nationally representative survey and is sufficiently similar to the NHIS to be used as a calibration
sample for developing a methodology for classification of the NHIS-NDI matches.

The NHANES I followup sample was then matched to the NDI and randomly stratified into two samples,
a developmental sample and a confirmation sample.

Any one calibration sample may have an inherent structural process which differs systematically from the
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target sample. Even though the NHANES sample was randomly stratified into two samples, systematic
differences between NHANES and the NHIS could exist in both parts. Thus a second calibration sample was
used to counteract potential structural differences. The second calibration sample used was the Longitudinal
Study on Aging (LSOA) (Kovar, Fitti, and Chyba, 1992), a subset of the 1984 NHIS. The data used from this
sample were those participants aged 70 and over at the time of interview and followed through August, 1988.
Vital status was obtained independent of the NDI by interviewer followback in both 1986 and 1988.

Classification of Potential Matches

Potential matches returned by the NDI must be classified into either true or false matches. This is done by
assigning a score, the sum of the weights, to each match.

Score = Wfirstname X sex X birthcohort+Wmiddleinitial X sex+Wlastname

+Wrace+Wmaritalstatus X sex X age+Wbirthday

+Wbirthmonth+Wbirthyear+Wstateofbirth+Wstateofresidence .

The NHANES I developmental sample suggested that classification efficiency could be increased by
grouping the potential matches into one of five mutually exclusive classes based on which items matched and
the number of items matching. These classes are:

Class 1: Exact match on SSN, first, middle, and last names, sex, state of birth, birth month and birth year.

Class 2: Exact match on SSN but some of the other items from Class 1 do not match although certain
cases were moved from Class 2 to Class 5 because of indications that the reported SSN belonged
to the spouse.

Class 3: SSN unknown but eight or more of first name, middle initial, last name, birth day, birth month,
birth year, sex, race, marital status, or state of birth match.

Class 4: Same as Class 3 but less than eight items match.

Class 5: SSN known but doesn't match. Some cases were moved from Class 5 to Class 3 because of
indications that the reported SSN belonged to the spouse.

In this classification scheme all of Class 1 are considered to be true matches implying that the individuals
are deceased while all of the Class 5 matches are considered false matches. Assignment of records falling into
one of Classes 2, 3, or 4, as either true matches or false matches was made based on the score and cut-off
points within class. Records with scores greater than the cut-off scores are considered true matches while
records with scores lower than the cut-off scores are considered false matches.

The cut-off scores were determined from the NHANES I developmental sample using a logistic model.
The logistic model was used within each of classes 2, 3, and 4 to determine cut-off scores in such a manner as
to jointly maximize the number and proportion of records correctly classified while minimizing the number
and proportion of records incorrectly classified. The cut-off scores were then applied to the NHANES I
confirmation sample for refinement.  Slight fine-tuning of the cut-off scores was required at this stage because
of the relatively small sample sizes. Finally the weights and cut-off scores were applied to the LSOA sample for
final confirmation. Further refinements to the cut-off scores were not made.

Results
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he recommended cut-off scores are estimated to correctly classify over 97 percent of NHIS decedents and
over 99 percent of living persons. It is known that the NDI misses about five percent of known decedents.
An adjustment for this has not been included in these classification rates.

Subgroup Biases in Classification

The correct classification rate for females who were known to be deceased is about 2.5 percentage points
poorer for females than males. This is due to linkage problems caused by changing surnames through
marriages, divorces, and widowhood. Even though father's surname is being used to provide additional
information there still remain problems of correctly reporting and recording surnames in both the survey and on
the death certificates. Both males and females have the same correct classification rates for living persons.

Among non-whites there are multiple problems including lower reporting of social security numbers and
incorrect spelling/recording of ethnic names. The correct classification rates for non-white decedents dropped to
86 percent while the classification rate for living persons remained high at over 99 percent. The classification
rate for deceased non-white females was about three percent lower than that for non-white male decedents
(84.7 percent and 87.8 percent, respectively). These biases are due to the relatively large proportions of non-
white decedents in Class 4 because of incorrect matching information. Females and non-whites falling into
Classes 1, 2, 3, or 5 have the same classification rates as white males.

Discussion

pplication of the above outlined matching and classification methodology to 1986 through 1994 NHIS
survey year respondents provides death follow-up from the date of interview through 1995. The linkage
of these files yields approximately 900 deaths for each survey year for each year of follow-up. For

example, there are 7,555 deaths among respondents to the 1987 survey with an average of 8½ years of follow-
up. Although years can be combined to increase the sample sizes for data items included in the NHIS core
(BHD items), this is not generally the case for supplements which change topic areas each year. NHIS
supplements are usually administered to one randomly chosen person age 18 or over in each household. This
results in an annual sample size for the NHIS of about 42,000 persons. The number of deaths among such
supplement respondents would be approximately one-half the number of deaths listed above (e.g., about 450
deaths per survey year per year of follow-up).

The NHIS-NDI linked files (NHIS Multiple Cause of Death Files) can be used to estimate mortality rates
(although caution must be given to biases), life expectancies, and relative risks or odds ratios of death for a
wide variety of risk factors while controlling for the influence of covariates. For example, the impact of poverty
or health insurance status on the risk of dying could be explored while simultaneously controlling for age, sex,
race, acute or chronic conditions. Or, mortality rates according to industry or occupation could be developed or
for central city residents relative to rural residents. Such analyses are possible because the NHIS carries its own
denominators (number at risk).
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Chapter

Abstract

The goal of record linkage is to link quickly and accurately records corresponding to the same
person or entity.  Fellegi and Sunter (1969) proposed a statistical model for record linkage that as-
sumes pairs of entries, one from each of two files, either are matches corresponding to a single
person or nonmatches arising from two different people. Certain patterns of agreements and dis-
agreements on variables in the two files are more likely among matches than among nonmatches.
The observed patterns can be viewed as arising from a mixture distribution.

Mixture models, which for discrete data  are generalizations of latent-class models, can be fit
to comparison patterns in order to find matching and nonmatching pairs of records. Mixture mod-
els, when used with data from the U.S. Decennial Census — Post Enumeration Survey, quickly give
accurate results.

A critical issue in new record-linkage problems is determining when the mixture models con-
sistently identify matches and nonmatches, rather than some other division of the pairs of records.
A method that uses information based on experience, identifies records to review, and incorporates
clerically-reviewed data is proposed.

Introduction

ecord linkage entails comparing records in one or more data files and can be implemented for undupli-
cation or to enable analyses of relationships between variables in two or more files. Candidate records
being compared really arise from a single person or from two different individuals. Administrative data

bases are  large and clerical review to find matching and nonmatching pairs is expensive in terms of human
resources, money, and time. Automated linkage involves using computers to perform matching operations
quickly and accurately.

Mixture models can be used when the population is composed of underlying and possibly unidentified
subpopulations.  The clerks manually identify matches and nonmatches, while mixture models can be fit to
unreviewed data in the hopes of finding the same groups. However, mixture models applied to some vari-
ables can produce groups that fit the data but do not correspond to the desired divisions. A critical issue in
this application is determining when the model actually is identifying matches and nonmatches.

A procedure is proposed in this paper that when applied to Census data seems to work well.  The more
that is known about a particular record linkage application, the better the procedure should work.  The size
of the two files being matched, the quality of the information recorded in the two files, and any clerical re-
view that has already been completed are incorporated into the procedure.  Additionally, the procedure

Chapter

4 Modeling Issues and the Use of
Experience in Record Linkage

Michael D. Larsen, Harvard University

R



Larsen

96 n 

should help clerks be more efficient because it can direct their efforts and increase the value of reviewed
data through use in the model.

The paper defines mixture models and discusses estimation of parameters, clustering, and error rates.
Then previous theoretical work on record linkage is described. Next, the paper explains the proposed proce-
dure. A summary of the application of the  procedure to five Census data sets is given.  The paper con-
cludes with a brief summary of results and reiteration of goals.

Mixture Models

n observation  yi (possibly multivariate) arising from a finite mixture distribution with G classes has
probability density

    p(yi|Π, Θ ) = Σg=1,G πg pg( yi  |θg),                     (1)

where πg (Σg=1,G πg  =1), pg, and θg are the proportion, the density of observations, and the distributional
parameters, respectively, in class g, and Π and Θ are abbreviated notation for the collections of proportions
and parameters, respectively.  The likelihood for π and θ based on a set of n observations is a product with
index i=1,...,n of formula (1).

The variables considered in this paper are dichotomous and define a table of counts, which can have its
cells indexed by i.  In the application, each observation is ten dimensional, so n=1024.  The mixture classes
are in effect subtables, which when combined yield the observed table.  The density pg(•|•) in mixture
class g can be defined by a log-linear model on the expected counts in the cells of the subtable.  The rela-
tionship among variables described by the log linear model can be the same or different in the various
classes.  When the variables defining the table in all classes are independent conditional on the class, the
model is the traditional latent-class model.  Sources for latent-class models include Goodman (1974) and
Haberman (1974, 1979).

Maximum likelihood estimates of π and θ can be obtained using the EM (Dempster, Laird, Rubin
1977) and ECM (Meng and Rubin, 1993) algorithms. The ECM algorithm is needed when the log linear
model in one or more of the classes can not be fit in closed form, but has to be estimated using iterative
proportional fitting.

The algorithms treat estimation as a missing data problem. The unobserved data are the counts in each
pattern in each class and can be represented by a matrix z with n rows and G columns, where entry zig is
the number of observations with pattern i in class g.  If the latent counts were known, the density would be

  p( y, z|Π,Θ) =  Πi=1,n Πg=1,G (πg pg(yi |θg))zig.                      (2)

Classified data can be used along with unclassified data in algorithms for estimating parameters.  The
density then is a combination of formulas (2) and a product over i of (1).  Known matches and nonmatches,
either from a previous similar matching problem or from clerk-reviewed data in a new problem, can be very
valuable since subtables tend to be similar to the  classified data.

Probabilities of group membership for unclassified data can be computed using Bayes’ Theorem.  For
the kth observation in the ith cell, the probability of being in class g (zigk=1) is

      p(zigk =1 | yi, π,θ) =  πg pg(yi |θg) / Πh=1,G πh  ph(yi|θh) .               (3)

Probability (3) is the same for all observations in cell i. Probabilities of class membership relate to probabili-
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ties of being a match and nonmatch only to the degree  that mixture classes are similar to matches and non-
matches.

The probabilities of group membership can be used to cluster the cells of the table by sorting the cells
of the table according to descending probability of membership in a selected class.  An estimated error rate
at a given probability cut-off is obtained by dividing the expected number of observations not in a class by
the total number of observations assigned to a class.  As an error rate is reduced by assigning fewer cells  to
a class,  the number of observations in a nebulous group not assigned to a class increases.

Before the match and nonmatch status is determined by clerks tentative declarations as probable match
and probable nonmatch can be made using mixture models.  It is necessary to choose a class or classes to be
used as probable matches and probable nonmatches, which usually can be done by looking a probabilities of
agreement on fields in the mixture classes. The estimated error rates from the mixture model correspond to
the actual rate of misclassification of matches and nonmatches only to the degree that the mixture classes
correspond to match and nonmatch groups.

Record Linkage Theory

ellegi and Sunter (1969) proposed a statistical model for record linkage that assumes pairs of entries,
one from each of two files, either are matches corresponding to a single person  or nonmatches arising
from two different people.  Patterns of agreements and disagreements on variables have probabilities of

occurring among matches and among nonmatches.  If the pairs of records are ordered according to the like-
lihood ratio for being a match versus being a nonmatch and two cut-off points are chosen, one above which
pairs are declared matches and one below which pairs are declared nonmatches, the procedure is optimal in
the sense of minimizing the size of the undeclared set at given error levels.

Fellegi and Sunter (1969) suggested methods to estimate the unknown probabilities involved in the like-
lihood ratio.  Some of their simplifying assumptions, such as the  independence of agreement on fields of
information within matches and nonmatches, have continued to be used extensively in applications.

In the methods proposed in this paper, the likelihood ratio is estimated using the mixture model. If the
first class is  the class of probable matches, the likelihood ratio is for pattern i  is

     p(g=1 | yi,  Π, Θ)/ p(g≠1  | yi,  Π, Θ) = π1 p1(yi| θ1) / Σg=2,G πg pg(yi| θg).     (4)

The success depends on the relationship between the implied latent groups and the match and nonmatch
categories.

The choice of cutoff values for declaring observations matches and nonmatches is critical, as demon-
strated by Belin (1993).  Belin and Rubin (1995) have shown that previous applications of the Fellegi-Sunter
procedure do not always have their specified error levels.  In applications, the cutoff values often are deter-
mined by manual review of  observations in the “gray area” or likely to be sent to clerical review.

In the current paper, a cutoff can be chosen using mixture model results to achieve a specified error
level, but the actual error level might or might not be close to the estimated level.

Winkler (1988, 1989a, 1989b, 1989c, 1990, 1992, 1993, 1994) and Thibaudeau (1989, 1993) have
used mixture models of  the type used in this article in record-linkage applications at the Census Bureau.
The new procedure in this article addresses the critical question of when a mixture-model approach is ap-
propriate for a new record-linkage situation.

F
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Belin and Rubin (1995) developed a procedure for estimating error rates in some situations using the
Fellegi-Sunter algorithm and applied it  to Census data. Their method needs clerically-reviewed training data
from similar record linkages and works well when the distributions of likelihood values (4) for matches and
nonmatches are well separated. The new approach of this paper does not require training data, but could use
it as classified observations, and provides its own estimates of error rates as described for mixture models.

Other applications of record linkage have used more information, such as frequency of names and
string comparator metrics, than simple binary agree/disagree comparisons of fields. While there obviously is
value in more detailed comparisons, this paper uses only multivariate dichotomous data and leaves devel-
opment of model-based alternatives to current methods for more complicated data to later.

Procedure

he procedure for applying mixture models to record-linkage vector comparisons is specified below.  It
has many informal aspects some of which correspond to decisions often made in practical applications.
Later work will investigate formalizing the procedure.

n Fit a collection of mixture models that have been successful in previous similar record-linkage
problems to the data.

 
n Select a model with a class having (a) high  probabilities of agreement on important fields, (b) prob-

ability of class membership  near the expected percent of pairs that are matches, and (c) probabili-
ties of class membership for individual comparison patterns near 0 or 1.

 
n Identify a set of records for clerks to review using the mixture model results.
 
n Refit the mixture model using both the classified and unclassified data.
 
n Cycle through the two previous steps as money and time  allow, or until satisfied with results.
 
Models that can be used in step (1) are illustrated below. Some searching through other model possi-

bilities might have to be done. In step (2), from the observed, unclassified data, it is possible to compute the
probability of agreement on fields and combinations of fields. The probabilities should be higher in the prob-
able match class than overall. The percent of pairs that are matches is limited by the size of the smaller of
the two lists contributing to candidate pairs. If a class is much larger than the size of the smaller list, it must
contain several nonmatches.  Of course no single model may be clearly preferable given the informal state-
ment of criteria.

In step (3), records to review  can be identified by first accumulating pairs into the probable match
class according to probability of membership until a certain point and then reviewing pairs at the chosen
boundary.  The boundary used in this paper is the minimum of the estimated proportion in the probable
mixture class and the size of the small list divided by the total  number of pairs.

In the next section, the procedure is applied to five Census data sets and produces good results.  Many
aspects of the procedure  parallel successful applications of the Fellegi-Sunter approach to record linkage.
Different mixture models give slightly different estimates of the likelihood ratio just as different estimation
methods currently used in practice lead to different orderings of pairs.

Application

In 1988, a trial census and post-enumeration survey (PES) were conducted.  Data  from two urban
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sites are referred to as D88a and D88b in this section.  In 1990, following the census, a PES was conducted
in three locations.   D90a and D90b are the data sets from urban sites, and D90c are  data from a rural site.
Table 1 contains summaries  of the five data sets.  Not all possible pairs of records from the census and
PES were compared.  Candidate match pairs had to agree on a minimal set of characteristics. Sites vary in
size, proportion that are matches, and probabilities of agreeing on fields.  D90c is rural, and  its address in-
formation is not very precise.  Thus, relatively more pairs are compared,  yielding lower probabilities of
agreement and a lower proportion of matches.

Table 1. -- Summary of Five Census/Post-Enumeration Survey Data Sets,
Including Probabilities of Agreements on Fields Overall (and for Matches)

Data set D88a D88b D90a D90b D90c

Census size 12072 9794 5022 4539 2414

PES size 15048 7649 5212 4859 4187

Total pairs 116305 56773 37327 38795 39214

Matches 11092 6878 3596 3488 1261

Nonmatch 105213 49895 33731 35307 37953

Last name .32(.98) .41(.99) .31(.98) .29(.98) .26(.98)

First name .11(.95) .14(.98) .12(.96) .11(.95) .06(.95

House # .28(.97) .18(.50) .30(.95) .27(.94) .06(.42)

Street .60(.96) .28(.49) .37(.67) .59(.95) .11(.44)

Phone # .19(.71) .31(.83) .19(.69) .18(.66) .06(.45)

Age .16(.85) .23(.94) .19(.89) .17(.88) .11(.89)

Relation to head
of household

.19(.48) .20(.54) .16(.46) .19(.48) .25(.56)

Martial status .41(.84) .44(.89) .36(.78) .42(.85) .42(.88)

Sex .53(.96) .53(.98) .52(.97) .52(.96) .50(.96)

Race .91(.97) .93(.98) .80(.93) .83(.91) .80(.86)

Mixture models considered in this application have either two or three classes.  Models for the variables
within each class include either main effects only, all two-way interactions, all three-way interactions, a five-
way interaction between typically household variables (last name, house number, street name, phone num-
ber, and race) and a five-way interaction between typically personal variables (the other five), and a set of
interactions described by Armstrong and Mayda (1993).  The actual models are described in Table 2.

 
 

Table 2. -- Mixture Models Considered for Each Data Set

Abbreviation Model Class 1 Model Class 2 Model Class
3

2C CI Independent Independent

2C CI-2way Independent 2way interactions

2C CI-3way Independent 3way interactions

3C CI Independent Independent Independent

3C CI-2way Independent 2way interactions 2way interac-
tions
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2C CI-HP Independent 5way interactions
(Household, Per-
sonal)

2C HP 5way interactions 5way interactions

3C CI-HP Independent 5way interactions 5way interac-
tions

2C AM Independent Armstrong and
Mayda, 1993

3C AM Independent Armstrong and
Mayda, 1993

Armstrong and
Mayda, 1993

To illustrate the results from fitting a mixture model, the three-class conditional independence model
(model 4) was fit to D88a.  Figure 1 contains plots of the estimated and actual false-match and false-
nonmatch rate.  At an error rate of .005, using the estimated false-match curve, 7462 matches and 3 non-
matches are declared matches, giving an actual error rate of .0004.  At an estimated error rate of .01, 8596
matches and 23 nonmatches are declared matches, giving an actual error rate of .0027.

Figure 1. -- False-Match and False-Nonmatch Rates From Fitting a Three-Class
Conditional Independence Mixture to D88a

 (The solid lines are actual and the dashed lines are estimated error rates)

The three-class conditional independence model  works for the D88a data, because one of the classes
tends to consist of pairs that agree on most comparisons.  The medium-sized mixture class tends to agree on
variables defining households, but to disagree on personal variables.  This class can be called the same
household-different person class.  The third class tends to disagree on all comparisons.  The three-class
conditional-independence model also produces good results for the other data sets, except for D90c data.
The difference could be caused by the fact that D90c is from a rural area, while the others have a lot of the
population in urban settings with better household identifiers.

The search procedure was  applied to each of the five data sets.  The models selected to start with are given in
the second row of Table 3. The number of matches and nonmatches declared matches with estimated false-match
rates .005 and .01 are given in  lines three and four of Table 3.  The number of matches and nonmatches declared
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nonmatches with estimated false-nonmatch rates .001 and .005  are given in the next two lines.   Most models are
successfully separating matches and nonmatches.  However, in some cases, the rapid rise of estimated false-match
rates means few observations can safely be declared matches.

Table 3. -- Initial Model Selected  for Each Data Set, Along with Matches and
Nonmatches Declared Matches and Nonmatches for Two False-Match (FMR)

and False-Nonmatch (FNMR) Rates

Parentheses enclose (match, nonmatch) counts

Data set D88a D88b D90a D90b D90c

Model 3C CI 2C CI-2way 3C CI 3C CI 3C CI-HP

.005 FMR (7442,2) (0,0) (2802,27) (2421,12) (766,99)

.01 FMR (8596,23) (24,0) (3083,50) (2812,25) (997,112)

.001 FNMR (260,
104587)

(3455,
49855)

(124, 33244) (69, 34507) (32, 36900)

.005 FNMR (1021,
105117)

(3858,
49882)

(248, 33469) (234, 35126) (61, 37571)

Total Counts (11092,
105213)

(6878,
49895)

(3596,
33731)

(3488,
35307)

(1261,
37953)

The models used for D88a, D88b, and D90c were clearly the best candidates among the proposed
models for trying to identify matches.  In the cases of D90a and D90b, the model with two classes, one with
conditional independence between the variables and the other with all two-way interactions, were close
competitors to the three-class conditional-independence model.  The models chosen for  D90a and D90b
had estimated error rates that grew slowly until approximately the proportion in the smallest class.  The
models not chosen had rapidly rising estimated error rates right away.

Pairs were identified to be reviewed by clerks.  For the data set D88a, 5000 pairs were reviewed and
error rates reestimated.  1000 pairs were reviewed and then the model was refit 5 times.  Then 5000 more
pairs were reviewed, 1000 at a time.  Table 4 contains results for all 5 data sets.  For the smaller data sets,
fewer observations were reviewed.  Note that in Table 4, the reported estimated false-match rates have
been reduced.  After about ten percent of the pairs are reviewed, most of the matches and nonmatches can
be identified with few errors.

Table 4. -- Matches and Nonmatches Declared Matches and Nonmatches for Two False-Match (FMR)
and False-Nonmatch Rates (FNMR) After Reviewing Some Records and Refitting Models

Parentheses enclose (match, nonmatch) counts

Data set D88a D88b D90a D90b D90c

Model 3C CI 2C CI-2way 3C CI 3C CI 3C CI-HP
Reviewed 5000 2500 2000 2000 2000

.001 FMR (10764, 0) (2703, 1) (2620, 10) (2562, 8) (48, 2)

.005 FMR (10917, 27) (3105, 8) (3447, 26) (3347, 17) (393,5)
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.001 FNMR (58, 102728) (3339,
49694)

(104, 33657) (76, 35227) (40, 37633)

.005 FNMR (255 ,
105212)

(3448,
49866)

(316, 33718) (206, 35298) (121, 37863)

Reviewed 10000 5000 4000 4000 4000

.001 FMR (10916, 13) (5057, 1) (3439, 1) (3341, 3) (1019, 5)

.005 FMR (10917, 27) (6479, 17) (3456, 18) (3352, 9) (1217, 5)

.001 FNMR (58, 102728) (246, 49857) (106, 33688) (76, 35236) (32, 37994)

.005 FNMR (255,
105212)

(433, 49881) (194, 33731) (206, 35307) (186, 37948)

Total
counts

(11092,
105213)

(6878,
49895)

(3596,
33731)

(3488,
35307)

(1261,
37953)

Figure 2 (on the next page) illustrates the impact of the addition of clerk-reviewed data on false-match
rate estimates for data set D90c.   The method performs better on the other data sets with their models than
on D90c.

Conclusion

he development of theory related to applications can be useful for several reasons. The mixture-
modeling approach of this paper hopefully can provide some insight into adjustments that are made in
applications to make current theory work. Aspects of the new procedure with models parallel actual

practice without models.  The modeling approach  also could improve efficiency by helping clerks identify
valuable records to review and then using the additional information through the model to learn more about
unclassified observations.  More formal model selection procedures and models that allow more complex
comparison data will increase the usefulness of the theory.

The goal of this paper has been to demonstrate methods that could be used in new record-linkage
situations with big lists where accuracy, automation, and efficiency are needed.  The procedure  identifies
matches and nonmatches, directs clerks in their work, and provides cut-offs and  estimates of error rates on
five Census data sets.
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 Figure 2. -- False-Match (FMR) and False-Nonmatch (FNMR) Rates for D90c: Initial
Estimates, Estimates After Reviewing 2000, and Estimates After Reviewing 4000 Pairs
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(Note that the initial FMR plot has different axes than the others)
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Figure 4.  Log Frequency vs. Weight Poor Matching Scenario, Links and Nonlinks



Record Linkage Techniques -- 1997

115 n



Scheuren and Winkler

116 n



Record Linkage Techniques -- 1997

117 n



Scheuren and Winkler

118 n



Record Linkage Techniques -- 1997

119 n



Scheuren and Winkler

120 n



Record Linkage Techniques -- 1997

121 n



Scheuren and Winkler

122 n



Record Linkage Techniques -- 1997

123 n



Scheuren and Winkler

124 n



Record Linkage Techniques -- 1997

125 n



126 n

Chapter

Abstract

Many policy decisions are best  made when there is supporting statistical evidence based on
analyses of appropriate microdata.  Sometimes all the needed data exist but reside in multiple files for
which common identifiers (e.g., SIN’s, EIN’s, or SSN’s) are unavailable. This paper demonstrates a
methodology for analyzing two such files:  when there is common nonunique information subject to
significant error and when each source file contains noncommon quantitative data that can be
connected with appropriate models.  Such a situation might arise with files of businesses only having
difficult-to-use name and address information in common, one file with the energy products consumed
by the companies, and the other file containing the types and amounts of goods they produce.  Another
situation might arise with files on individuals in which one file has earnings data, another
information about health-related expenses, and a third information about receipts of supplemental
payments.  The goal of the methodology presented is to produce valid statistical analyses; appropriate
microdata files may or may not be produced.

Introduction

Application Setting

o model the energy economy properly, an economist might need company-specific microdata on the fuel
and feedstocks used by companies that are only available from Agency A and corresponding microdata on
the goods produced for companies that is only available from Agency B.  To model the health of

individuals in society, a demographer or health science policy worker might need individual-specific information
on those receiving social benefits from Agencies B1, B2, and B3, corresponding income information from
Agency I, and information on health services from Agencies H1 and H2.  Such modeling is possible if analysts
have access to the microdata and if unique, common identifiers are available (e.g., Oh and Scheuren, 1975;
Jabine and Scheuren, 1986).  If the only common identifiers are error-prone or nonunique or both, then
probabilistic matching techniques (e.g., Newcombe et al., 1959, Fellegi and Sunter, 1969) are needed.

Relation To Earlier Work

In earlier work (Scheuren and Winkler, 1993), we provided theory showing that elementary regression
analyses could be accurately adjusted for matching error, employing knowledge of the quality of the matching.
In that work, we relied heavily on an error-rate estimation procedure of Belin and Rubin (1995). In later
research (Winkler and Scheuren, 1995, 1996), we showed that we could make further improvements by using
noncommon quantitative data from the two files to improve matching and adjust statistical analyses for
matching error. The main requirement -- even in heretofore seemingly impossible situations -- was that there

Chapter

4 Regression Analysis of Data Files that
are Computer Matched – Part II*

Fritz Scheuren, Ernst and Young, LLP
William E. Winkler, Bureau of the Census

T

*Reprinted with permission.  To appear in Survey Methodology (1997), 23, 2.
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exist a reasonable model for the relationships
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among the noncommon quantitative data.  In the empirical example of this paper, we use data for which a very
small subset of pairs can be accurately matched using name and address information only and for which the
noncommon quantitative data is at least moderately correlated. In other situations, researchers might have a
small microdata set that accurately represents relationships of noncommon data across a set of large
administrative files or they might just have a reasonable guess at what the relationships among the noncommon
data are. We are not sure, but conjecture that, with a reasonable starting point, the methods discussed here will
succeed often enough to be of general value.

Basic Approach

The intuitive underpinnings of our methods are based on now well-known probabilistic record linkage
(RL) and edit/imputation (EI) technologies.  The ideas of modern RL were introduced by Newcombe
(Newcombe et al., 1959) and mathematically formalized by Fellegi and Sunter (1969).  Recent methods are
described in Winkler (1994, 1995).  EI has traditionally been used to clean up erroneous data in files.  The
most pertinent methods are based on the EI model of Fellegi and Holt (1976).

To adjust a statistical analysis for matching error, we employ a four-step recursive approach that is very
powerful.  We begin with an enhanced RL approach (e.g., Winkler, 1994; Belin and Rubin, 1995) to delineate
a subset of pairs of records in which the matching error rate is estimated to be very low.  We perform a
regression analysis, RA, on the low-error-rate linked records and partially adjust the regression model on the
remainder of the pairs by applying previous methods (Scheuren and Winkler, 1993).  Then, we refine the EI
model using traditional outlier-detection methods to edit and impute outliers in the remainder of the linked pairs.
Another regression analysis (RA) is done and this time the results are fed back into the linkage step so that the
RL step can be improved (and so on).  The cycle continues until the analytic results desired cease to change.
Schematically, these analytic linking methods take the form

ìRAî
     RLç RAç EI

Structure of What Follows

Beginning with this introduction, the paper is divided into five sections.  In the second section, we
undertake a short review of Edit/Imputation (EI) and Record Linkage (RL) methods.  Our purpose is not to
describe them in detail but simply to set the stage for the present application.  Because Regression Analysis
(RA) is so well known, our treatment of it is covered only in the particular simulated application (Section 3).
The intent of these simulations is to use matching scenarios that are more difficult than what most linkers
typically encounter. Simultaneously, we employ quantitative data that is both easy to understand but hard to
use in matching. In the fourth section, we present results.  The final section consists of some conclusions and
areas for future study.

EI and RL Methods Reviewed

Edit/Imputation

ethods of editing microdata have traditionally dealt with logical inconsistencies in data bases.  Software
consisted of if-then-else rules that were data-base-specific and very difficult to maintain or modify, so as
to keep current.  Imputation methods were part of the set of if-then-else rules and could yield revised

records that still failed edits.  In a major theoretical advance that broke with prior statistical methods, Fellegi
and Holt (1976)

M
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introduced operations-research-based methods that both provided a means of checking the logical consistency
of an edit system and assured that an edit-failing record could always be updated with imputed values, so that
the revised record satisfies all edits.  An additional advantage of Fellegi-Holt systems is that their edit methods
tie directly with current methods of imputing microdata (e.g., Little and Rubin 1987).

Although we will only consider continuous data in this paper, EI techniques also hold for discrete data and
combinations of discrete and continuous data. In any event, suppose we have continuous data.  In this case a
collection of edits might consist of rules for each record of the form

c1X < Y < c2X  .

In words,

Y can be expected to be greater than c1X and less than c2X; hence, if Y
less than c1X and greater than c2X, then the data record should be
reviewed (with resource and other practical considerations determining
the actual bounds used).

Here Y may be total wages, X the number of employees, and c1 and c2 constants such that c1 < c2.  When an
(X, Y) pair associated with a record fails an edit, we may replace, say, Y with an estimate (or prediction).

Record Linkage

A record linkage process attempts to classify pairs in a product space  A HH  B  from two files  A  and  B
into  M, the set of true links, and  U, the set of true nonlinks.  Making rigorous concepts introduced by
Newcombe (e.g., Newcombe et al., 1959; Newcombe et al, 1992), Fellegi and Sunter (1969) considered ratios
R of probabilities of the form

R =  Pr (( (,'(,'  | M) / Pr (( (,'(,'   | U)

where  ((  is an arbitrary agreement pattern in a comparison space  ''  .  For instance, ''    might consist of eight
patterns representing simple agreement or not on surname, first name, and age.  Alternatively, each (,'(,'   might
additionally account for the relative frequency with which specific surnames, such as Scheuren  or Winkler,
occur.  The fields compared (surname, first name, age) are called matching variables. The decision rule is
given by

If  R  >  Upper, then designate pair as a link.

If  Lower ##  R ##  Upper, then designate pair as a possible link and hold
for clerical review.

If  R < Lower, then designate pair as a nonlink.

Fellegi and Sunter (1969) showed that this decision rule is optimal in the sense that for any pair of fixed bounds
on R, the middle region is minimized over all decision rules on the same comparison space ''  .  The cutoff
thresholds, Upper and Lower, are determined by the error bounds.  We call the ratio  R or any monotonely
increasing transformation of it (typically a logarithm) a matching weight or total agreement weight.
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With the availability of inexpensive computing power, there has been an outpouring of new work on
record linkage techniques (e.g., Jaro, 1989, Newcombe, Fair, Lalonde, 1992, Winkler, 1994, 1995). The new
computer-intensive methods reduce, or even sometimes eliminate, the need for clerical review when name,
address, and other information used in matching is of reasonable quality. The proceedings from a recently
concluded international conference on record linkage showcases these ideas and might be the best single
reference (Alvey and Jamerson, 1997).

Simulation Setting

Matching Scenarios

or our simulations, we considered a scenario in which matches are virtually indistinguishable from
nonmatches.  In our earlier work (Scheuren and Winkler, 1993), we considered three matching scenarios in
which matches are more easily distinguished from nonmatches than in the scenario of the present paper.

In both papers, the basic idea is to generate data having known distributional properties, adjoin the data to
two files that would be matched, and then to evaluate the effect of increasing amounts of matching error on
analyses.  Because the methods of this paper work better than what we did earlier, we only consider a matching
scenario that we label "Second Poor," because it is more difficult than the poor (most difficult) scenario we
considered previously.

We started here with two population files (sizes 12,000 and 15,000), each having good matching
information and for which true match status was known. The settings were examined: high, medium and low --
depending on the extent to which the smaller file had cases also included in the larger file. In the high file
inclusion situation, about 10,000 cases are on both files for an file inclusion or intersection rate on the smaller
or base file of about 83%.  In the medium file intersection  situation, we took a sample of one file so that the
intersection of the two files being matched was approximately 25%.  In the low file intersection situation, we
took samples of both files so that the intersection of the files being matched was approximately 5%. The
number of intersecting cases, obviously, bounds the number of true matches that can be found.

We then generated quantitative data with known distributional properties and adjoined the data to the files.
These variations are described below and displayed in Figure 1 where we show the poor scenario (labeled "first
poor") of our previous 1993 paper and the "second poor" scenario used in this paper.  In the figure, the match
weight, the logarithm of R, is plotted on the horizontal axis with the frequency, also expressed in logs, plotted
on the vertical axis.  Matches (or true links) appear as asterisks (*), while nonmatches (or true nonlinks) appear
as small circles (o).

"First Poor" Scenario (Figure 1a)

 The first poor matching scenario consisted of using last name, first name, one address variation, and age.
Minor typographical errors were introduced independently into one fifth of the last names and one third of the
first names in one of the files.  Moderately severe typographical errors were made independently in one fourth
of the addresses of the same file.  Matching probabilities were chosen that deviated substantially from optimal.
The intent was for the links to be made in a manner that a practitioner might choose after gaining only a little
experience.  The situation is analogous to that of using administrative lists of individuals where information used
in matching is of poor quality.  The true mismatch rate here was 10.1%.

F
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"Second Poor" Scenario (Figure 1b)

The second poor matching scenario consisted of using last name, first name, and one address variation.
Minor typographical errors were introduced independently into one third of the last names and one third of the
first names in one of the files.  Severe typographical errors were made in one fourth of the addresses in the
same file.  Matching probabilities were chosen that deviated substantially from optimal.  The intent was to
represent situations that often occur with lists of businesses in which the linker has little control over the quality
of the lists.  Name information -- a key identifying characteristic -- is often very difficult to compare effectively
with business lists.  The true mismatch rate was 14.6%.
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Summary of Matching Scenarios

Clearly, depending on the scenario, our ability to distinguish between true links and true nonlinks differs
significantly.  With the first poor scenario, the overlap, shown visually between the log-frequency-versus-weight
curves is substantial (Figure 1a); and, with the second poor scheme, the overlap of the log-frequency-versus-
weight curves is almost total (Figure 1b).  In the earlier work, we showed that our theoretical adjustment
procedure worked well using the known true match rates in our data sets.  For situations where the curves of
true links and true nonlinks were reasonably well separated, we accurately estimated error rates via a procedure
of Belin and Rubin (1995) and our procedure could be used in practice.  In the poor matching scenario of that
paper (first poor scenario of this paper), the Belin-Rubin procedure was unable to provide accurate estimates of
error rates but our theoretical adjustment procedure still worked well.  This indicated that we either had to find
an enhancement to the Belin-Rubin procedures or to develop methods that used more of the available data.
(That conclusion, incidentally, from our earlier work led, after some false starts, to the present approach.)

Quantitative Scenarios

Having specified the above linkage situations, we used SAS to generate ordinary least squares data under
the model Y = 6 X + ,,  ,.  The X values were chosen to be uniformly distributed between 1 and 101. The error
terms , are normal and homoscedastic with variances 13000, 36000, and 125000, respectively. The resulting
regressions of Y on X have R2 values in the true matched population of 70%, 47%, and 20%, respectively.
Matching with quantitative data is difficult because, for each record in one file, there are hundreds of records
having quantitative values that are close to the record that is a true match.  To make modeling and analysis
even more difficult in the high file overlap scenario, we used all false matches and only 5% of the true matches;
in the medium file overlap scenario, we used all false matches and only 25% of true matches. (Note: Here to
heighten the visual effect, we have introduced another random sampling step, so the reader can "see" better in
the figures the effect of bad matching. This sample depends on the match status of the case and is confined
only to those cases that were matched, whether correctly or falsely.)

A crucial practical assumption for the work of this paper is that analysts are able to produce a reasonable
model (guesstimate) for the relationships between the noncommon quantitative items. For the initial modeling in
the empirical example of this paper, we use the subset of pairs for which matching weight is high and the
error-rate is low.  Thus, the number of false matches in the subset is kept to a minimum.  Although neither the
procedure of Belin and Rubin (1995) nor an alternative procedure of Winkler (1994), that requires an ad hoc
intervention, could be used to estimate error rates, we believe it is possible for an experienced matcher to pick
out a low-error-rate set of pairs even in the second poor scenario.

Simulation Results

ost of this Section is devoted to presenting graphs and results of the overall process for the second poor
scenario, where the R2  value is moderate, and the intersection between the two files is high.  These
results best illustrate the procedures of this paper.  At the end of the Section (in subsection 4.8), we

summarize results over all R2  situations and all overlaps.  To make the modeling more difficult and show the
power of the analytic linking  methods, we use all false matches and a random sample of only 5% of the true
matches.  We only consider pairs having matching weight above a  lower bound that we determine based on
analytic considerations and experience.  For the pairs of our analysis, the restriction causes the number of false
matches to significantly exceed the number of true matches. (Again, this is done to heighten the visual effect of
matching failures and to make the problem even more difficult.)

To illustrate the data situation and the modeling approach, we provide triples of plots.  The first plot in the
triple shows the true data situation as if each record in one file was linked with its true corresponding record in
the other file.  The quantitative data pairs correspond to the truth.  In the second plot, we show the observed

M
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data. A high proportion of the pairs is in error because they correspond to false matches.   To get to the third
plot in the triple, we model using a small number of pairs (approximately 100) and then replace outliers with
pairs in which  the observed Y-value is replaced with a predicted Y-value.

Initial True Regression Relationship

In Figure 2a, the actual true regression relationship and related scatterplot are shown, for one of our
simulations, as they would appear if there were no matching errors. In this figure and the remaining ones, the
true regression line is always given for reference.  Finally, the true population slope or beta coefficient (at 5.85)
and the R2  value (at 43%) are provided for the data (sample of pairs) being displayed.

Regression after Initial RL ⇒ ⇒ RA Step

In Figure 2b, we are looking at the regression on the actual observed links -- not what should have
happened in a perfect world but what did happen in a very imperfect one. Unsurprisingly, we see only a weak
regression relationship between Y and X. The observed slope or beta coefficient differs greatly from its true
value (2.47 v. 5.85).  The fit measure is similarly affected -- falling to 7% from 43%.

Regression After First Combined RL ⇒ ⇒ RA ⇒ ⇒ EI ⇒ ⇒ RA Step
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Figure 2c completes our display of the first cycle of the iterative process we are employing.  Here we have
edited the data in the plot displayed as follows.  First, using just the 99 cases with a match weight of 3.00 or
larger, an attempt was made to improve the poor results given in figure 2b.  Using this provisional fit, predicted
values were obtained for all the matched cases; then outliers with residuals of 460 or more were removed and
the regression refit on the remaining pairs.  This new equation, used in figure 2c, was essentially Y = 4.78X +,,
, with a variance of 40000.  Using our earlier approach (Scheuren and Winkler, 1993), a further adjustment
was made in the estimated beta coefficient from 4.78 to 5.4.  If a pair of matched records yielded an outlier,
then predicted values (not shown) using the equation Y = 5.4X  were imputed.  If a pair does not yield an
outlier, then the observed value was used as the predicted value.

Second True Reference Regression

Figure 3a displays a scatterplot of X and Y as they would appear if they could be true matches based on a
second RL step.  Note here that we have a somewhat different set of linked pairs this time from earlier,
because we have used the regression results to help in the linkage. In particular, the second RL step employed
the predicted Y values as determined above; hence it had more information on which to base a linkage.  This
meant that a different group of linked records was available after the second RL step.  Since a considerably
better link was obtained, there
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were fewer false matches; hence our sample of all false matches and 5% of the true matches dropped from
1104 in Figures 2a thru 2c to 650 for Figures 3a thru 3c.  In this second iteration, the true slope or beta
coefficient and the R2 values remained, though, virtually identical for the estimated slope (5.85 v. 5.91) and fit
(43% v. 48%).

Regression After Second RL ⇒ ⇒ RA Step

In Figure 3b, we see a considerable improvement in the relationship between Y and X using the actual
observed links after the second RL step.  The estimated slope has risen from 2.47 initially to 4.75 here. Still too
small but much improved.  The fit has been similarly affected, rising from 7% to 33%.

Regression After Second Combined RL⇒⇒RA⇒⇒EI ⇒⇒RA Step

Figure 3c completes the display of the second cycle of our iterative process.  Here we have edited the data
as follows.  Using the fit (from subsection 4.5), another set of predicted values was obtained for all the matched
cases (as in subsection 4.3).  This new equation was essentially  Y = 5.26X +,,  , with a variance of about
35000.  If a pair of matched records yields an outlier, then predicted values using the equation Y = 5.3X  were
imputed.  If a pair does not yield an outlier, then the observed value was used as the predicted value.
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Additional Iterations

While we did not show it in this paper, we did iterate through a third matching pass. The beta coefficient,
after adjustment, did not change much. We do not conclude from this that asymptotic unbiasedness exists;
rather that the method, as it has evolved so far, has a positive benefit and that this benefit may be quickly
reached.

Further Results

Our further results are of two kinds. We looked first at what happened in the medium R2 scenario (i.e.,
R2 equal to .47) for the medium- and low- file intersection situations. We further looked at the cases when R2

was higher (at .70) or lower (at .20). For the medium R2 scenario  and low intersection case the matching was
somewhat easier. This occurs because there were significantly fewer false-match candidates and we could more
easily separate true matches from false matches.  For the high R2  scenarios, the modeling and matching were
also more straightforward than there were for the medium R2  scenario.  Hence, there were no new issues there
either.

On the other hand, for the low R2  scenario, no matter what degree of file intersection existed, we were
unable to distinguish true matches from false matches, even with the improved methods we are using.  The
reason for this, we believe, is that there are many outliers associated with the true matches.  We can no longer
assume, therefore, that a moderately higher percentage of the outliers in the regression model are due to false
matches. In fact, with each true match that is associated with an outlier Y-value, there may be many false
matches that have Y-values that are closer to the predicted Y-value than the true match.

Comments and Future Study

Overall Summary

n this paper, we have looked at a very restricted analysis setting: a simple regression of one quantitative
dependent variable from one file matched to a single quantitative independent variable from another file. This
standard analysis was, however, approached in a very nonstandard setting. The matching scenarios, in fact,

were quite challenging. Indeed, just a few years ago, we might have said that the "second poor" matching
scenario appeared hopeless.

On the other hand, as discussed below, there are many loose ends. Hence, the demonstration given here
can be considered, quite rightly in our view, as a limited accomplishment. But make no mistake about it, we are
doing something entirely new. In past record linkage applications, there was a clear separation between the
identifying data and the analysis data. Here, we have used a regression analysis to improve the linkage and the
improved linkage to improve the analysis and so on.

Earlier, in our 1993 paper, we advocated that there be a unified approach between the linkage and the
analysis. At that point, though, we were only ready to propose that the linkage probabilities be used in the
analysis to correct for the failures to complete the matching step satisfactorily. This paper is the first to propose
a completely unified methodology and to demonstrate how it might be carried out.

Planned Application

We expect that the first applications of our new methods will be with large business data bases.  In such
situations, noncommon quantitative data are often moderately or highly correlated and the quantitative variables

I



Record Linkage Techniques -- 1997

137 n

(both predicted and observed) can have great distinguishing power for linkage, especially when combined with
name information and geographic information, such as a postal (e.g., ZIP) code.

A second observation is also worth making about our results. The work done here points strongly to the
need to improve some of the now routine practices for protecting public use files from reidentification. In fact,
it turns out that in some settings -- even after quantitative data have been confidentiality protected (by
conventional methods) and without any directly identifying variables present -- the methods in this paper can be
successful in reidentifying a substantial fraction of records thought to be reasonably secure from this risk (as
predicted in Scheuren, 1995). For examples, see Winkler, 1997.

Expected Extensions

What happens when our results are generalized to the multiple regression case?  We are working on this
now and results are starting to emerge which have given us insight into where further research is required.  We
speculate that the degree of underlying association R2 will continue to be the dominant element in whether a
usable analysis is possible.

There is also the case of multivariate regression. This problem is harder and will be more of a challenge.
Simple multivariate extensions of the univariate comparison of Y values in this paper have not worked as well
as we would like. For this setting, perhaps, variants and extensions of Little and Rubin (1987, Chapters 6 and
8) will prove to be a good starting point.

"Limited Accomplishment"

Until now an analysis based on the second poor scenario would not have been even remotely sensible. For
this reason alone we should be happy with our results.  A closer examination, though, shows a number of
places where the approach demonstrated is weaker than it needs to be or simply unfinished. For those who
want theorems proven, this may be a particularly strong sentiment. For example, a convergence proof is among
the important loose ends to be dealt with, even in the simple regression setting. A practical demonstration of our
approach with more than two matched files also is necessary, albeit this appears to be more straightforward.

Guiding Practice

We have no ready advise for those who may attempt what we have done. Our own experience, at this
point, is insufficient for us to offer ideas on how to guide practice, except the usual extra caution that goes with
any new application. Maybe, after our own efforts and those of others have matured, we can offer more.
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Chapter

Abstract

The traditional goal of record linkage is to maximize the number of correct matches and
minimize the number of incorrect matches.  Since this is also the goal of the "data terrorist"
seeking to identify subjects from microdata files, it makes sense to use record linkage software to
thwart the data terrorist.

There are, however, differences between the two situations.  At the conceptual level, the
relevant loss functions seem quite different.  At the practical level, some modifications may be
desirable in regard to blocking, assignment, and recoding when using record linkage methods to
test the disclosure potential of microdata files.  The speaker will discuss these differences and
suggest promising ways to use record linkage methods to protect respondent confidentiality.

Chapter
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Chapter

Abstract

In recent years, Statistics Netherlands has developed a prototype version of a software
package, ARGUS, to protect microdata files against statistical disclosure. The launch of the SDC-
project within the 4th framework of the European Union enabled us to make a new start with the
development of software for Statistical Disclosure Control (Willenborg, 1996). The prototype has
served as a starting point for the development of µ-ARGUS, a software package for the SDC of
microdata. This SDC-project, however, also plans to develop τ-ARGUS, software devoted to the
SDC of tabular data. The development of these software packages also benefits from the research of
other partners in this project. This paper gives an overview of the development of these software
packages and an introduction to the basic ideas behind the implementation of Statistical
Disclosure Control at Statistics Netherlands.

Introduction

he growing demands from researchers, policy makers and others for more and more detailed statistical
information leads to a conflict. The statistical offices collect large amounts of data for statistical
purposes. The respondents are only willing to provide the statistical offices with the required

information if they can be certain that these statistical offices will treat their data with the utmost care. This
implies that their confidentiality must be guaranteed. This imposes limitations on the amount of detail in the
publications. Research has been carried out to establish pragmatic rules to determine which tables can be
regarded safe with respect to the protection of the confidentiality of the respondents. The well-known
dominance rule is often used.

On the other hand, statistical databases with individual records (microdata files) are valuable sources
for research. To a certain extent the statistical offices are prepared to make these microfiles available to
researchers, but only under the provision that the information in these databases is sufficiently protected
against disclosure. At Statistics Netherlands a lot of research has been carried out to establish rules to
determine whether a specific database is safe enough to make it available to researchers. In the next section,
we will give an introduction to this research. Then, we will go into the development of µ-Argus and we will
conclude with an overview of τ-Argus.

SDC for Microdata at Statistics Netherlands

Re-identification

he aim of statistical disclosure control (SDC) is to limit the risk that sensitive information of individual
respondents can be disclosed from a data set (Willenborg and DeWaal, 1996). In case of a microdata
set, i.e., a set of records containing information on individual respondents, such disclosure of sensitive

Chapter
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information about an individual respondent can occur after this respondent has been re-identified; that is,
after it has been deduced which record corresponds to this particular individual. So, disclosure control
should hamper re-identification of individual respondents.

Re-identification can take place when several values of so-called identifying variables, such as “Place
of residence,” “Sex,” and “Occupation” are taken into consideration. The values of these identifying
variables can be assumed to be known to friends and acquaintances of a respondent. When several values
of these identifying variables are combined, a respondent may be re-identified. Consider for example the
following record obtained from an unknown respondent:

“Place of residence = Urk,” “Sex = Female” and “Occupation = Statistician.”

Urk is a small fishing village in the Netherlands, in which it is unlikely for many statisticians to live, let
alone female statisticians. So, when we find a statistician in Urk, a female one moreover, in the microdata
set, then she is probably the only one. When this is indeed the case, anybody who happens to know this
rare female statistician in Urk is able to disclose sensitive information from her record if it contains such
information.

An important concept in the theory of re-identification is a key. A key is a combination of identifying
variables. Keys can be applied to re-identify a respondent. Re-identification of a respondent can occur when
this respondent is rare in the population with respect to a certain key value, i.e., a combination of values of
identifying variables. Hence, rarity of respondents in the population with respect to certain key values should
be avoided. When a respondent appears to be rare in the population with respect to a key value, then
disclosure control measures should be taken to protect this respondent against re-identification (DeWaal and
Willenborg, 1995a).

In practice, however, it is not a good idea to prevent only the occurrence of respondents in the data file
who are rare in the population (with respect to a certain key). For this, several reasons can be given. Firstly,
there is a practical reason: rarity in the population, in contrast to rarity in the data file, is hard to establish.
There is generally no way to determine with certainty whether a person who is rare in the data file (with
respect to a certain key) is also rare in the population. Secondly, an intruder may use another key than the
key(s) considered by the data protector. For instance, the data protector may consider only keys consisting
of at most three variables, while the intruder may use a key consisting of four variables. Therefore, it is
better to avoid the occurrence of combinations of scores that are rare in the population in the data file
instead of avoiding only population-uniques in the data file. To define what is meant by rare, the data
protector has to choose a threshold value Dk, for each key value k, where the index k indicates that the
threshold value may depend on the key k under consideration. A combination of scores, i.e., a key value,
that occurs not more than Dk times in the population is considered unsafe; a key value that occurs more
than Dk times in the population is considered safe. The unsafe combinations must be protected, while the
safe ones may be published.

There is a practical problem when applying the above rule that the occurrence (in the data file) of
combinations of scores that are rare in the population should be avoided. Namely, it is usually not known
how often a particular combination of scores occurs in the population. In many cases, one only has the data
file itself available to estimate the frequency of a combination of scores in the population. In practice, one
therefore uses the estimated frequency of a key value k to determine whether or not this key value is safe or
not in the population. When the estimated frequency of a key value, i.e., a combination of scores, is larger
than the threshold value Dk, then this combination is considered safe. When the estimated frequency of a
key value is less than or equal to the threshold value Dk, then this combination is considered unsafe. An
example of such a key is “Place of residence,” “Sex,” and  “Occupation.”
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SDC Techniques

Statistics Netherlands, so far, has used two SDC techniques to protect microdata sets, namely global
recoding and local suppression. In case of global recoding, several categories of a variable are collapsed into
a single one. In the above example, for instance, we can recode the variable “Occupation.” For instance, the
categories “Statistician” and “Mathematician” can be combined into a single category “Statistician or
Mathematician.” When the number of female statisticians in Urk plus the number of female mathematicians
in Urk is sufficiently high, then the combination “Place of residence = Urk,” “Sex = Female,” and
“Occupation = Statistician or Mathematician” is considered safe for release. Note that instead of recoding
“Occupation,” one could also recode “Place of residence” for instance.

The concept of MINimum Unsafe Combinations (MINUC) plays an important role in the selection of
the variables and the categories for local suppression.  A MINUC provides that suppressing any value in the
combination yields a safe combination.

It is important to realize that global recoding is applied to the whole data set, not only to the unsafe part
of the set. This is done to obtain a uniform categorization of each variable. Suppose, for instance, that we
recode “Occupation” in the above way. Suppose furthermore that both the combinations “Place of
residence = Amsterdam,” “Sex = Female,” and “Occupation = Statistician,” and “Place of residence =
Amsterdam,” “Sex = Female,” and “Occupation = Mathematician” are considered safe. To obtain a uniform
categorization of “Occupation” we would, however, not publish these combinations, but only the
combination “Place of residence = Amsterdam,” “Sex = Female,” and “Occupation = Statistician or
Mathematician.”

When local suppression is applied, one or more values in an unsafe combination are suppressed, i.e.,
replaced by a missing value. For instance, in the above example we can protect the unsafe combination
“Place of residence = Urk,” “Sex = Female” and “Occupation = Statistician” by suppressing the value of
“Occupation,” assuming that the number of females in Urk is sufficiently high. The resulting combination is
then given by “Place of residence = Urk,” “Sex = Female,” and “Occupation = missing.” Note that instead
of suppressing the value of “Occupation,” one could also suppress the value of another variable of the
unsafe combination. For instance, when the number of female statisticians in the Netherlands is sufficiently
high then one could suppress the value of “Place of residence” instead of the value of “Occupation” in the
above example to protect this unsafe combination. A local suppression is only applied to a particular value.
When, for instance, the value of “Occupation” is suppressed in a particular record, then this does not imply
that the value of “Occupation” has to be suppressed in another record. The freedom that one has in
selecting the values that are to be suppressed allows one to minimize the number of local suppressions.
More on this subject can be found in De Waal and Willenborg (1995b).

Both global recoding and local suppression lead to a loss of information, because either less detailed
information is provided or some information is not given at all. A balance between global recoding and local
suppression has to be found in order to make the information loss due to SDC measures as low as possible.
It is recommended to start by recoding some variables globally until the number of unsafe combinations that
have to be protected by local suppression is sufficiently low. The remaining unsafe combinations have to be
protected by suppressing some values.

µ-ARGUS allows the user to specify the global recodings interactively. The user is provided by µ-
ARGUS with information, helping him to select these global recodings. In case the user is not satisfied with
a particular global recoding, it is easy to undo it. After the global recodings have been specified the values
that have to be suppressed are determined automatically and optimally, i.e., the number of values that have
to be suppressed is minimized. This latter aspect of µ-ARGUS, determining the necessary local suppressions
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automatically and optimally, makes it possible to protect a microdata set against disclosure quickly.

The Development of µµ-ARGUS

s is explained above, a microdata file should be protected against disclosure in two steps. In the first
step some variables are globally recoded. In the second step some values of variables should be locally
suppressed. µ-ARGUS, currently under development, will be able to perform these tasks (see Figure

1). µ-ARGUS is a Windows 95 program developed with Borland C++.

Figure 1. -- µµ-ARGUS Functional Design

    
Metadata

To perform its task, µ-ARGUS should be provided with some extra meta information. At this moment,
µ-ARGUS expects the data in a flat ASCII file, so the meta information should contain the regular meta data
like the name, the position and the field width of the variables in the data file. Besides this the user needs to
specify some additional (SDC-specific) metadata:

n the set of  tables to be checked;

n the priority level for local suppression;

n an indication whether a variable has a hierarchical coding scheme -- this knowledge can be
used for global recodings, as the truncation of the last digit is a sensible recoding operation
for these coding schemes;

n a coding scheme for each variable; and

n a set of alternative codes (recoding schemes) for each key-variable.

The user is not required to specify the coding schemes for all the identifying variables. If the coding

A
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scheme is not specified, µ-ARGUS will inspect the data file and establish the coding scheme itself from the
occurring codes.

The level of identification is used to determine the combinations of the variables to be inspected.
However, the user is free to determine the set of combinations to be checked, himself.

Generation of Tables and Marginals and Identification of the MINUCs

In order to identify the unsafe combinations and the MINUC’s, the first step will be to generate the
required tables and marginals. When the data files are available on the PC, the tables will be generated
directly on the PC. However, in the case of very large files stored at an other computer (e.g., a UNIX-box),
the part of µ-ARGUS that generates the tables can also be transferred to the UNIX-computer to generate
the tables there. The ability to run µ-ARGUS on different platforms was the major reason for choosing C++
as our programming language.

When the tables have been generated, it is possible to identify the unsafe combinations. We are now
ready to start the process of modifications to yield a safe file.

Global Recoding and Local Suppression

If the number of unsafe combinations is fairly large, the user is advised to first globally recode some
variables interactively.  A large number of unsafe combinations is an indication that some variables in the
microdata set are too detailed in view of the future release of the data set.  For instance, region is at the
municipality level, whereas it is intended to release the data at a higher hierarchical level, say at the county
or province level. To help the user decide which variables to recode and which codes to take into account,
µ-ARGUS provides the user with the necessary auxiliary information. After these initial, interactive
recodings, the user may decide to let µ-ARGUS eliminate the remaining unsafe combinations automatically.
This automated option involves the solution of a complex optimization problem. This problem is being
studied by Hurkens and Tiourine of the Technical University of Eindhoven, The Netherlands. Details can
be found in Tiourine (1996). In that case, only those MINUCs can be eliminated automatically for which
the SDC-metadata file contains alternative codes. The user should specify a stopping criterion, defining
which  fraction of  the set of  original MINUCs is allowed to remain, i.e., to be eliminated later by local
suppression. The user can continue to experiment with recodings -- both interactive and automatic ones (by
undoing them and searching for alternatives) -- until deciding which set of recodings to keep. Recodings that
have been interactively established imply that the corresponding metadata (code descriptions, etc.) should be
updated as well. If no MINUCs remain the job is finished and the global recodings can be performed on the
microdata. However, in general, there are still MINUCs left which have to be eliminated by local
suppression.
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Final Steps

When the above-mentioned steps have been executed, the result is a safe microdata set. The only thing
left is to write the safe file to disk and to generate a report and a modified metadata description. In the event
that the original data file reside on another computer, µ-ARGUS will generate the necessary recoding
information that will be used by a module of µ-ARGUS that runs on that other machine.

The Development of ττ-ARGUS

esides the development of µ-ARGUS for microdata sets, the SDC-Project also plans development of
τ-ARGUS. τ-ARGUS is aimed at the disclosure control of tabular data. (See Figure 2.)  The theory of

tabular disclosure control focuses on the “dominance rule.” This rule states that a cell of a table is unsafe for
publication if a few (n) major contributors to a cell are responsible for a certain percentage (p) of the total of
that cell. The idea is that, in that case at least, the major contributors themselves can determine with great
precision the contributions of the other contributors to that cell. Common choices for n and p are 3 or 70%,
but τ-ARGUS will allow the users to specify their own choices. However, some modifications to  this
dominance rule exist.

Figure 2. -- ττ-ARGUS Functional Design

B
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With this “dominance rule” as a starting point, it is easy to identify the sensitive cells, provided that the
tabulation package cannot only calculate the cell totals, but also calculates the number of contributors and
the individual contributions of the major contributors. Tabulation packages like ABACUS (made by
Statistics Netherlands) and the Australian package SuperCross have that capability.

The problem, however, arises when the marginals of the table are published also. It is no longer enough
to just suppress the sensitive cells, as they can be easily recalculated using the marginals. Even if it is not
possible to exactly recalculate the suppressed cell, it is possible to calculate an interval which contains the
suppressed cell. If the size of such an interval is rather small, then the suppressed cell can be estimated
rather precisely. This is not acceptable either. Therefore, it is necessary to suppress additional information to
ensure that the intervals are sufficiently large. Several solutions are available to protect the information of
the sensitive cells:

n combining categories of the spanning variables (table redesign) -- more contributors to a cell
tend to protect the information about the individual contributors;

 
n rounding the table, while preserving the additivity of the marginals; and
 
n suppressing additional (secondary) cells, to prevent the recalculation of the sensitive (primary)

cells to a given approximation.

The calculation of the optimal set (with respect to the loss of information) of secondary cells is a
complex OR-problem that is being studied by Fischetti. Details can be found in Fischetti (1996). τ-ARGUS
will be built around this solution and take care of the whole process. For instance, in a typical τ-ARGUS
session, the user will be presented with the table indicating the primary unsafe cells. The user can then
choose the first step. He may decide to combine categories, like the global recoding of µ-ARGUS. The
result will be an update of the table with presumably fewer unsafe cells. Eventually, the user will request
that the system solve the remaining unsafe cells, by either rounding the table or finding secondary cells to
protect the primary cells. The selection of the secondary cells is done so that the recalculation of the primary
cells can only yield an interval. The size of these intervals must be larger than a specified minimum.  When
this has been done, the table will be stored and can be published.

The first version of τ-ARGUS will aim at the disclosure control of one individual table. A more
complex situation arises when several tables must be protected consistently, generated from the same data
set (linked tables). Then, there will be links between the tables that can be used by intruders to recalculate
the sensitive cells. This is a topic of intensive research at this moment. The results from this research will be
used to enhance future versions of τ-ARGUS, to take into account links between tables.
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Chapter

Abstract

Hawaii is a no-fault insurance State which provides for choice of a variety of alternative
therapies for motor vehicle injury victims.  The two most  frequently used providers are medical
doctors (MD) and doctors of  chiropractic (DC).  A large portion of this care is rendered in office
visits,  and can be readily identified from insurance payment records.  The focus of  this study is
the distribution of these types of direct medical care across  crash types and circumstances.  Study
data include police crash reports and 6,625 closed case files of a Hawaii auto insurer for the years
1990  and 1991.  The  files were linked with Automatch, a probabilistic record  linkage program,
using crash date, crash time, gender and birth date as match  fields  (Kim and Nitz, 1995; Match-
ware Technologies, 1996).  The insurance payment file indicates the type of treatment received by
persons injured in collisions.  The  study asks two questions about the choice of care among crash
victims:

n Who goes to a chiropractor?

n What is the relationship between occupant, vehicle and crash characteristics and the 
choice of care?

Background

awaii has had a no-fault insurance system for over twenty-five years (HRS 431:10C).  The program
was initially introduced to assure the availability of automobile liability insurance to all residents with-
out age or gender discrimination.  Underwriting is limited to rate adjustments based on the driving rec-

ord of the individual applicant (HRS 531:10C-111(c)). The program, since its inception, provided that each
motor vehicle operator's own insurance carrier would provide coverage for personal injury protection (PIP)
for all injuries to the operator or his or her passengers, without examination of the issue of fault, up to a
certain value, the medical-rehabilitative limit, or "tort floor," (HRS 431:10C-103(10)(c). This was $15,000
in 1990.)  Injury costs beyond this value could be recovered from a party deemed to be at fault through a
tort action in the courts.  Each vehicle operator's auto policy was also required to provide at least a mini-
mum level of bodily injury (BI) protection for others who might be injured by the insured driver.  This BI
coverage could normally only be touched in the event that the injured party had reached the tort floor by
claims against his or her own PIP coverage or had no PIP coverage.  (A pedestrian, for example, would be
able to make a BI claim directly.)  Insurance carriers also offered additional coverage for uninsured and un-
der insured motorists (UI and UIM).  Hawaii drivers typically purchased these coverages to protect against
catastrophic losses that might be incurred should they be in a collision with an un- or under-insured motorist.
In the event that all available coverages had been exhausted, the injured party's medical insurer was held
responsible for all remaining medical expenses.  The medical insurer was deemed not responsible for any
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auto-related injury cost prior to the exhaustion of auto policy benefits.

The State Insurance Commissioner is authorized to adust the tort floor, every year to set a level at
which 90% of all injury claims will be covered by PIP without resort to a suit (HRS 431:10C-308).  In
1990, the tort floor was $15,000.  If total medical and rehabilitation expenses and loss of wages exceeded
this value, the patient could file a tort suit.  Tort suits could be filed without respoect to monetary values for
permanent and serious disfigurement, permantent loss of use of a body part, or death.  In addition, the In-
surance Commissioner set an annual “medical rehabilitative limit,” a value of medical and rehabilitative ex-
penses which would be sufficient to permit filing of a tort suit.  The medical rehabilitative limit for 1990 was
$7,000, and for 1991 was $7,600.  Until recent reform legislation passed in 1994, the auto injury patient's
choice of medical care facility and the scheduling of therapies recommended was very broad (HRS
431:10C-103(10)(A)(i)).

“All appropriate and reasonable expenses necessarily incurred for medical, hospital, surgical,
professional, nursing, dental, optometric, ambulance, prosthetic services, products and accom-
modations furnished, and x-ray. The foregoing expenses may include any non-medical remedial
care and treatment rendered in accordance with the teachings, faith or belief of any group which
depends for healing upon spiritual means through prayer....”

In this context of open benefit provisions, the state has shown dramatic growth in the availability of
chiropractic services, pain clinics, physical therapy facilities, and massage therapy practitioners.

 The 1992 legislative session (1992 Hawaii Session Laws Act 123, Sec.7) put the auto injury treatment
allowances on the same regimen as the disability-graded allowances for workers' compensation medical care
and rehabilitative therapy (HRS 431:10C-308.5). The fact that there has been broad choice of type and
amount of therapy for  many years suggests that it might be useful to understand the relationships between
objective features of the crash event and the actual choice of care.  To make this analysis possible, it was
necessary to link an auto insurer's payment file to the police motor vehicle accident report file. The next
section outlines the data and procedures used to make this linkage.

Data

he police crash report file is maintained by the Hawaii State Department of Transportation.  The four
county police departments in Hawaii are required to report every motor vehicle collision on a public
road which involves an injury or death or estimated damages of $1,000 or more (in 1990).  The re-

porting form contains extensive description of the crash circumstances, features of the roadway and traffic
environment, and driver characteristics.  Where an injury has been reported, it also contains the police offi-
cer's description of the severity of injury on a five-level scale (K = killed, A = incapacitating injury, B =
non-incapacitating injury, C = possible injury, and 0 = no injury).  Drivers were also identified by their birth
dates.  Two years, 1990 and 1991, form the pool of reported motor vehicle collisions for this analysis.

The insurance file consisted of 6,625 closed case records of a Hawaii auto insurer for the years 1990
and 1991.  The file contained the closing accounting records on these cases, showing the total of all sums
paid out, and the elementary data on the characteristics of the crash and the injured party.  All records rep-
resented claims actually paid; the maximum payment is the policy limit chosen by the insured in buying the
policy.  For this particular group of policies, the maximum policy limit the company offered was $300,000.
Any additional coverage that might have been carried by way of an umbrella clause appeared in a different
set of accounts.  Injured persons were identified by birth date, gender, and date and time of the collision.
The crash date, crash time, gender and driver age are common to both files, and provide a basis for linking
the insurance payouts to details on the crash itself.  Another insurance file contained details of about 58,000
transactions recording specific payments made in processing the claim.  This file was initially processed by
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extracting the payee field as a SAS character field, and parsing it for common character combinations of the
license designations MD (Medical Doctor) and DC (Doctor of Chiropractic). The file was then summed by
claimant; applicable office call charges for MD and DC services were used to create separate analysis vari-
ables.  This summary file was then merged with the matched crash and insurance event record file.

The Matching Procedure

atchware Technologies's Automatch 4.0 was used to match the crash and the closed case file in three
steps (Matchware Technologies, 1996).   (See Kim and Nitz, 1995, for a more extensive discussion
of the Automatch application.)   Pass 1 divided the file into homogeneous blocks based on age and

sex, and matched on time of crash, date of crash, and birth date. The log frequency distribution of the Fel-
legi-Sunter match weights for Pass 1 is shown in Figure 1. For Pass 1, 2,565 record pairs were designated
as matches, with match weights meeting or exceeding the cutoff value. The optimal cutoff for the first pass
was 16.0, which marks a relatively clear division in the distribution, as indicated in Figure 1. (The count of
nonmatches with match weights of -19 and lower was truncated at 80,000 pairs, and the observed frequen-
cies (+.5) were logged for display purposes.)

Pass 2 blocked on date of crash and sex, and matched on time and birth date. An additional 1,001 rec-
ord pairs were selected as matches with a criterion value of 12.0.  Pass 3 was designed to pick up erroneous
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recording of military time values.  A field was created in the driver crash record which recoded afternoon
and evening times into the 12-hour time scale.  The cases were blocked on date and birth date and matched
on sex and the 12-hour time value. Only seven additional cases were identified, using a criterion value of
7.0, to produce a total matched set of 3,573 cases.  (The analyses to follow report the smaller numbers with
complete information on crash characteristics of interest.)

ID values were extracted from the match output file and used to index the matching cases in the crash
report, EMS run report,  and insurance case files.  These were then directly merged by common ID values
in a SAS step.

Match Results

 comparison of the distributions of the police crash file and the matched file  suggest parallel profiles
for temporal and environmental crash characteristics.  Of the insurance cases, 3,573 (54%) were
matched to drivers and other  principals identified by birth date in the crash file.  There were no  sig-

nificant differences in the two distributions by intersection/mid-block location (Chi-square=.51, 1 df, p<.48,
phi=.002), month (Chi-square 5.77, 11df, p<.89, phi=.008) or day (Chi-square= 4.09, 6 df, p<.66,
phi=.007).  The profiles for time distribution by hour, urban/rural location, and daytime and nighttime  peak
traffic periods showed significant, but low level differences (phi coefficients generally <.02).  Gender, hu-
man factor, and police judgements of  injury severity differed substantially across the two files, with the
matched insurance file being more seriously injured (57% of insurance claimants denoted "not injured" ver-
sus 74% of the police report file), more female (46%  female in the insurance file to 34% in the police report
file), less likely to report driving errors (62% v. 55%), and less likely to report human factor  problems (55%
to 49%).

Findings

Who Goes to the Chiropractor?

arlier work with matched cases in Hawaii suggests that the configuration of the crash event, in particular
crash type, and driver behaviors (human factors, driving errors, and other fault indicators) are major
determinants of injury outcomes (Kim et al., 1995; Kim and Nitz, 1996; Kim et al., 1994). The linked

insurance file allows further examination of the role of these factors, along with standard demographic indi-
cators, in the choice of medical and therapy office calls.

In this discussion, we will first present effects that distinguish crash victims who use three classes of
therapy: only chiropractic services; only medical services (MD-only); and some combination of chiropractic
and medical services.  Next we will discuss the patterns of therapy choices for demographic groups, then we
will examine care usage for specific crash circumstances.

Relatively few of the crash drivers -- 89 persons,  about 7% of the cases with detailed crash data, used
only chiropractic services. This is a somewhat unexpected finding, considering the popularity of chiropractic
care for auto trauma cases.  Forty-four percent of the group using only chiropractic services were male, as
opposed to 55% for those using both chiropractic and physician services, and 50% for those using only phy-
sician services.  The most frequent age group for chiropractic-only use was 21-34 year-olds, with a 53% use
rate, as opposed to 45% for those using both chiropractic and physician care and 36% for MD care alone.
Those in the 45-64 age group comprised about 10% of the chiropractic service users, compared with 19%
of the MD-only users.  Seventy-one percent of the chiropractic-only users had no police recorded driving
errors, as opposed to about 58% for users of the chiropractic and physician combination users and the MD-
only users.
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The small number of chiropractic-only users suggests that the group might be combined with those
who use both chiropractic and physician services.  Over 1,400 cases used a combination of  chiropractic and
physician services, and 1,105 used only physician services. Grouping all chiropractic users together will
permit examination of the question of who goes to a chiropractor in Hawaii.

Table 1.—Chiropractic and Physician Office Visits by Driver Gender

Sex of Occupant Chiropractic Use MD Only Totals

N % N  % N %

Female 722 45.35 550 50.00 1,272 47.25
Male 870 54.65 550 50.00 1,420 52.75

All 1,592 100.00 1,100    100.00 2,692 100.00

Chi-square = 5.64, 1 df, p< .018

Table 1 presents the choice of therapy by gender.  The  MD-only users were evenly split between men
and women, while 55% of the users of chiropractic services were men. The pattern of usage by age is
shown in Table 2.  The age profiles differ significantly (p<.001).  The 21-34 year-old group constitutes 47%
of the chiropractic users, while it accounts for only 37% of the MD-only users.  At the higher end of the age
scale, the 45-64 year-old group comprises 13% of the chiropractic users, but 20% of the MD-only users.
The pattern appears to suggest rapidly declining use of chiropractic services and relatively slower decline in
use of MD-only services as individuals age.  Other age groups do not differ meaningfully in chiropractic and
MD use.

What Is the Relationship Between Occupant, Vehicle, and Crash Characteristics
and Choice of Care?

There are slight differences in police-reported seatbelt use for chiropractic and physician service users,
with 97% of the chiropractic users reporting belt use, and 95% of MD-only users report having been belted
during the crash, as shown in Table 3.  The crash report belt use rate is higher than previous independently
observed belt use rates in the 80% range.  Hawaii has a primary enforcement law for seatbelt violations.
The penalties for being unbelted may raise reported belt use rates.

Table 2.—Chiropractic and Physician Office Visits by Driver Age

Driver Age Chiropractic Use MD Only Totals

N % N  % N %
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Less than 15 27 1.70 17 1.55 44 1.64
15 - 18 84 5.30 102 9.32 186 6.94
18 - 21 143 9.02 95 8.68 238 8.88
21 - 34 748 47.16 401 36.65 1,149 42.87
35 - 45 302 19.04 215 19.65 517 19.29
45 - 64 212 13.37 214 19.56 426 15.90
65 + 70 4.41 50 4.57 120 4.48

    All                             1,592         100.00 1,100    100.00 2,692     100.00

Chi-square = 47.76, 6 df, p < .001

Table 3.—Chiropractic and Physician Office Visits by Seatbelt Use

Seatbelt Use Chiropractic Use MD Only Totals

N % N  % N %

Not belted   48 3.17   52   4.98 100 3.90
Belted 1,468 96.83 993 95.02 2,461 96.10

All 1,516      100.00 1,045     100.00 2,561    100.00

Chi-square = 5.4, 1 df, p < .020

The distribution of users of chiropractic versus MD-only care differs in a number of ways across types
of crashes.  Table 4 illustrates the distribution of care choices across crash types commonly considered "at
fault."  (The “at fault” drivers are identified as those striking another car, and those involved in rollovers.)
The fault profiles of the two usage groups differ significantly.  The not-at-fault drivers comprise 58% of the
chiropractic users and 64% of the MD-only users.  These rates are consistent with a pattern of using serv-
ices more frequently when another party is felt to be at fault.

Table 4.—Chiropractic and Physician Office Visits by Crash Fault

Fault Chiropractic Use MD Only Totals

N % N    % N  %

At fault 540 42.32 287 35.83 827 39.82
Not at fault 736 57.68 514 64.17 1,250 60.18



Nitz and Kim

156 n

All 1,276      100.00 801 100.00 2,077   100.00

Chi-square =8.65, 1 df, p < .003

Table 5 illustrates the relationship between care choice and police reported injury severity.  The pro-
files differ significantly (p< .001). Of the chiropractic service users, 64% are reported by police to be “no
injury” cases, while only 46% of the MD-only group are reported without injury at the scene.  Computing
the fraction of each injury level which uses MD-only services indicates that the 34% of those reported as no
injury use MD services only, the rest using a combination of chiropractic and physician services.  Sixty-six
percent of those with incapacitating injuries using MD-only services, while only 17% use a combination of
both chiropractic and physician services.

Table 5.—Chiropractic and Physician Office Visits by Police Reported Injury Severity

     Police Injury Severity Chiropractic Use MD Only Totals

N % N  % N %

    No injury 853 63.70 447 46.13 1,300 56.33
    Possible injury 252 18.82 231 23.84 483 20.93
    Non-incapacitating injury 211 15.76 243 25.08 454 19.67
    Incapacitating injury   22 1.64   43 4.44 65 2.82
    Fatality     1 0.07     5 0.52   6 0.26

    All 1,339       100.00 969     100.00 2,308     100.00

    Chi-square = 82.21, 4 df, p < .001

Crash type affects the distribution of care choices also, as shown in Table 6.  Sixty-two percent of the
chiropractic service users were involved in rear-end collisions, while only 54% of the MD-only users were
involved in rear-end collisions. Head-on collisions  and rollovers account for  3.5% of chiropractic users,
compared to 8.1% of MD-only users.  Broadside collisions, similarly, account for more MD-only than chi-
ropractic usage (25% to 21%).

Table 6.—Chiropractic and Physician Office Visits by Crash Type

     Crash Type Chiropractic Use MD Only Totals

N % N  % N %

    Broadside 269 20.53 215 25.29 484 22.41
    Head on/rollover   46 3.51   69 8.12 115 5.32
    Rear end 816 62.29 458 53.88 1,274 58.98
    Sideswipe 179 13.66 108 12.71 287 13.29
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    All 1,310      100.00 850     100.00 2,160     100.00

    Chi-square = 32.29, 8 df, p < .001

Human factors show several small effects on care choice (see Table 7).  Chiropractic service users are
slightly more likely to have committed misjudgements than MD-only users (12% to 9%), and about half  as
likely to have been in an alcohol or fatigue related crash as MD-only users (1.4% to 3.5% and 1.3% to
2.1%, respectively).

Table 7.—Chiropractic and Physician Office Visits by Human Factors

      Human Factors Chiropractic Use MD Only Totals

N % N  % N %

    Inattention 331 20.92 233 21.47 564 21.15
    Misjudgement 190 12.01 100 9.22 290 10.87
    Fatigue   22 1.39   38 3.50   60 2.25
    Alcohol   21 1.33   23 2.12   44 1.65
    Other   70 4.42   61 5.62 131

4.91
    None 948 59.92 630 58.06 1,578 59.17

    All 1,582      100.00 1,085 100.00 2,667     100.00

    Chi-square = 22.17, 5 df. P < .001

A  variety of  driving errors are known to lead to different types of crashes (Kim et al., 1995)   Table 8
shows that chiropractic user crashes consisted of 3.5% involving excess speed, while MD-only users in-
volved 4.9% crashes involving excess speed.  A similar pattern is found for driving the wrong way: 11% of
chiropractic users, and 13% of MD-only users were involved in these types of crashes. (Driving the wrong
way includes driving in the wrong lane, crossing the centerline, improper passing, and related offenses.)
Following too closely accounted for nearly twice as much chiropractic as MD-only use -- 9.5% of chiro-
practic users followed too closely, while only 5.3% of the MD-only users did so.

Table 8.—Chiropractic and Physician Office Visits by Driver Errors

      Driver Errors Chiropractic Use MD Only Totals

N % N  % N %

    Excess speed   56 3.53   54 4.94 110 4.10
    Disregard controls   20 1.26   28 2.56 48 1.79
    Driving wrong way 174 10.96 146 13.36 320 11.94
    Improper turn     8 0.50     2 0.18   10 0.37
    Following too closely 145 9.13   58 5.31 203 7.57
    Other 150 9.45 121 11.07 271

10.11
    None 1,035 65.18 684 62.58 1,719 64.12
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    All 1,588       100.00 1,093 100.00 2,681     100.00

    Chi-square = 29.08, 6 df, p < .001

Summary and Discussion

he set of  police crash report records matched to insurance claim records is associated with higher levels
of injury than the unmatched police reports.  It also has a larger proportion of females than the overall
police report population. Typical environmental variables, such as time of day and intersection vs. mid-

block location, show no meaningful differences between the matched and unmatched cases.  The principal
distinguishing factor in the reported crashes which match to insurance records appears to be the severity of
injury -- more severe injuries result in more frequent insurance claims.

This study provides new and useful information about the choice between traditional medicine, and ap-
proaches which rely to some degree on alternative forms of care, in this case, chiropractic care.  Several
conclusions emerge from the analysis:

n persons who are “not-at-fault” (usually the struck party) use MD and chiropractic services more
frequently than those “at-fault;”
 

n the use of chiropractic services is substantially higher than the use of MD-only services among oc-
cupants with low severity police reported injuries;
 

n those who commit what might be seen as the most serious driving errors in the course of a collision
(driving on the wrong side, ignoring traffic controls, speeding) are less likely to use chiropractic care
than those who commit no errors or more minor errors (e.g., following too closely, inattention,
misjudgment);
 

n when the driver has been impaired by alcohol, the use of chiropractic services is about half  the
level of use of MD-only services;  and
 

n more chiropractic services are used by men than women, particularly in the ages of 21 to 34.
 
Our study has a number of limitations.  The first stems from the nature of the auto insurance market in

Hawaii: no single insurer holds a very large share of the total market, so the number of policies, and thus
claims paid by each insurer are relatively small.  The second is that the data spans only a portion of a time
period in which three substantial changes have been made to Hawaii’s motor vehicle insurance laws.  The
third is the restriction of the present analysis to choice of care, rather than total cost of care.

There is decidedly a need for additional research to address these limitations. Case files from additional
insurers would increase the pool of claims, and allow exploration of whether company practices affect claim
patterns.  Extending the time period covered from 1990-91 through 1995-96 would span a major change in
the way chiropractic charges were to be reimbursed under Hawaii motor vehicle insurance policies, provid-
ing a natural quasi-experiment. This would allow a test of the effect of subjecting chiropractic treatment to
the workers’ compensation schedule.

New research questions on choice of therapy could extend the results of this study by examining some
questions not raised in the present study.
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n That is the relationship between fault and the quantity and cost of chiropractic or other alternative
care used?
 

n How do drivers’ prior histories in terms of traffic violations or insurance claims affect the nature of
the care they choose when injured in a collision?
 

n How would the patterns of choices and costs of care differ in a pure tort law state?
 
n There is clearly a need for more research on the role of crash and occupant characteristics in choice

of therapies.
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Chapter

Abstract

A probabilistic linkage of two files is performed using the theory derived by Fellegi and
Sunter (1969). The decision on whether a unit from each file are linked is based on the linkage
weight obtained. In effect the linkage weight, a one-dimensional variable, is divided into three
ranges: one for which links are accepted, one for which they are rejected and the intermediate
range, where a link is possible. Manual inspection of possible links is needed to decide which ones
represent the same unit. At the end of the linking procedure, the accepted links and those possible
links that were confirmed by the manual check are kept. Under certain conditions, the results of
this check provide all the information needed for a quantitative evaluation of the quality of the
links.  In this article we present a brief description of the Reverse Record Check (RRC) and the
role of probabilistic linkage in this project.  We then offer a definition of the reliability of a link
and describe a procedure for estimating the minimum reliability of the links kept, using a fitted
logistic regression model based on the manual checking of the possible links. Finally, we present
the results obtained for the RRC96, describing the number of links obtained and the reliability of
those links.

Introduction

hen a probabilistic linkage is performed between two files, any of several approaches may be used.
Depending on the approach chosen, it may be that among the linkage weights obtained, there will be
a limited number of different values.  In this case, a number of links are associated with each weight,

and we can proceed by sampling to estimate the proportion of true links for each possible weight value.
The next step is to manually inspect the links sampled.  It may also happen that the set of possible values of
the linkage weight will be quite varied.  This may result in the use of a great number of comparison rules,
each making a different contribution to the total weight depending on whether or not there is a match
between the fields compared. This variety of weights may also result from the use of comparison rules that
assign frequency weights in the event of a match. The use of frequency weights means that where there is a
match, a different contribution is made to the total weight depending on whether the content of the fields
compared is more or less frequent in the population.  For example, a larger contribution is made when there
is a match on a relatively rare family name.  In the case of a set of varied weights, the distribution of links
on the basis of the linkage weights closely resembles a continuous distribution.  The proportion of true links
may then be estimated by grouping the weights by intervals or by using a logistic regression.  The use of
logistic regression was chosen as the method of estimating the proportion of true links in the linkage of the
1996 Reverse Record Check (RRC96) with the 1990 Revenue Canada files (RCT90), since in that  linkage,
a number of comparison rules were involved.  Furthermore, for two of the fields compared, namely family
name and the first three entries of the postal code, frequency weights were used.
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The Reverse Record Check

he purpose of the reverse record check is to estimate the errors in coverage of the population and of
private households in the Census.  It also seeks to analyse the characteristics of persons who either
were not enumerated or were enumerated more than once.  The method used is as follows:

n Using a sample frame independent of the 1996 Census, a sample is drawn of persons who should
have been enumerated in the Census.

n A file is created containing as much information as possible on these persons and their census
families.

n If possible, the addresses of the selected persons (SP) and their family members (close relatives
living under the same roof) are updated using administrative files.

n Retrieval operations are carried out by interviewers in order to contact the selected person and
administer a questionnaire to him or her.  The purpose of the questionnaire is to determine the
addresses at which the person could have been enumerated.

n Search operations are carried out on the questionnaires and in the Census database in order to
determine how many times the selected  person was enumerated.

The Role of Probabilistic Linkage

robabilistic linkage is used in the address updating procedure.  In this procedure there are two principal
stages.  First, probabilistic linkage of the RRC96 with the Revenue Canada 1990 (RCT) file is carried
out.  The reason for choosing the year 1990 is that this database was created in early 1991 and the

sample frame of the RRC is largely made up of the database of the 1991 Census and the files of the
RRC91.  When this linkage is successfully completed, we obtain the social insurance number (SIN) of the
selected person or a member of that person’s family.  In the second stage, an exact linkage is made between
the RRC96 and the 1991, 1992, 1993, and 1994 Revenue Canada files in order to obtain the most recent
address available in those files.  For this linkage, the SIN is used as an identifer.  It is by means of these
addresses that we can begin tracing the selected persons by the RRC.

During operations to link the RRC sample with the 1990 Revenue Canada files, we determined, for
each of the eight region-by-sex groups, a threshold linkage weight beyond which all links were considered
definite or possible and were retained for the next stage.  Subsequently, we checked the weakest links in
order to determine whether they were valid or false.  This enabled us firstly to eliminate the false links
before proceeding to subsequent operations and secondly to determine the reliability of the links retained.
Two other approaches may be used.  One can define a fairly low linkage weight beyond which all links are
kept without being checked.  This yields a greater number of links, some of which have little likelihood of
being valid.  There are two drawbacks to this approach.  First, it means that the interviewers responsible for
tracing selected persons are given more false leads.  This can result in time loss during tracing and a greater
probability of interviewing by error a person other than the one selected in the sample.  Second, the update
address is processed in the search operation. This too can needlessly increase the size of this operation.  The
other possible approach is to define a fairly high linkage weight beyond which all links are retained  without
being checked.  They yields fewer links, but those obtained have a strong probability of being valid.  The
disadvantage of this method is that it increases the number of persons not traced.  This type of nonresponse
is more common in the case of persons living alone, and such persons are also the ones who have the
greatest likelihood of not being enumerated.  It is for this reason that we preferred the approach that requires
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manual checking but serves to reduce this type of nonresponse without needlessly expanding the tracing and
search stages.

Checking Procedure

n light of  the amount of data to be processed, linkage is carried out separately in eight groups defined by
the sex and the geographic region of the individual to be linked.  The four geographic regions are:  Eastern
Canada, Quebec, Ontario, and lastly, Western Canada and the Northwest Territories.  For each of the

four regions it is necessary to define a grey area within which links are considered “possible” rather than
being accepted automatically.  This area extends from the lower boundary weight (LOW) to a weight
determined iteratively (UPP) in the course of checking.  The point LOW is determined through guesswork,
by examining the links ranked by descending order of weight.  The persons engaged in this task try to
choose a point LOW such that manual checking will be done when links have a fairly high probability of
being valid (approximately 75%).  The checking begins with UPP chosen such that the grey area contains
roughly 1.5% of the links retained for the region in question. To reduce the workload, some of these links
are then checked automatically, in the following manner: when both spouses in a household have linked, if
one of the two (C1) obtained a high linkage weight and if in addition that person’s record at RCT is found to
contain the SIN of the spouse (C2), and if that SIN is the same as the one found in the record that is linked
with C2, then the link of C2 with RCT is considered reliable, even if it obtained a linkage weight within the
grey area.  All the links in the grey area that did not satisfy the foregoing criterion were checked manually.
These checks were carried out using all available information on the household as a whole.  After the entire
grey area was checked, if the number of rejected links seemed high, UPP was changed so as to add from
1.5% to 2% more links to the grey area. These two steps (choosing UPP and checking) were repeated until
the rejection rate for the links checked seemed lower than 10% for links with a linkage weight close to UPP.

Shown below, for each region, are the grey area boundaries, the percentage of links within those
boundaries and the total percentage of links rejected in the grey area.

Table 1. -- Results of Checking

Region LOW UPP Percentage of Links
Checked

Percentage of Links in
Grey Area Rejected

Eastern 222 244 1.5 2.1

Quebec 221 304 7.5 23.0

Ontario 274 309 2.0 1.2

Western 219 258 1.5 4.9

As stated in the introduction, these checks are useful in two ways.  First, they serve to eliminate most
of the false links.  They therefore enhance the quality of the set of links obtained.  Second, these checks
enable us to form a data set that contains, for various links, both their status (valid or false) and their linkage
weight.  Using this data set, we were then able to assess the reliability of the accepted links.

Definition of the Reliability of a Link

he probabilistic linkage procedure consists in calculating, for each pair of records, a weight W based on
whether the fields compared match or do not match and on the probability of matching these fields

I
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given a linked pair or an unlinked pair.  Generally, during the matching procedure, we try to determine a
lower boundary and an upper boundary  such that pairs with a weight lesser than LOW are rejected, those
with a weight greater than UPP are accepted and those between these two boundaries are considered as
possible links and eventually undergo another classification procedure.  The following figure illustrates these
concepts.

Figure 1.--Distributions of Pairs of Records by Linkage Weight

In linkage, two types of error are possible:  accepting a pair that is not linked (A) or rejecting a linked pair
(R).  We are usually interested in the following probabilities:

P(accept a link | the pair is not linked) = P(W>UPP | the pair is not linked) and
P(reject a link | the pair is linked) = P(W<LOW | the pair is linked),

which are called classification error probabilities.  We try, then,  to choose LOW and UPP such that these
two probabilities meet certain optimization criteria (see Fellegi and Sunter).  Methods for estimating these
probabilities may also be obtained by using samples of accepted links and rejected links that are checked
manually (see Armstrong and Mayda, 1993 for a partial review of these methods).  For the RRC96, we
proceed differently.  We determine a point LOW below which all links are rejected, but we do not define in
advance a point UPP that would separate possible links from definite links.  This point is instead determined
during the manual check when it is felt that the links checked exhibit a high enough frequency to stop
checking.  Here we are instead interested in the following probabilities:

P(the link is valid | the link is accepted) = P(valid | W>UPP)   and
P(the link is valid | the link is rejected) = P(valid | W<LOW).

These two probabilities will be called the reliability of accepted links and the reliability of rejected links.
It should be noted that the term reliability applies here to a link and not to the procedure that leads to the
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acceptance or rejection of this link.  We therefore speak of the reliability of a rejected link as being the
probability that this link is valid, which in fact amounts to a classification error.  We could estimate these
two probabilities respectively by the proportion of linked pairs among the accepted links and the proportion
of linked pairs among the rejected links.  These estimates would require manual checking of two samples
drawn respectively from the accepted links and the rejected links.  We ruled out this method for two
reasons.  First, the rejected links set was not retained.  Second, for an estimate of a very low error rate to be
acceptable, a very large sample is required, which means that the more successful the linkage procedure, the
more costly the quantitative evaluation of the reliability of links using two samples.  We therefore chose an
alternative that allows us to use checking in the grey area rather than requiring checking of one or two
additional samples.

Reliability Evaluation Procedure

e can speak generally of  P(valid | W>UPP), which is the reliability of the links in the accepted links
set, and of P(valid | W<LOW), the reliability of the links in the rejected links set;  but we cannot
speak more specifically of P(valid | W), the proportion of valid links in the subset consisting of pairs

with linkage weight W.  The proportion P(valid | W) may be defined as the reliability of a link of weight W.
When we speak of quantitative evaluation, we may want to obtain a general estimate of the reliability of the
accepted links and the rejected links, or we may want more specifically to estimate P(valid | W) for certain
critical values of W.  Since this probability increases with W, we have only:

P(valid | W=UPP) constitutes a lower boundary for the reliability of the accepted links.
P(valid | W=LOW) constitutes an upper boundary for the reliability of the rejected links.

In addition, no error is associated with the grey area, meaning that we consider that the manual check is a
total success.  Our quantitative evaluation therefore consists in estimating P(valid | W=UPP) and P(valid |
W=LOW).  To do this we use a logistic regression model, the parameters of which are estimated from the
links in the grey area.  This method is based on two assumptions.  First, it must be assumed that the variable
W is linked linearly to the logit function of the reliability to be estimated (logit(p)=log(p/1-p)).  The logistic
model is of the following form:

logit(p | W) = αα  + β β  W, where p is the probability that the link is valid.

This condition, which constitutes a test of goodness of fit for the model, is verified by a method described in
the appendix.  Second, the grey area must contain a sufficient number of unlinked pairs with various W
values.  When the number of unlinked pairs in the grey area is insufficient, the hypothesis β=0 cannot be
rejected at a meaningful level.  In the latter case, the proportion of valid links in the grey area is very high
and can serve as the upper boundary for P(valid | LOW) and the lower boundary for P(valid | UPP).  It
should be noted that such a situation means that we have been too strict in choosing the cutoff point LOW
in the linkage operations, and have therefore rejected many valid links and inappropriately used manual
checking on a set of links with very high reliability.  The procedure proposed is therefore the following:

n Check links in the grey area; each pair is considered linked or unlinked.

n Estimate parameters α and β of the logistic regression.

n Test the goodness of fit of the model and test the hypothesis β=0.

n If the results of the tests are satisfactory, estimate P(valid | W=UPP) by using
logit(P(valid | W=UPP)) = α +β UPP and estimate P(valid | W=LOW) by using
logit(P(valid | W=LOW)) = α +β LOW.

W
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n If the results of the tests do not allow us to use the model, we merely estimate the proportion of
valid links in the grey area.

Results

hown below are the results obtained for the four regions.  The estimates are made using both males and
females, since introducing the sex variable into the logistic regression does not make a significant
contribution.

Table 2. -- Estimate of Reliability

Region Eastern Quebec Ontario Western

Estimate of regression
equation

logit(p)= -2.82 +
0.0165 W

logit(p)= -12.70
+0.0665 W

Estimate of reliability
at W=LOW

69.6%     86.6%

Estimate of reliability
at W=UPP

  > 97.9% 90.0%    > 98.8%     98.8%

Estimated W for which
reliability is 90%

304      224

For Eastern and Ontario regions, we didn’t find enough unlinked pairs to do a logistic regression. This
means that we could probably have set LOW lower in the linkage operations.  For Quebec and Western
regions, we estimated the reliability using the logistic regression model. It will be recalled that we check
either 1.5% of the weakest links or several series of links until the estimated reliability at W=UPP seems to
us to be greater than 90%.  For Region 2, the estimate of 90% for reliability at UPP shows that we
succeeded in choosing UPP such as to ensure good reliability of links while minimizing manual checking.

It should be recalled that:

n All links in the grey area were checked, and those that were false were rejected.

n The estimated reliability at point UPP is a lower boundary for the reliability of the accepted links.
n The overall reliability in the interval [LOW,UPP] is also a lower boundary for the reliability of the

accepted links.

We therefore estimate that the accepted links have a reliability greater than 97.9% in the Eastern
region, greater than 90% in Quebec, greater than 98.8% in Ontario, and greater than 98.8% in the Western
region.

It should lastly be noted that often in linkage procedures, the approach used is one that seeks to retain
as many links as possible.  In such cases, the LOW and UPP boundaries are set much less strictly than was
done for the RRC-RCT linkage.  In that situation, using the method described here could prove to be
ineffective or even discouraging, since the reliability calculated by means of logistic regression is a lower
boundary for the reliability of the accepted links.  In some cases, that boundary could be very low although
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the overall rate of false links is acceptable.  In such cases, it may be preferable to instead use a sample of
the accepted links to estimate reliability generally.

Linkage Results and Conclusion

fter choosing LOW and UPP and determining the links to be retained (either automatically or by
manual checking), we obtain the following linkage rates for Canada’s different geographic regions:

Table 3. -- Linkage Results by Region

Region Eastern Quebec Ontario Western

Selected person(SP) linked        57%     54%     58%       54%

SP not linked but other family
member linked

      36%     35%     31%       36%

No linkage         6%     10%       9%         9%

Linkage not attempted         1%       1%       2%         1%

Sample size 12,440 7,328 9,243 16,820

As may be seen, an update address is obtained for more than half of the selected persons, with an
address reliability greater than 90%.  As regards persons who are not linked, in many cases another member
of the household is linked, so that we can nevertheless obtain a valid address for tracing in roughly an
additional 35% of cases.

These results should enable us to obtain a satisfactory response rate for the RCC96.

To verify the linearity of the relationship between the logit of reliability and weights W, we grouped the
weights into intervals and worked with the midpoints of these intervals. For the two regions where a model
has been used, the model obtained in this way is very close to the one obtained by means of logistic
regression.  This confirms that the logistic model functions well for predicting the reliability of the links in
the manual checking range. This model could also be used on a sample of links checked during the linkage
procedure, so as to determine UPP and LOW points that result in both an acceptable level of reliability and
a reasonable amount of manual checking, or even to choose to change the linkage rules if we suspect that it
will not be possible to achieve these two objectives simultaneously.
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Abstract

This chapter focuses on the construction of a dataset that links together tax records and con-
templates possible uses of these data.  I first provide an overview of scholarly work regarding in-
herited wealth and establish the need for intergenerationally linked data. I then discuss techniques
that I used to work with Federal estate tax returns filed in Wisconsin up to 1981 (which included
93,539 decedents and their 299,688 beneficiaries).  By combining a standardizing/matching soft-
ware package with a series of SAS programs, I linked these records to form a database containing
27,535 observations.  Each observation has information on an individual who was reported on at
least two estate tax returns:  once as a decedent and at least once as a beneficiary.  Of the 27,535
observations, 6,453 are matched pairs and the remaining 21,082 are likely pairs.  I conclude by
revealing certain problems associated with linking together tax records and by suggesting future
research.

Introduction

he only sure things in life are death and taxes – and, unfortunately for some, death taxes.  Fortunately
for the rest of us, Federal estate tax data offer a rare opportunity to observe the total wealth, portfolios,
and bequest behavior of certain individuals.  Not only that, these data can be linked across generations,

providing testing grounds for hypotheses about motives for intergenerational transfers, tradeoffs of family
size and bequest amount, and the like.  I have used all the estate tax records filed in Wisconsin from 1916 to
1981 to assemble just such a data set.  These data consist of 27,535 observations; each observation has in-
formation on a single individual who was reported on two estate tax records:  once as a decedent and once
as a beneficiary [1]. Of this number, 6,453 are matched pairs and the remaining 21,082 are likely pairs.
Figure 1 illustrates the configuration of each observation.  In addition to the linked data, a residual set of
272,153 beneficiaries did not match to any decedent.

Figure 1. -- Configuration of an Observation in the Matched Data Set

Beneficiary File (299,688 obs.) Decedent File (93,539 obs.)

Decedent
     |
     |
     | 27,535 obs.
Beneficiary Joseph McCarthy -------------------------- Decedent Joseph McCar-

thy
 |
 |

Beneficiaries

Chapter
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What follows is, first, a brief overview of some of the questions and theories that scholars have put
forth regarding wealth and intergenerational transfers.  I then turn to a fuller description of the data, a dis-
cussion of the linking methodology, and a short mention of the empirical work that lies ahead.

The Importance of Inherited Wealth

or a variety of reasons, scholars have studied the transfer of wealth across generations.  Some have fo-
cused on macroeconomic issues such as the influence of wealth transfers on the distribution of wealth
(Menchik, 1979; Kotlikoff and Summers, 1981; Modigliani, 1988; and Tachibanaki, 1994), the degree

to which intergenerational wealth transfers affect savings rates across countries (Darby, 1979; Hayashi,
1986; and Kotlikoff, 1988), and the interaction of cross-generational transfers and fiscal policy (Barro,
1974; and Aaron and Munnell, 1992).  Others have concentrated on microeconomic questions such as the
propensity of parents to compensate their less able children or, alternatively, to leave more money to their
relatively capable offspring (Becker and Tomes, 1979; and Tomes, 1981).

In the process, researchers have speculated as to the appropriate model of behavior.  Do individuals
leave bequests because they care about their descendants or other heirs?  Or do people design bequests
strategically to induce potential heirs to offer attention and companionship?  Or might the leaving of an es-
tate simply be a mistake born of miscalculating one’s own mortality? (Kotlikoff and Spivak, 1981; Bern-
heim, Schleifer, and Summers, 1985; Abel, 1985; Hurd, 1987; Modigliani, 1988; Lord and Rangazas, 1991;
Altonji, Hayashi, and Kotlikoff, 1992; Gale and Scholz, 1994; Abel and Kotlikoff, 1994; Hurd, 1994; Ar-
rondell, Perelman, and Pestieau, 1994; Yagi and Maki, 1994; and Tachibanaki and Takata, 1994.)  Profes-
sors Martin David and Paul Menchik (1982) took yet a different tack.  They used wealth data to estimate
propensities to bequeath out of earnings.   Although they did not propose any new theories, David and
Menchik cast doubt on an old one:  their results indicated that the life-cycle hypothesis cannot explain the
bequest behavior of a set of Wisconsin decedents [2].

Others have posed additional interesting questions.  Do people behave differently – choose alternative
occupations or retire early, for example – if they receive or anticipate a bequest?  What relationship do es-
tate size and life insurance bear to a decedent’s earnings?  What connections exist among fertility, estate
size, and earnings?  Can one find evidence, for instance, of a tradeoff between the number of children and
the wealth left to each one (Becker and Tomes, 1976; Behrman, Pollak, and Taubman, 1982; Wahl, 1986;
and Wahl, 1991)?  Do people tend to allocate estates equally among their children?  Are people increasingly
“spending the kids’ inheritance,” as the bumper stickers proclaim?  What patterns in charitable giving have
appeared over the years?  Is age at death related to lifetime earnings?  Many of these questions remain
open.  Answering them requires a sufficiently large, intergenerationally linked data set that contains compre-
hensive demographic and socioeconomic information.

The Original Estate Tax Data:  Saved in the Nick of Time

state tax records contain a wealth of data on a nation’s citizens.  One can find not only detailed infor-
mation on accumulated capital and portfolio holdings but also clues about family composition, residence
and migration patterns, fertility, and mortality.  By dint of much effort (and good computer software)

one can even link records together to reconstitute families and their financial and demographic histories.  I
have drawn upon Federal estate tax records to do just this.

Let me offer a short history of the initial data collection effort.   In 1916, the modern Federal estate tax
came into being – well before modern computers, but recently enough that paper documents still existed in
archives seven decades later.  In efforts to clean house during the Reagan years, zealous politicians nearly
caused an untimely end for the boxed estate tax returns that were scattered in warehouses around the coun-
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try.  Fortunately, the Statistics of Income (SOI) Division at the Internal Revenue Service marshaled its
forces to preserve these important historical artifacts in computerized form.  The result was two enormous
files:  one consisting of economic and demographic information on decedents, the other of information on
beneficiaries (linked via record number to the original estate tax record).

Any attempt to match these two files required reducing their size.  Because other researchers have used
Wisconsin data to investigate wealth and estate issues (for example, David and Menchik, 1982), SOI ex-
tracted all the Wisconsin estate tax returns to use for a pilot project.  The result was a decedent file with
93,711 observations and a beneficiary file with 300,269 observations.  In the decedent file, 93,539 are
unique individuals.  For consistency’s sake, omitting records from the decedent file meant purging the same
records from the beneficiary file.  The outcome was a file of 299,688 beneficiaries.  Of this number, 188
seem to be duplicates on the same estate tax record – that is, beneficiaries with the same name and same
relationship code to the decedent, but appearing twice on a given tax return.  Such apparent duplicates may,
however, represent different persons with the same name – cousins, for example.  Alternatively, these may
constitute separate bequests to a single individual – one direct and one in trust.  Rather than investigate these
observations before the match procedure, I simply marked them so that, if any appeared after the match, I
could inspect them more carefully at that time.

Linking the Data:  Overlapping Estate Tax Returns

inking data from one set of records to another requires much information and, frequently, creative
computer programming (Fellegi and Sunter, 1969).  The AUTOMATCH software written by Matt Jaro
provides a solid foundation (Jaro, 1997); variations on his programs coupled with SAS programming

produced the linked estate tax records.  The critical linkage was this:   Joseph McCarthy, say, appears as a
beneficiary on his father’s estate tax return.  In turn, the estate of Joseph McCarthy also files a tax return.
The two are linked into a single observation, given consistency in social security numbers, sex, years of birth
and death, and the like.  Each observation then contains detailed information about the Joseph the decedent:
his portfolio, age, marital status, and number of children, for instance.  Information about Joseph the benefi-
ciary appears as well:  his relationship to his benefactor, receipt of a trust, and sometimes the size of his be-
quest.

The AUTOMATCH software contains several attractive features that help create good links between
records.  It standardizes individual names and creates NYSIIS and Soundex codes.  (Because I had maiden
names for many women, I ran the standardization/coding step twice.)  These codes work well as blocking
variables in the match process.  The software also allows specification of values for missing variables; this
helps distinguish between true mismatches and apparent mismatches caused by missing data.  The match
procedure itself allows multiple rounds so that I could block and match over different sets of variables.  Ta-
ble 1 shows the salient variables for each match round.

The matching process itself also has nice characteristics. I could request multiple matches -- important,
because Joseph McCarthy may have inherited from more than one person.  Each matching variable has a
designation to control for miskeying in the original data.  For example, I could allow for mismatched num-
bers in the social security number string and mismatched letters in the name character strings.  These desig-
nations also allow matching around intervals, which proved essential for my year-of-birth variables because
I had to construct them from rounded-year ages.  Each matching variable also carries a set of probabilities to
allow for type I and type II errors [3].  All together, these probabilities translate into a single weight associ-
ated with each match in each match round.  I could choose two cutoff weights per round:  one the lower
bound for declared matches, the other the lower bound for potential matches.  After each match round, I
could perform an interactive clerical review on the potential matches and change their status to declared
matches or residuals.  Following the clerical review, the software outputs all residuals to the next match
round.
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Table 1. -- Matching Rounds

Match Blocking Matching Original Original Final          Final
Pass Variables Variables Matches Clerical Matches        Clerical

           1 SSN surname   4,805      119 4,884 0
first name
maiden name
suffix
initial
sex
year of birth

  2 SSN surname/
maiden name   4,906       43 4,928 0
first name
suffix
initial
sex
year of birth

  3 surname SSN   5,514 30,651 5,514      30,651
    NYSIIS surname

first name first name
     Soundex maiden name

sex initial
suffix
year of birth

  4 surname/ SSN   5,515 30,652 5,515      30,652
maiden name surname/
  NYSIIS maiden name

   first name first name
  Soundex initial

  sex suffix
year of birth

The clerical review process is extremely time-consuming.  Although I used it for the first two match
rounds,  thereafter I used SAS programs to decide whether to change the status of potentially matched
pairs [4].  Simply put, I distilled a set of decision rules into SAS programs rather than using the same rules
on an interactive, case-by-case basis.  For example, suppose the initial matching process paired Joseph
McCarthy from the decedent file to Joseph McCarthy from the beneficiary file.  The beneficiary file in-
cludes a date of death for the Joe’s benefactor.  If this date of death was after the date of death of Joe the
decedent, I called it a nonmatch.

Particular Features of Estate Tax Data
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ny two data sets have quirks that make matching difficult.  Let me point out a few issues associated
with matching data on people observed at two different points in time, often several years apart.

Some problems pertained primarily to females. During the time period covered by my data, a woman
often took her husband’s social security number at marriage.  Sorting and matching by SSN for women was
therefore problematic if a woman got married after receiving a bequest.  Women also sometimes changed
their middle initials upon marriage to reflect their maiden names.  I had to take care, then, with the prob-
abilities placed on type I and type II errors when initials appeared as matching variables.

Yet women provided information – namely, maiden names -- that helped me refine the likelihood of
matches as well.  Suppose a decedent carried the maiden name Scheuren.  Say that the decedent potentially
matches to a beneficiary, whose benefactor carried the last name Scheuren.  Provided that birth and death
years were logical, I could declare this a match.  By the same token, if a (potentially matched) decedent had
the last name Winkler and the benefactor named on the beneficiary file had the maiden name Winkler, again
this might be considered a match.

Males created certain problems as well, albeit less directly than females.  I had hoped to use cities as
matching variables.  Yet this hope was dashed:  Wisconsin men seemed to like passing their names on to
their sons, people did not seem to move around much, and missing ages for beneficiaries frequently meant
that I could not screen matches by birth year.  As a result, I could not use locational variables to improve
the matching process.

A last discovery:  one should always assign unique record identification numbers to observations on
each file.  Initially, the beneficiary file contained identifiers that pointed back to the estate tax record, but it
did not have unique identifiers.  Because my original files were so large, I excluded some variables while
performing the match.  When I attempted to reattach data after the match, I could not be sure that the right
data went to the right individual.  I therefore had to retrace my steps, this time with unique identifiers for
each original file.

What Lies Ahead

n the coming months, I will use these linked data to fulfill two objectives.  One is to compare matched
and unmatched beneficiaries and report any significant differences.  The other is to generate a proxy for
bequest amount.  To proceed, I must convert dollar figures to constant-dollar amounts, control for

changes in filing thresholds, and implement a logical cutoff process so as to separate nonmatches from im-
possibilities.  That is, I do not want to call unmatched data a “nonmatch” if the individual could not possibly
have entered the matched data set because he or she was born before 1916 or was still living after 1981.
Eventually, I hope to extend matches forward and back to reconstitute multiple generations of families.
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Footnotes

[1] Individuals can appear as beneficiaries on more than one estate tax return.  The pairs do not therefore
represent unique persons.

[2] The life-cycle hypothesis, associated originally with Franco Modigliani, suggests that people tend to
decumulate wealth after a certain age, as they begin to anticipate death.  For a review, see Ando and
Modigliani (1963) and Modigliani (1988).

[3] Type I errors occur when true matches are declared nonmatches; Type II errors occur when non-
matches are declared matches.

[4] Here is a time comparison: using the clerical review process on 3,827 potential pairs took me seven
hours.  Writing and running SAS programs with embedded decision rules took about one-half hour for
the same data.

References

Aaron, H. and Munnell, A. (1992). Reassessing the Role for Wealth Transfer Taxes, National Tax Journal,
45: 119-44.

Abel, A.  (1985).  Precautionary Saving and Accidental Bequests, American Economic Review,75: 777-91.

Abel, A. and Kotlikoff, L. (1994).  Intergenerational Altruism and the Effectiveness of Fiscal Policy – New
Tests Based on Cohort Data,  Savings and Bequests, ed. T. Tachibanaki, Ann Arbor:  University of
Michigan Press, 167-96.

Altonji, J.; Hayashi, F.; and Kotlikoff, L.  (1992).  Is the Extended Family Altruistically Linked?  New Tests
Based on Micro Data, American Economic Review, 82: 1177-98.

Ando, A. and Modigliani , F. (1963).  Lifecycle Hypothesis of Savings:  Aggregate Implications and Tests,
American Economic Review,53.

Arrondell, L.;  Perelman, S.; and  Pestieau, P.  (1994).  The Effect of Bequest Motives on the Composition
and Distribution of Assets in France, Savings and Bequests, ed. T. Tachibanaki, Ann Arbor:  University
of Michigan Press, 229-44.

Barro, R.  (1974).  Are Government Bonds Net Wealth?  Journal of Political Economy,  82: 1095-1118.

Becker, G. and  Tomes, N. (1976).  Child Endowments and the Quantity and Quality of Children, Journal
of Political Economy,  84:  143-62.

Becker, G. and Tomes, N. (1979). An Equilibrium Theory of the Distribution of Income and
Intergenerational Mobility, Journal of Political Economy,  87:  1153-89.

M



Record Linkage Techniques -- 1997

177 n

Behrman, J.; Pollak, R.; and Taubman, P.  (1982). Parental Preferences and Provision for Progeny, Jour-
nal of Political Economy, 90:  52-73.

Bernheim, B. D.; Schleifer, A.; and Summers, L.  (1985).  The Strategic Bequest Motive, Journal of Po-
litical Economy,  93:  1045-76.

Darby, M.  (1979).  The Effects of Social Security on Income and the Capital Stock, Washington, DC:
American Enterprise Institute.

David, M. and Menchik, P.  (1982).  Modeling Household Bequests, University of Wisconsin, working pa-
per.

Fellegi, I. and Sunter, A.  (1969).  A Theory for Record Linkage,  Journal of the American Statistical As-
sociation,  64:  1183-1210.

Gale, W. and Scholz, J. K.  (1994).  Intergenerational Transfers and the Accumulation of Wealth, Journal
of Economic Perspectives, 8:  145-60.

Hayashi, F.  (1986).  Why is Japan’s Saving Rate So Apparently High, NBER Macro Annual, ed. S. Fisher,
Cambridge:  MIT Press.

Hurd, M.  (1987).  Savings of the Elderly and Desired Bequests, American Economic Review, 77: 298-312.

Hurd, M.  (1994).  Measuring the Bequest Motive:  The Effect of Children on Saving by the Elderly in the
U.S., Savings and Bequests, ed. T. Tachibanaki, Ann Arbor:  University of Michigan Press, 111-36.

Jaro, M. (1997).  Matchware Product Overview, Record Linkage Techniques – 1997, eds. W. Alvey and
B. Jamerson, Washington, D.C.:  Office of Management and Budget.

Kotlikoff, L.  (1988).  Intergenerational Transfers and Savings, Journal of Economic Perspectives,  2:  48-
51.

Kotlikoff,  L. and Spivak, A.   (1981).  The Family as an Incomplete Annuities Market,  Journal of Politi-
cal Economy , 89:  372-91.

Kotlikoff, L. and Summers, L.  (1981).  The Role of Intergenerational Transfers in Aggregate Capital Ac-
cumulation, Journal of Political Economy,  89:  706-32.

Lord, W. and Rangazas, P.  (1991).  Savings and Wealth in Models with Altruistic Bequests, American
Economic Review,  81:  289-96.

Menchik, P. (1979).   Intergenerational Transmission of Inequality: An Empirical Study of Wealth Mobility,
Economica , 46:  749-62.

Modigliani, F. (1988).  The Role of Intergenerational Transfers and Life Cycle Saving in the Accumulation
of Wealth,  Journal of Economic Perspectives,  2:  15-40.

Tachibanaki, T, ed.  (1994).  Savings and Bequests, Ann Arbor:  University of Michigan Press.

Tachibanaki, T. and Takata, S. (1994).  Bequest and Asset Distribution:  Human Capital Investment and



Wahl

178 n

Intergenerational Wealth Transfers,  Savings and Bequests, ed. T. Tachibanaki, Ann Arbor:  University
of Michigan Press, 197-228.

Tomes, N.  (1981).  The Family, Inheritance, and Intergenerational Transmission of Inequality, Journal of
Political Economy, 89:  928-58.

Wahl, J.  (1991).  American Fertility Decline in the Nineteenth Century:  Tradeoff of Quantity and Quality?
Essays in Honor of Robert William Fogel, eds. C. Goldin and H. Rockoff, Chicago:  University of Chi-
cago Press.

Wahl, J.  (1986).  New Results on the Decline in Household Fertility in the United States from 1750 to
1900,  Studies in Income and Wealth, eds. R. Gallman and S. Engerman, Chicago:  University of Chi-
cago Press, 391-438.

Yagi, T. and Maki, H. (1994).  Cost of Care and Bequests,  Savings and Bequests, ed. T. Tachibanaki,
Ann Arbor:  University of Michigan Press, 39-62.



179 n

Chapter

Abstract

In 1992 a match was performed between the IRS Form 1040, Schedule C file and the Standard
Statistical Establishment List (SSEL). The match supplemented existing linkages already estab-
lished between the two files. Though no matching operation has been performed on subsequent
1040 files, the links established on the 1992 data continue to be used in the processing of these
files. We are now in a position to analyze the long term effectiveness of the procedure and how fre-
quently it should be applied.

As a by product of the matching operation we obtained a measure of the fit between two rec-
ords.  We explore the possibility of utilizing this measure to link records or select records to be
subjected to a matching procedure.  The measure of fit derived from the 1992 processing can also
be applied to test the validity of existing linkages derived from other procedures.

Introduction

his paper describes a matching process which improves the linkage between sole proprietorship income
tax return records from the Internal Revenue Service (IRS) and their associated payroll records on the
Census Bureau's Standard Statistical Establishment List (SSEL).

The matching process supplements the linkages made previously based on a common primary identi-
fying number on the two types of records.  This number is the Employer Identification Number (EIN), is-
sued by IRS to businesses with employees, and used by them as a principal taxpayer identification number.
Unfortunately this common identifier is omitted on roughly 30 percent of the annual income tax returns on
which it should appear.  In matching, our aim was to make the linkages more complete by using other in-
formation besides the EIN -- chiefly, name, city, state, ZIP code, payroll and kind-of-business activity code.

Context and Motivation for the Matching

inking receipts and payroll records depends largely on associating the correct EIN with each annual in-
come tax return.  A sole proprietorship business, when filing the required annual Form 1040, Schedule
C, (or, briefly, 1040-C) tax return with the IRS, uses the owner's social security number (SSN) as its

taxpayer identification number.  If the business has employees, it is required to have an EIN and use it for
filing IRS Form 941, Employer's Quarterly Federal Tax Return.  When it files its annual 1040-C tax return,
the sole proprietorship business is asked to provide its EIN if it has one.  This reported EIN is the principal
link between the annual business income and quarterly payroll tax returns for sole proprietorship employers.

Chapter
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The IRS provides Form 941 payroll data to the Census Bureau weekly for updating the SSEL.  These
payroll records, along with data received monthly from the IRS Business Master File (BMF), serve to keep
the SSEL current with name and address, employment, payroll, form of organization, and other key data for
business.  The primary identifier used for the BMF and the 941 files, is, of course, the EIN.  By natural
extension, for processing administrative records, the EIN is also the primary identifier on the SSEL.  All
employers -- corporation and partnership employers, as well as sole proprietorship employers, file their
Form 941 under their EIN.  Because partnership and corporation income tax returns are filed under an EIN,
the linkage between receipts from annual tax returns and payroll records for these businesses is readily
available.  However, for sole proprietorships, if the EIN is missing or incorrect on the 1040-C, we obviously
can't rely on the EIN to update the appropriate SSEL payroll record with 1040-C receipts.

Complete updating of receipts on the SSEL is important because the Census Bureau's economic cen-
suses use the SSEL as a frame and use IRS tax return data from the 1040-C to tabulate receipts for single-
establishment (singleunit), sole proprietorship businesses with payroll below prescribed cutoff levels.  These
cutoffs vary by kind of business.  Singleunit businesses with payroll above the cutoffs and all multi-
establishment (multiunit) businesses from the SSEL are mailed a census form. Tax return data from the
1040-Cs are also used to account for those who fail to respond to the mailing.

   Incomplete linkage between 1040-C employers and the SSEL means that the file of 1040-C records
from IRS for a census year such as 1992 (after removing 1040-C linked to the SSEL) still contains some
employer as well as all nonemployer businesses.  This causes two problems:

n tax-return receipts are not available on the SSEL for tabulating inscope EINs with nonzero 1992
payroll and missing receipts for the economic censuses; and

 
n the 1040-C file includes an unknown number of employers with unknown total receipts -- there-

fore, we cannot use it directly to tabulate census year receipts for nonemployer businesses.

Both problems are alleviated by improving the linkage between the file of 1040-C records and the
SSEL.  For the 1992 censuses, we obtained an EIN to SSN cross-reference (x-ref) file from IRS to aid in
linking records.  In addition to this, we used matching techniques to associate 1040-C records with their as-
sociated SSEL payroll record.  In the following sections, we present the technical details of this matching
work and discuss the impact it had on the 1992 census estimates.

Description of the Files for Matching

fter updating the SSEL using the reported EIN on the 1040-C and the SSN to EIN cross-reference file
from the BMF, we were left with EINs on the SSEL which were still missing receipts.  A file of these
EINs drawn from the SSEL, formed the primary file for the matching.  The number of unlinked, po-

tentially matchable EINs, on the file at this point was 419,494.  The criteria for selecting these cases were
that:

n the EIN be within U.S. boundaries;
 
n the Legal Form of Organization (LFO) be a sole proprietorship or form of organization unknown

(as opposed to a partnership or a corporate form of organization);

 
n the EIN be taxable or have tax status unknown; and
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n the EIN reported nonzero payroll for the 1992 census year.

The second file for matching consisted of 1040-C sole proprietorship tax return records.  A 1040-C
may have (in census processing) up to three schedules, each representing a separate business.  The sched-
ule, together with the name and address from the main 1040, form our 1040-C record.  The SSN, together
with one schedule number, formed the identifier for the second file.  The original 1040-C file included those
with EINs that linked to the SSEL, this file contained 16,540,844 schedules in all.  Because this large file
size exceeded the capacity of our software platform (a VAX minicomputer cluster), our matching was per-
formed with this file split into 36 pieces.

Variables for Matching and their Comparability

ecords on both files contain name, address, kind-of-business and payroll fields.  Each of these fields
has associated problems.

n Name Fields. -- The primary name field from the SSEL may be the name of a business, e.g., the
American Bank Note Company, but in the case of sole proprietors this field is usually the proprie-
tor's name, even where the LFO has not been determined.  On the other hand, the 1040-C record
has the Form 1040 name, which is a personal name, often including both husband and wife for joint
filing.  There are several other name fields available on the SSEL, such as the census name, physi-
cal location name, and mailing name.  These were examined as candidates for matching fields, but
appeared to contribute very little to establishing new linkages (during testing, the census name field
update was incomplete, and may yet be shown to be useful for future matching).  To summarize,
on the EIN file we have a name field that may or may not contain a personal name; on the 1040-C
file we have a name field that may contain compound names, with either of the components a can-
didate for matching.  To deal with this, our name parser rejects records with identifiable business
names from the EIN file and generates two records for compound names on both the 1040-C file
and (in a few cases) the EIN file.

 
n Address Fields. -- Both files have address fields containing street address, city, state and ZIP code.

However, the address on the SSEL is generally the business address and the 1040-C address is a
personal address.  Using a test file containing only known linkages between the EIN and 1040-C re-
cords, we found that the street addresses matched partially or better only 30 percent of the time (+/-
6%) based on a clerical review of a sample of 248 cases.  This eventually led us to drop the street
address as a matching variable.  The same problem -- that the 1040-C address and SSEL address of
known linkages can be different -- applies to city, state and ZIP code, but to a lesser degree.  These
variables were retained for matching.

 
n Business Classification Codes.--The EIN's business activity code from the SSEL is the Standard

Industrial Classification (SIC) code, whereas the 1040-C record has a converted Primary Business
Activity (PBA) code.  The PBA code is an abbreviated but roughly comparable coding system.
The SIC on the SSEL is generally coded from various sources.  In contrast, the PBA is a self-
reported code by the taxpayer.  Previous studies indicate that we can expect the self-reported code
to match the SIC code no more than about 67 percent of the time at the four-digit level and 75 per-
cent at the two-digit level.  See Konschnik et al., (1993) for more on the quality of self-coded
PBAs.

 
 
n Annual Payroll.--We obtain a single annual payroll figure for EIN records from the SSEL.  The

1040-C has two fields related to payroll -- wages and cost of labor.  Technically, the wages field is
supposed to correspond to payroll, and cost of labor to represent contracted labor where the em-
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ployment taxes are born by the employer of the contracted laborers.  Examination of the data shows
this is not always the case.  Although for most of the time, the SSEL payroll figure agrees with the
wages figure from the 1040-C, the exact number sometimes appears in the cost of labor field or
even split across both fields.  Whether this is due to taxpayer reporting error, or keying error is an
open question.  Since legitimate (nonpayroll) data also appears in the cost of labor field, a statistical
solution was required.

 

Software Used for the Matching

or the matching software, we used Winkler's mf3 matcher, with match specific modifications.  We used
both character-by-character comparisons and one of the native string comparators.  For the numeric
comparison on the payroll variable, we developed a new module, about which we will go into in some

detail.

The EIN records from the SSEL were extracted and "prepped," forming a "stationary" file of 351,141
records.  The 1040-C files were preprocessed and matched in 36 separated cuts of roughly 750,000 records
(each).

Blocking Criteria

he blocking criteria, defined as the minimum characteristics necessary to consider a pair of records in
the match, were the first six letters of the last name and the first letter of the first name.  We originally
explored the possibility of blocking by ZIP code but abandoned this when we realized the scope of the

problem in business versus home addresses.

Matching Variables and Weights

he fit between any pair of records is determined by the sum of the weights of the match variables.  We
assign positive weights for agreement and negative weights for nonagreement.  Below, in Table 1, is a
list of the match variables, along with their positive and negative weights.  A record from the 1040-C

file is considered a match to a record from the SSEL file when the pair's match score (sum of weights) ex-
ceeds 15.15.

The match variables fall into three groups:  Name, Location, and Business.  This suggests the general
strategy we employed for determining the weights.  The role of the Name group was to further (beyond
blocking) qualify pairs -- a failure on more than one of the name variables here should disqualify a record.
The other two groups were weighted to balance one another -- a weak score on Location required a strong
score on Business and vice versa, with Business given slight precedence over Location.

        Table 1. — Match Variables by Weights

               Positive         Negative
Group      Description            Weight          Weight

Name last name 5.01       -8.11

F
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first name remainder 5.01       -7.82
middle initial 3.00       -8.06
middle name remainder 2.18       -0.01

Location city   3.04       -0.00
state   0.00       -6.31
5 digit zip code   3.04      -0.00
first 3 digits of zip   3.04       -0.00
first 2 digits of zip   3.00       -2.00

Business entire SIC   3.06       -0.00
first 2 digits of SIC   3.00       -3.00

The annual payroll variable was handled somewhat differently when determining weights.  The payroll
variable looks at the ratio of 1040-C payroll (wages+cost of labor, combined in the prep phase) + 5,000 to
SSEL payroll + 5,000.  Calling this ratio R, weights were assigned based on the interval in which R fell (see
Table 2).  The factor of 5,000 keeps a small absolute difference of say 1,000 (possibly a rounding error)
from making R too large or too small.

Table 2. — Weights for Payroll Variables

           Range  Weight

0.00    <  R    < =   0.64    -7.00
0.64    <  R    < =   0.87      0.00
0.87    <  R    < =   0.93      4.50
0.93    <  R    < =   1.05      7.50
1.05    <  R    < =   1.13      4.50
1.13    <  R    < =   2.25      0.00
2.25    <  R                  -7.00

How the Model for Relating the Payroll Variables
  was Determined

e constructed two files to test competing models for the payroll comparison. A file of randomly
joined payrolls from a known sole proprietors file and a sample file of 1040-Cs was created (random
set).  Both payrolls were taken from an EIN linked file of sole proprietors to create the second file

(truth set).  Next, we tested three models as shown below.
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Model 1:     wages  +  X   
              SSEL payroll+X

Model 2:  wages + cost of labor + X
                  SSEL payroll + X

Model 3:  cost of labor + X    , if wages=0;              wages + X         , otherwise.
             SSEL payroll + X                                   SSEL payroll + X

The discriminating power of the variable must contrast the behavior over the truth set against its be-
havior on the random set.  The addition of a term to top and bottom of the ratio pulls the distributions to-
ward 1.  In fact, the distribution centralizes faster on the truth set than it does on the random set.

   The criteria for selection was to select the model that produced the most ratios near 1 and the fewest
ratios at the extremes on the truth set, and simultaneously produced the fewest ratios near 1 and the most at
the extremes on the random set.  Models 2 and 3 were clearly better than Model 1, Model 3 slightly better
than Model 2.  Model 3 was a later invention and did not make it into production.  For the selected model,
value of X = 5,000, and the four most critical conditions, we have:

P(strong agree|match) = 53.05

P(strong agree|nonmatch) = 0.4

P(disagree|match) = 12.3

P(disagree|nonmatch) = 88.8.

Match Results

The Parser

he parser behaved very differently on the two files.  The 1040-C name field is highly structured, gener-
ally well keyed, and contains no legitimate business names.  The SSEL name field may have a sole
proprietor's personal or business name, or it may have the name of a corporation or partnership -- this

latter group a contribution from the unknown LFO.  The personal names include more abbreviations and are
less structured.

Looking at the results of the parser on the 1040-C file (excluding schedules linked to the SSEL), we
see that 23,670 of 14,894,578 (0.16 percent) schedules failed to parse and were not included in the match.
Almost all failures were due to complicated name structures.  About 10.6 million records with duplicate
identifiers were created from joint returns -- i.e., roughly 10 duplicates for every 14 schedules.  With dupli-
cates, the prepped 1040-C file had 25,429,164 records.

From a test of confirmed sole proprietors (of about 19,000 records) we know that the parser succeeds
about 97.4 percent of the time.  The unparsed SSEL file, which included records with LFO unknown, had
419,494 records -- 332,441 of which parsed.  Using the known rate we can deduce that the unparsed file
contained about 341,315 sole proprietors (virtually none of the non-sole-proprietors parse).  Hence, we have
an estimated 8,874 sole proprietor establishments whose name failed to parse, and, consequently, were not
included in the match.  Roughly 25 percent of failures were due to unrecognized name patterns, the remain-
der were recognized as business names.  We can infer from this that sole proprietors use a business name
on the SSEL rather than their personal name about 1.9 percent of the time.  This is computed by
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(8,874)(.75)/341,315.  In the matter of duplication, in contrast to the 1040-C file, only about 5.6 percent of
the parsable names on the SSEL file generate duplicates.

Unduplication

There were several varieties of duplicates among the files produced by the match.  In all cases, the pair
with the highest match score was designated to be the match.  In the event of a tie, the first pair was taken
or both discarded depending on the type of duplication.  Unduplication proceeded first by EIN then by
SSN/Schedule Number.

Over half the duplication was caused by duplicates created in the name parse.  In effect, the matcher
picks two best candidate for these records.  Ties frequently occurred where husband and wife appeared in
the name field of both records.  For duplicates fitting this pattern, both candidates having the same EIN and
the same SSN, the pair with the highest match strength.  In event of a tie, the first record was taken.

When pairs were presented with the same EIN and different SSNs, the highest match strength was
taken. In the event of a tie, no match was made for that EIN.  Family businesses seemed to be the main
cause for ties.  The file of ties has been retained for further study.

After the EIN side was resolved, the file was resorted to look for instances of the same Schedule C at-
tempting to match more than one EIN record.  This occurred almost exactly 1 percent of the time.  Again, if
the matcher rated one pair higher than all others, this pair was designated a match.  Otherwise, although
rarely, the first instance of the tied match strength was taken.  An examination of the file of duplicates and
winners revealed the following common pattern.  Husband and wife had distinct businesses on the SSEL,
each under their individual names.  In theory each business should correspond to a distinct schedule, but for
some reason one of the businesses did not fit any of the schedules.  If the 1040-C had only one schedule the
same error would occur.

 
 Table 3 gives the unduplication by type and the final number of designated matches.

Table 3. — Unduplication of Matches

Unduplication Type                     No. of Records

Match pairs before unduplication 156,836

EIN unduplication (records dropped):
Same EIN, same SSN, same schedule no.      5,211
Same EIN, same SSN, diff. sched. no.                100
Same EIN, diff. SSN, same match strength           506   

SSN Unduplication (records dropped):
Same SSN, diff. EIN, same schedule         156

Match pairs after unduplication               148,679

Match Error Rates

Modeling the Error
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ur approach to error estimation is to study a population, similar to the match population, where the link
between pairs has already been established.  From a 1 in 50 master sample of the original 1040-C file,
we identified 18,595 records that reported an EIN on the 1040-C, are known matches to a record on

the SSEL, and meet the following conditions:

n the EIN was valid;
n the EIN was reported on only 1 schedule;
n the EIN record had a sole proprietorship LFO compatible with a 1040-C filing;
n the pair passed a mild payroll/receipts edit;
n the name field on the EIN record was parsable; and
n the EIN had positive 1992 payroll on the SSEL.

The count of the 1 in 50 sample that parsed, and including the 18,595 links based on a reported EIN,
was 559,514 records.  This set of record was used to model two situations:  first, where there existed a
1040-C that ought to be linked to the SSEL record ("matchable"); and second, where no record should be
linked to an SSEL record ("unmatchable").  By including or excluding the 18,595 linked 1040-C records,
and always retaining the linked SSEL records, we modeled both conditions.

False Match Rate for "Matchable" Records

A match was performed with the 559,514 parsed 1040-C records against approximately 361,000
parsed SSEL records.  The 1040-C file contained 18,595 linked records, the remaining 540,919 were used
to represent the 25,429,164 parsed 1040-C records, giving each a weight of 47.  The results of the match on
the known links are shown in Table 4, below.

Table 4. — Matches of Linked Records

     Condition                 No. of Records

True matches 16,364
Type A false matches 100
Type B false matches          1
False nonmatches   2,130

Total 18,595

The type A false matches involved a correct linkage between EIN and SSN, but with the incorrect
schedule number.  This can only happen within the sample of 559,514, since the sample was based on SSN
and every (prior) linked SSN had all schedules present for the match.  Thus, type A false matches represent
only themselves.  The type B false match involved an incorrect linkage between EIN and SSN, and the one
occurrence represents approximately 47 others.  Since the event is so rare, we calculated an upper bound
and used it in subsequent calculations.

The apparent rate is so low, 1 in 540,919, that we are required to estimate from the binomial probabili-
ties -- the normal approximation does not apply and the Poisson approximation is poorest near the mean,
where our estimation occurs.  We observe that for any p>4.6/540,919 the probability of getting only 1 oc-
currence is less than
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(540,919) (.0000085) (1 - .0000085)540,919 » .05;

i.e., if the number of type B false matches were greater than 216 (i.e., 4.6 x 47) across all 25.5 million rec-
ords, we would have less than a 5 percent chance of getting 1 occurrence in our sample.  The question then
arises how to distribute the additional 215 estimated false matches between converted true matches and
converted false nonmatches.  We assume a range on the match score of a false match from 15.15 to 20.51,
where 20.51 was the highest false match score observed during all testing.  This range contains 1456 of the
true matches -- those which are in a range where it is fairly believable that they can be supplanted by a false
match.  Assuming an even distribution between these and the false nonmatch set, the additional false
matches should be allocated by the proportion 1456:2130 or 87:128; i.e., we will take 87 from the true
match count and 128 from the false nonmatch count.  In Table 5, we estimate the results if we were to run
against the whole 1040-C file.

Table 5. —  Estimated Matches for 1040C File

  Condition                   Frequency      Percent of File

True match                     16,277                 87.5
Type A false match             100                     .5
Type B false match             216                   1.2
False nonmatch               2,002                 10.8

False Match Rate for "Unmatchable" Records

We reran the match excluding the 1040-Cs belonging to the truth set.  Four matches were produced,
linking a SSEL truth record to a 1040-C when the true 1040-C was suppressed.  We can only have (type B)
false matches and true nonmatches on this set.  The highest match strength among the 4 was 20.5.  Again
resorting to the binomial calculation, we estimate the upper bound for the number of false matches in a hy-
pothetical run of the whole file to be 390.  That is a false match rate of 2.1 percent on "unmatchable" rec-
ords.

Error Estimation

We are now in a position to recover the composition of the original SSEL file.  Let x be the number of
"matchable" records and y be the number of "unmatchable" records.  Then, using upper bounds and adding
the type A and B false match rates, .5% + 1.2% = 1.7%, we must solve:

(.875+.017)x + .021y = 148,679
         x  +  y = 332,443;

i.e.,   x = 162,684, and y = 169,759.  From this we computed the upper estimate of the false match rate to
be 4.3% as indicated below.

(.017x162,684 + .021x169,759)/148,679 = .043.

This is an upper bound only.  A similar calculation on the point estimate gives an error rate of less than 2
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percent.

Conclusion

hat was the impact of our matching efforts in the context of the overall task of linking SSEL payroll
records of sole proprietors with their 1040-C tax return?  For the 1992 tax year, about 1.37 million
sole proprietors had their 1040-C tax return linked to their payroll records on the SSEL. The break-

down by source of linkage is given in Table 6.

Table 6. — SSEL-IRS Linkages by Source

        Source                           Linked Cases

An EIN reported on 1040-C                     71%
Use of the EIN-SSN x-ref file              15%
Use of the x-ref file & matching                 4%
Matching on name, address, etc.               10%

After all attempts at linking, we still have about 200,000 inscope sole proprietors on the SSEL for
which we could not post receipts.  Of these, we estimate that about 170,000 had no 1040-C on the file we
used.  We believe this may be due to non-filing of the 1040-Cs because of extensions or other late filings.
We estimate that about 6,000 were linked but failed to have receipts posted because they failed a payroll to
receipts edit.  About 9,000 failed to match due to parse failures.  We have estimated (above) that there are
about 15,000 false nonmatches -- i.e., a 1040-C was on the file but the matching program failed to link to it.

The linkage for the 1992 censuses were much more complete than for the 1987 censuses, since in
1987 we used only the reported EIN on the 1040-C for linking purposes. The EIN-SSN x-ref file from IRS
provided substantial additional links, and has been improved in subsequent years. These were nearly
equaled by our matching.    Moreover the additional links continue to contribute to the completeness of the
SSEL in subsequent years.  A check in 1997 showed 115,000 of the 148,000 still reside on the SSEL,
though some portion of these may have reported an EIN or otherwise been linked during the intervening
years.  This is consistent with a 10-12 percent death process for small sole proprietors. Overall, the match-
ing operations were quite efficient, and added significantly to the quality of the 1992 censuses.
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Chapter

Abstract

Record linkage, sometimes referred to as information retrieval (Frakes and Baeza-Yates,
1992) is needed for the creation, unduplication, and maintenance of name and address lists.  This
paper describes string comparators and their effect in a production matching system.  Because
many lists have typographical errors in more than 20 percent of first names and also in last names,
effective methods for dealing with typographical error can greatly improve matching efficacy. The
enhanced methods of approximate string comparison deals with typographical variations and
scanning errors. The values returned by the string comparator are used in a statistical model for
adjusting parameters that are automatically estimated by an expectation-maximization algorithm
for latent class, log linear models of the type arising in the Fellegi-Sunter model of record linkage
(1969). Overall matching efficacy is further improved by linear assignment algorithm that forces 1-
1 matching.

Introduction

odern record linkage represents a collection of methods from three different disciplines: computer
science, statistics, and operations research.  While the foundations are from statistics, beginning with
the seminal work of Newcombe (Newcombe et al., 1959, also Newcombe, 1988) and Fellegi and

Sunter (1969)  the means of implementing the methods have primarily involved computer science.  Record
linkage begins with highly evolved software for parsing and standardizing names and addresses that are used
in the matching.  Name standardization identifies components such as first names, last names (surnames),
titles, and middle initials.  Address standardization locates components such as house numbers, street
names, PO Boxes, apartment numbers, and rural routes. With good standardization, effective comparison of
corresponding components of information and the advanced methods described in this paper become possi-
ble.

Because pairs of strings often exhibit typographical variation (e.g., Smith versus Smoth), the record
linkage needs effective string comparator functions that deal with typographical variations.  While approxi-
mate string comparison has been a subject of research in computer science for many years (see survey arti-
cle by Hall and Dowling, 1980), some of the most effective ideas in the record linkage context were intro-
duced by Jaro (1989) (see also Winkler, 1985, 1990).  Budzinsky (1991), in an extensive review of twenty
string comparison methods, concluded that the original Jaro method, the extended method due to Winkler
(1990) and a widely  used computer science method called bigrams worked well.  This paper describes two
new enhancements to the string comparators used at the Census Bureau.  The first, due to McLaughlin
(1993), adds logic for dealing with scanning errors (e.g., "I" versus "1") and certain common keypunch er-
rors (e.g., "V" versus "B").  The second due to Lynch and Winkler (1994) makes adjustments for pairs of
long strings having a high proportion of characters in common.  We also describe the method of computing
bigrams and present results comparing them with the other string comparators of this paper.

Chapter

6 Approximate String Comparison and its Effect
on an Advanced Record Linkage System

Edward H. Porter and William E. Winkler, Bureau of the Census
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Our  record linkage system uses the Expectation-Maximization (EM) algorithm (Dempster, Laird, and
Rubin, 1977) to estimate optimal matching parameters. We use a linear sum assignment procedure (lsap) to
force 1-1 matching. Jaro (1989) introduced the lsap as a highly effective means of eliminating many pairs
that ordinarily might be clerically reviewed. With a household data source containing multiple individuals in a
household, it effectively keeps the four pairs associated with father-father, mother-mother, son-son, and
daughter-daughter pairs while eliminating the remaining twelve pairs associated with the household.

The next section describes the string comparator.  In the third section, we provide a summary of the
parameters that are obtained via the EM algorithm. The results of section four provide empirical examples
of how matching efficacy is improved for three, small pairs of high quality lists. The final section consists of
a summary and conclusion.

Approximate String Comparison

ealing with typographical error can be vitally important in a record linkage context.  If comparisons of
pairs of strings are only done in an exact character-by-character manner, then many matches may be
lost.   An extreme example is the Post Enumeration Survey (PES) (Winkler and Thibaudeau, 1991;

also Jaro, 1989) in which, among true matches, almost 20 percent of last names and 25 percent of first
names disagreed character-by-character.  If matching had been performed on a character-by-character basis,
then more than 30 percent of matches would have been missed by computer algorithms that were intended
to delineate matches automatically.  In such a situation, required manual review and (possibly) matching
error would have greatly increased.

Jaro (1989) introduced a string comparator that accounts for insertions, deletions, and transpositions.
In a small study, Winkler (1985) showed that the Jaro comparator worked better than some others from
computer science.  In a large study, Budzinsky (1991) concluded that the comparators due to Jaro and
Winkler (1990) were the best among twenty in the computer science literature.  The basic Jaro algorithm is:
compute the string lengths, find the number of common characters in the two strings, and find the number
of transpositions.  The definition of common is that the agreeing character must be within ½ the length of
the shorter string.  The definition of transposition is that the character from one string is out of order with
the corresponding common character from the other string.  The string comparator value (rescaled for con-
sistency with the practice in computer science) is:

jaro(s1,s2) = 1/3( #common/str_len1 + #common/str_len2 +
0.5 #transpositions/#common), (1)

where s1 and s2 are the strings with lengths str_len1 and str_len2, respectively.

The new string comparator algorithm begins with the basic Jaro algorithm and then proceeds to three
additional loops corresponding to the enhancements.  Each enhancement makes use of information that is
obtained from the loops prior to it.

The first enhancement due to McLaughlin (1993) assigns value 0.3 to each disagreeing but similar
character.  Each exact agreement gets value 1.0 and all exact agreements are located prior to searching for
similar characters.  Similar characters might occur because of scanning errors ("1" versus "l") or keypunch
("V" versus "B").  The number of common characters (#common) in equation  (1) gets increased by 0.3 for

each similar character, is denoted by #similar, and #similar is substituted for #common in the first two com-
ponents of equation (1).
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The second enhancement due to Winkler (1990) gives increased value to agreement on the beginning
characters of a string.  It was based on ideas from a very large empirical study by Pollock and Zamora
(1984) for the Chemical Abstracts Service.  The study showed that the fewest errors typically occur at the
beginning of a string and the error rates by character position increase monotonically as the position moves
to the right.  The enhancement basically consisted of adjusting the string comparator value upward by a
fixed amount if the first four characters agreed; by lesser amounts if the first three, two, or one characters
agreed.  The string comparator examined by Budzinsky (1991) consisted of the Jaro comparator with only
the Winkler enhancement.

The final enhancement due to Lynch and Winkler (1994) adjusts the string comparator value if the
strings are longer than six characters and more than half the characters beyond the first four agree.  The final
enhancement was based on detailed comparisons between versions of the comparator.  The comparisons
involved tens of thousands of pairs of last names, first names, and street names that did not agree on a char-
acter-by-character basis but were associated with truly matching records.

A common string comparison methodology is comparing the bigrams that two strings have in common.
A bigram is two consecutive letters with a string.  Hence the word “bigram” contains the bigrams “bi,” “ig,”
“gr,” “ra,” and “am.”  The bigram function also returns a value between 0 and 1.  The return value is the
total number of bigrams that are in common divided by the average number of bigrams in the two strings.
Bigrams are known to be a very effective, simply programmed means of dealing with minor typographical
errors.  They are widely used by computer scientists working in information retrieval (Frakes and Baeza-
Yates, 1992).

Table 1 illustrates the effect of the new enhanced comparators on last names, first names, and street
names, respectively.  To make the value returned by bigram weighting function  more comparable to the
other string comparators, we make a functional adjustment. If x is the value returned by the bigram weight-
ing function, we use f(x) = x0.2435 if x is greater than 0.8 and 0.0 otherwise.  If each string in a pair is less
than four characters, then the Jaro and Winkler comparators return the value zero. The Jaro and Winkler
comparator values are produced by the loop from the main production software (e.g., Winkler and Thi-
baudeau 1991) which is only entered if the two strings do not agree character-by-character.  The return
value of zero is justified because if each of the strings has three or less characters, then they necessarily dis-
agree on at least one.

In record linkage situations, the string comparator value is used in adjusting the matching weight associ-
ated with the comparison downward from the agreement weight toward the disagreement weight.  Using
crude statistical modeling techniques, Winkler (1990) developed downweighting functions for last names,
first names, street names, and some numerical comparisons that generalized the original down-weighting
function introduced by Jaro.

Table 1. -- Comparison of String Comparators Using Last Names,
            First Names, and Street Names

                                                              
                       Two Strings                  Jaro                   String Comparator Values
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                               Wink   McLa   Lynch Bigram
                                                                                                                      

SHACKLEFORD   SHACKELFORD    0.970  0.982  0.982  0.989  0.925
  DUNNINGHAM    CUNNIGHAM      0.896  0.896  0.896  0.931  0.917
  NICHLESON     NICHULSON      0.926  0.956  0.969  0.977  0.906
  JONES         JOHNSON        0.790  0.832  0.860  0.874 0.000
  MASSEY        MASSIE         0.889  0.933  0.953  0.953  0.845
  ABROMS        ABRAMS         0.889  0.922  0.946  0.952  0.906
  HARDIN        MARTINEZ       0.000  0.000  0.000  0.000  0.000
  ITMAN         SMITH          0.000  0.000  0.000  0.000  0.000

  JERALDINE     GERALDINE      0.926  0.926  0.948  0.966 0.972
  MARHTA        MARTHA         0.944  0.961  0.961  0.971  0.845
  MICHELLE      MICHAEL       0.869  0.921  0.938  0.944  0.845
  JULIES        JULIUS         0.889  0.933  0.953  0.953  0.906
  TANYA         TONYA          0.867  0.880  0.916  0.933  0.883
  DWAYNE        DUANE          0.822  0.840  0.873  0.896  0.000
  SEAN          SUSAN          0.783  0.805  0.845  0.845  0.800
  JON           JOHN           0.917  0.933  0.933  0.933  0.847
  JON           JAN            0.000  0.000  0.860  0.860  0.000

  BROOKHAVEN    BRROKHAVEN     0.933  0.947  0.947  0.964  0.975
  BROOK HALLOW  BROOK HLLW     0.944  0.967  0.967  0.977  0.906
  DECATUR       DECATIR        0.905 0.943  0.960  0.965  0.921
  FITZRUREITER  FITZENREITER   0.856  0.913  0.923  0.945  0.932
  HIGBEE        HIGHEE         0.889  0.922  0.922  0.932  0.906
  HIGBEE        HIGVEE         0.889  0.922  0.946  0.952  0.906
  LACURA        LOCURA        0.889  0.900 0.930  0.947 0.845
  IOWA          IONA           0.833  0.867  0.867  0.867 0.906
  1ST           IST            0.000  0.000  0.844  0.844 0.947
                                                              

Data and Matching Weights -- Parameters

n this section, we describe the fields and the associated matching weights that are used in the record link-
age decision rule.  We do not give details of the EM algorithm or  the assignment algorithm because they
have been given elsewhere (Winkler, 1994).

The fields used in the creation of mailing list during the 1995 test census are first name, last name (sur-
name), sex, month of birth, day of birth, year of birth, race, and Hispanic origin.  The census file is linked
with an update file.  These update files have been either IRS, driver’s license, or school records.  Only fields
whose housing unit identifier agreed are compared in the first pass.  The housing unit identifiers were calcu-
lated by the Census Bureau’s geography division’s address standardization software.  It consists of a State
Code, County Code, TIGER Line ID (e.g., a city block), Side ID (right or left), house number, and apart-
ment number.  In the 1995 test census of Oakland, California 95.0 percent of the records file were geocoded
with housing unit identifier.  Also, 94.7 percemt of the IRS file records for the corresponding area were geo-
coded with housing unit identifier.  The names were standardized at a 95.2 percent rate in the test census file
and 99.0 percent rate in the IRS file.

Each parameter was assigned an agreement and disagreement weight. (See Table 2.) Certain parameters
such as first name are assigned a higher agreement weight. Since matching was done within a household,
surname carried had less distinguishing power than first name.  After initial trial runs and research of the
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output, the expectation-maximization software (EM) was run to produce the parameters for the test.

Table 2. -- Parameters Used in Matching for
the 1995 Test Census of Oakland, California

                                      
Parameter                Agreement          Disagreement

  Weight Weight

first 4.3385 -2.7119
last(surname) 2.4189 -2.5915

sex 0.7365 -3.1163
month 2.6252 -3.8535

day 3.5206 -2.9652
year 1.7715 -4.1745

Hispanic 0.2291 -0.3029
race 0.5499 -0.5996

                                      

String comparators were only used with first names and surnames.  For example, if the first names were
Martha and Marhta.  The matching weight would be computed as follows:

                     Jaro     Wink     McLa     Lynch

  Comparator Value   0.944    0.961    0.961     0.971
   Matching Weight   3.943    4.063    4.063     4.134 .

The piecewise linear function that uses the value returned by the different string comparators to adjust the
matching agreement weight downward is detailed in Winkler (1990).

Results

esults are presented in two parts.  In each part, the different string comparators are substituted in the
string comparison subroutine of an overall matching system.  The matching weights returned by the
EM algorithm are held constant.  Two different versions of a linear sum assignment procedure are

used.  For the description of the lsap, see Winkler (1994).  The main empirical data consists of three pairs of
files having known matching status.  In the first part, we show how much the string comparators can im-
prove the matching results.  The second part provides an overall comparison of matching methods that util-
ize various combinations of the new and old string comparators and the new and old assignment algorithms.

Exact Matching Versus String Comparator Enhanced Matching

n Table 3, we illustrate how much string comparators improve matching in comparison with exact
matching.  After ordering pairs by decreasing matching weight in the first and third of the empirical data
files, we plot the proportion of false matches against the total number of pairs.  We see that, if matching is

adjusted for bigrams and the string comparators, then error rates error rates are much lower than those ob-
tained when exact matching is used.  Since exact matching is not competitive, remaining results are only pre-
sented when string comparators are used.

R
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Table 3. -- Matching Results at Different Error Rates:
First Pair of Files with 4,539 and 4,859 Records

38,795 Pairs Agreeing on Block and
First Character of Last Name

                                 
    Link Error        Link               Clerical
         Rate Match/Nonm   Match/Nonm
                                 

 0.002
    base      3172/ 6     242/64
    s_c       3176/ 6     236/64
    as        3176/ 6     234/64
    os_l      3174/ 6     242/64
    bigram    3224/ 7     174/63
 0.005
    base      3363/17      51/53
    s_c       3357/17      55/53
    as        3357/17      53/53
    os_l      3364/17      52/53
    bigram    3327/17      71/53
 0.010
    base      3401/34      13/36
    s_c       3396/34      16/36
    as        3396/34      14/36
    os_l      3402/34      14/36
   bigram    3376/34      22/36
 0.020
    base      3414/70          0/ 0
    s_c       3411/70          0/ 0
    as        3410/70          0/ 0
    os_l      3416/70          0/ 0
    bigram    3398/70          0/ 0
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Overall Comparison of Matching Methods

he baseline matching is done under 3-class, latent class models under the conditional  independence
assumption.  The 3-class models are essentially the same ones used in Winkler (1994). In Table 4, re-
sults are reported for error rates of 0.002, 0.005, 0.01, and 0.02, respectively.  Link, Nonlink, and

Clerical (or Possible Link) are the computer designations, respectively.  Match and Nonmatch are the true
statuses, respectively.  The baseline results (designated by base) are produced using the existing lsap algo-
rithm and the previous string comparator (see e.g., Winkler, 1990) but use the newer, 3-class EM proce-
dures for parameter estimation (Winkler, 1994). The results with the new string comparator (designated s_c)
are produced with the existing string comparator replaced by the new one.  The results with the new assign-
ment algorithm (designated as) use both the new string comparator and the new assignment algorithm.  For
comparison, results produced using the previous string comparator but with the new assignment algorithm
(designated by os_l) are also given.  Finally, results using the bigram adjustments are denoted by bigram.

Table 4. -- Matching Results at Different Error Rates:
Second Pair of Files with 5,022 and 5,212 Records

37,327 Pairs Agreeing on Block and
First Character of Last Name

                                 
    Link Error        Link               Clerical
         Rate Match/Nonm   Match/Nonm
                                 

 0.002
    base      3475/ 7 63/65
    s_c       3414/ 7 127/65
    as        3414/ 7 127/65
    os_l      3477/ 7 63/65
    bigram    3090/ 7 461/66
 0.005
    base      3503/18 35/54
    s_c       3493/18 48/54
    as        3493/18 48/54
    os_l      3505/18 36/54
    bigram    3509/18 42/55
 0.010
    base      3525/36      13/36
    s_c       3526/36      15/36
    as        3526/36      15/36
    os_l      3527/36      14/36
   bigram    3543/36       8/73
 0.020
    base      3538/72          0/ 0
    s_c       3541/72          0/ 0
    as        3541/72          0/ 0
    os_l      3541/72          0/ 0
    bigram    3551/73          0/ 0

As Table 5 shows, matching efficacy improves if more pairs can be designated as links and nonlinks at
fixed error rate levels.  In Tables 3-5, computer-designated links and clerical pairs are subdivided into (true)
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matches and nonmatches. Only the subset of pairs produced via 1–1 assignments are considered. In pro-
ducing the tables, pairs are sorted by decreasing weights. The weights vary according to the different model
assumptions and string comparators used. The number of pairs above different thresholds at different link
error rates (0.002, 0.005, 0.01, and 0.02) are presented. False match error rates above 2 percent are not
considered because the sets of pairs above the cutoff threshold contain virtually all of the true matches from
the entire set of pairs when error rates rise to slightly less than 2 percent. In each line, the proportion of
nonmatches (among the sum of all pairs in the Link and Clerical columns) is 2 percent.

Table 5. -- Matching Results at Different Error Rates:
 Third Pair of Files with 15,048 and 12,072 Records

116,305 Pairs Agreeing on Block and
First Character of Last Name      

    Link Error        Link               Clerical
         Rate Match/Nonm   Match/Nonm
                                 

 0.002
base      9696/19    155/182
s_c       9434/19    407/182
as        9436/19    406/182
os_l      9692/19    157/182
bigram    9515/19    335/182

0.005
base      9792/49     59/152
s_c      9781/49     60/152
as       9783/49     57/152
os_l      9791/49     58/152
bigram    9784/49     66/152

0.010
base      9833/99     18/102
s_c       9822/99     19/102
as        9823/99     17/102
os_l      9831/99     18/102
bigram    9823/99     27/102

0.020
base      9851/201         0/ 0
s_c       9841/201         0/ 0
as        9842/201         0/ 0
os_l      9849/201         0/ 0
bigram    9850/201         0/ 0

 
The results generally show that the different string comparators improve matching efficacy.  In all of

the best situations, error levels are very low. The new string comparator produces worse results than the
previous one (see e.g., Winkler, 1990) and the new assignment algorithm (when combined with the new
string comparator) performs slightly worse (between 0.1 and 0.01 percent) than the existing string compara-
tor and lsap algorithm. In all situations (new or old string comparator), the new assignment algorithm slightly
improves matching efficacy.

To test the effect of the Winkler variant of the Jaro string comparator and bigrams on more recent files,
we use 1995 test census files from Oakland, California. (See Table 6.) The match rates were as follows.  In
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the first matching pass, we  only used pairs of records that agreed on housing unit ID.  Those that were not
matched were processed in a second pass.  Blocking during the second pass was on house number and first
character of the first name. The results generally show that either string comparator produces good results.
The variant of the Jaro string comparator yields a slightly smaller clerical review region.

Table 6. -- First Pass -- Housing Unit Identifier Match:   Matching Results of a Pair of
Files with 226,713 and 153,644 Records, Respectively

Jaro String Comparator                  Bigram

 Links       Clerical        Links       Clerical

              78814        5091           78652         5888

Estimated false match rate  0.1%         30%            0.1%          35%

Second Pass -- House Number and First Character of First Name:  Matching
Results of a Pair of Files with 132,100 and 64,121 Records, Respectively

              Links       Clerical

              16893        7207

Estimated false match rate    0.3%         40%

Summary and Conclusion

pplication of new string comparator functions can improve matching efficacy in the files having large
amounts of typographical error.  Since many of the files typically have high typographical  error rates,
the string comparators can yield increased accuracy and reduced costs in matching of administrative

lists and census.
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Chapter

Abstract

The Canadian Cancer Registry (CCR) is a longitudinal person-oriented database containing
all the information on cancer patients and their tumours registered in Canada since 1992.  The
information at the national level is provided by the Provincial and Territorial Cancer Registries
(PTCRs).  An important aspect of the CCR is the Death Clearance Module (DCM).  It is a system
that is designed to use the death records from the Canadian Mortality Data Base to confirm the
deaths of the CCR patients that occurred during a pre-specified period. After extensive pre-
processing, the DCM uses a direct match approach to death confirm the CCR patients that had a
death registration number on their record and it performs a probabilistic record linkage between
the remaining CCR patients and death records.  For one province, death registration numbers are
not provided with the cancer patient records. All these records go directly to the probabilistic link-
age.  For the rest of the country, a good proportion of the cancer patients reported as dead by the
PTCRs have such a number that can be used to match directly the two databases.  After an over-
view of the CCR and its DCM, this presentation will compare the situation where the direct match
is used in conjunction with the probabilistic linkage to death confirm cancer patients versus the
case where the probabilistic record linkage is used alone.

Introduction

n combining two sources of data, it is sometimes possible to match directly the records that represent the
same units if these two sources have one common unique identifier.  Nevertheless, it is often not possible
to find all the common units using only this approach, either because the two sources do not have a

common unique identifier, or because, even when used, it is not complete for all the records on the files.

The case of the Death Clearance (DC) of the Canadian Cancer Registry (CCR) is an example of the
latter.  The purpose of this task is to associate cancer patient records with death certificate records to iden-
tify the individuals that are present on both files.  The CCR already contains the death registration identifier
for some patients, but not for all that may indeed be deceased.  Consequently, the most reasonable process
involves matching directly all the CCR patient records that have this information,  and then using probabilis-
tic record linkage in an attempt to couple the remaining records that could not directly match.  It is our belief
that this maximises the rate of association between the two files while reducing the processing cost and time.
In this situation, one could also use probabilistic linkage, alone, to perform the same task.  The intention of
this study is to compare these two approaches.

Firstly, this paper provides an overview of the CCR with emphasis on the Death Clearance module.

Chapter
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Secondly, the characteristics of the populations used in the study are described.  Next, the paper explains the
comparisons between the two approaches (process, results and interpretations); and finally, it presents the
conclusions of this study.

Overview of the Canadian Cancer Registry

he Canadian Cancer Registry at Statistics Canada is a dynamic database of all Canadian residents diag-
nosed with cancer [1] from 1992 onwards.  It replaced the National Cancer Incidence Reporting Sys-
tem (NCIRS) as Statistics Canada's vehicle for collecting information about cancer across the country.

Data are fed into the CCR by the 11 Provincial and Territorial Cancer Registries (PTCRs) that are princi-
pally responsible for the degree of coverage and the quality of the data.  Unlike the NCIRS that targeted and
described the number of cancers diagnosed annually, the CCR is a patient-based system that records the
kind and number of primary cancers diagnosed for each person over a number of years until death. Conse-
quently, in addition to cancer incidence, information is now available about the characteristics of patients
with multiple tumours, as well as about the nature and frequency of these tumours.  Very importantly, since
patients' records remain active on the CCR until confirmation of their death, survival rates for various forms
of cancer can now be calculated.

The CCR comprises three modules: core, internal linkage and death clearance.  The core module
builds and maintains the registry.  It accepts and validates PTCR data submissions, and subsequently posts,
updates or deletes information on the CCR data base.  The internal linkage module assures that the CCR is
truly a person-based file, with only one patient record for each patient diagnosed with cancer from 1992
onwards.  As a consequence, it also guarantees that there is only one tumour record for each, unique, pri-
mary tumour.  The internal linkage identifies and eliminates any duplicate patient records that may have
been loaded onto the database as a result of name changes, subsequent diagnoses, or relocations to other
communities or provinces/territories.  Finally, death clearance essentially completes the information on can-
cer patients by furnishing the official date and cause of their death.  It involves direct matching and prob-
abilistic linking cancer patient records to death registrations at the national level.

The Death Clearance Module

eath clearance is conducted on the CCR in order to meet a certain number of objectives (Grabowiecki,
1997).  Among them, it will :

n permit the calculation of survival rates for patients diagnosed with cancer;
n facilitate epidemiological studies using cause-of-death;  and
n help file management of the CCR and PTCRs.

The death clearance module confirms the death of patients registered on the CCR by matching/linking
[2] their patient records to death registrations on the Canadian Mortality Data Base (CMDB), or to official
sources of mortality information other than the CMDB. These other sources include foreign death certifi-
cates and other legal documents attesting to, or declaring death (they are added to the CMDB file before
processing).

The first major input to this module is the CCR database that is built of patient and tumour records.
For every person described on the CCR, there is only one patient record, but as many tumour records as
there are distinct, primary cancers diagnosed for that person. Patient records contain nominal, demographic
and mortality information about the person, while tumour records principally describe the characteristics of
the cancer and its diagnosis.  CCR death clearance uses data from the patient record augmented with some
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fields from the tumour record (the tumour record describing the patient's most recently diagnosed tumour
when there is more than one).  More details on the variables involved are available in Grabowiecki (1997)
and Statistics Canada (1994).

The second main input is the Canadian Mortality Data Base. This file is created by Statistics Canada’s
Health Division from the annual National Vital Statistics File of Death Registrations, also produced by Sta-
tistics Canada.  Rather than going directly to the Vital Statistics File, death clearance uses the CMDB as the
principal information source about all deaths in Canada, because of improvements that make it a better tool
for record linkage.  A separate record exists on the CMDB for every unique reported surname on each Vital
Statistics record -- viz.: the deceased's surname, birth/maiden name, and each component of a hyphenated
surname (e.g., Gérin-Lajoie, Gérin, and Lajoie).   All of the above surnames and the Surname of the Father
of the Deceased have been transformed into NYSIIS [3] codes.  For details on the CMDB data fields
needed for death clearing the CCR, consult Grabowiecki (1997) and Statistics Canada (1997).

Death clearance can be performed at any time on the CCR.  However, the most efficient and effective
moment for performing death clearance is just after the completion of the Internal Record Linkage module,
that identifies and removes any duplicate patient records on the CCR data base.

The death clearance process has been divided into five steps.

n Pre-Processing

In this phase the input data files for death clearance are verified and prepared for the subsequent
processing steps.  The specific years of CMDB data available to this death clearance cycle are en-
tered into the system. Based upon these years, the cancer patient population from the CCR, and
mortality  records from the CMDB are selected.

n Direct Match (DM)
 
 The unique key to all the death registrations on the CMDB is a combination of three data fields:

 
n Year of Death
n Province (/Territory/Country) of Death
n Death Registration Number.

 
 These three fields are also found on the CCR patient record.  PTCRs can obtain this information by

doing their own death clearance, using local provincial/territorial files of death registrations.  Patient
records having responses for all three key fields first pass through a direct match with the CMDB in
an attempt to find mortality records with identical common identifiers.  If none is found, they next
pass through the probabilistic record linkage phase, along with those patient records missing one or
more of the key match fields.  For the records that do match, five data items common to both the
patient and CMDB records are compared (Sex, Day of Death, Month of Death, Year of Birth,
Month of Birth).  On both the CCR patient records and matched CMDB records, the responses
must be non-missing and identical.  If they are not, both the patient and mortality records are free to
participate in the record linkage, where they may link together. Matched pairs that pass the com-
parison successfully are considered to represent the same person;  they then will move on to the
post-processing phase.

 
n Probabilistic Linkage (PL)

In order to maximise the possibility of successfully linking to the CMDB file, the file of unmatched
CCR patient records is exploded by creating, for every person, a separate patient record for each
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unique Surname, each part of a hyphenated Surname, and the Birth/Maiden Name -- a process
similar to the one used to create the CMDB, described in above. NYSIIS codes are generated for all
names.

The two files are then passed through the Generalised Record Linkage System (GRLS), and over
20 important  fields are compared using a set of 22 rules.  Based on the degree of similarity found
in the comparisons, weights are assigned, and the CCR-CMDB record pairs with weights above the
pre-established threshold are considered to be linked.  When patient records link to more than one
mortality record, the pair with the highest weight is taken and the other(s) rejected.  Similarly, if two
or more patients link to the same CMDB record, the pair with the highest weight is selected.

The threshold weight has been set at such a level that the probability of the linked pairs describing
the same person is reasonably high; consequently, manual review is not necessary  in the linkage
phase.  At the same time, the threshold has not been positioned too high, in order to avoid discard-
ing too many valid links, and thus reducing the effectiveness of the record linkage process.

The death information of  linked CMDB records is posted onto the CCR patient records, overlaying
any previously reported data in these fields. The linked pairs and unlinked CCR patient records join
the matched pairs in proceeding to the post processing phase of death clearance.

n Post-Processing
 

Essentially, this phase updates the CCR data base with the results from the match and linkage
phases.  Also, the results are communicated  to the PTCRs for their review, and for input into their
own data bases.   Before being updated, copies are made of the patient records from the database.
This makes it possible to restore them to their pre-death confirmed state should the
matches/linkages be judged to be incorrect later by the PTCRs.

n Refusal Processing
 

Refusals are PTCR decisions, taken after their review of the feedback reports and files generated in
the post processing phase, that specific matches and linkages are incorrect -- i.e., that the persons
described on the CCR patient records are not the same persons to whose death registrations they
matched or linked.  In this step, the affected patient records have their confirmation of death re-
versed, and are restored to their pre-death clearance state.

A description of the entire DC Module is available in Grabowiecki (1997) and the detailed specifica-
tions of the Direct Match and Probabilistic Linkage can be found in Wysocki and LaBillois (1997).

Characteristics of the Target Populations for this Study

o perform our comparisons, a subset of the CCR population was selected that could best illustrate the
effect of direct match versus probabilistic linkage.  Three provinces were chosen: British Columbia,
Ontario and Québec.  They were picked because they contain, within Canada, the largest populations

of cancer patients, and the size of their respective populations is in the same order of magnitude.  Québec
was specifically taken because its provincial cancer registry does not do death clearance.  Consequently, the
patient files sent to the CCR by this registry never contain complete death information. Therefore, no cancer
patient record from Quebec can obtain a confirmation of death by means of the Direct Match process;  all
Québec records participate in the Probabilistic Linkage.  All other provinces do their own DC, and a signifi-
cant number of their records on the CCR stand a good chance of being confirmed as dead as a result of the

T
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Direct Match.

Due to the availability of data from the CCR and the CMDB at this time, we used reference years of
diagnosis 1992 and 1993.  The distribution by age and sex of the cancer patients in the three provinces is
shown in Figure 1, below.  It appears that there are only minor differences in the populations of cancer pa-
tients between these three provinces. Consequently, such differences are not expected to cause differences
in the results of the death clearances.

It is also important to note that the data coming from different provinces are gathered by different PTCRs.
Even though there is little difference between them, in terms of coding practices, definitions and timeliness,
certain variations still exist.  In particular, the data sources used by the PTCRs to build their registries vary
considerably among them (Gaudette et al., 1997).  These considerations are taken into account in the inter-
pretation of the results.

Direct Match and Probabilistic Linkage Vs. Only Probabilistic
Linkage (Within the Same Province)

Process

his comparison is done by running the complete DC Module on the CCR data from British Columbia
and Ontario.  Both the DM and the PL are used to identify pairs for death confirmation.  In the second
run, any death information contained on the CCR records from these provinces is ignored.  The system

thus channels all the records directly to the PL.  Québec data are not usable for this comparison because of
the absence of complete death information on their CCR records.  By comparing the two sets of pairs ob-
tained in each approach for death confirmation, it is possible to measure different phenomena:

n overall percentage of accepted pairs (death confirmations) for each approach;
 
n percentage of pairs that are common to both approaches;

Figure 1. -- Demographic Characteristics
of the Populations of Cancer Patients
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n percentage of pairs that were present in the regular DC process (DM & PL) but not in the PL only;
 
n percentage of pairs that were not present in the regular DC process (DM & PL) but were found  in

the PL only; and
 
n computer time and cost for each approach.

These measures help to evaluate the usefulness of the Direct Match in the DC process and contrarily,
the impact of not having the CCR death information previously supplied by PTCRs.

Results and Observations

The results of this process are summarised in Figure 2, below. When both a DM and PL were per-
formed, the majority of the pairs formed (approximately 95%) came from the DM.  This was the case for
both of the provinces involved in this part of the study. This result emphasises the importance of high qual-
ity death information in effectively matching records on these two files.  There can be no direct match un-
less all of the death fields are identical on the two files, and these account for all but 5% of the total of pairs
created in the DM and PL process.

Figure 2. -- Comparison of Ontario and British Columbia Using Both Methods

DC Population DM and PL PL

Matched Linked Total   % Total   %

Ont.   84,926  22,648 1,183 23,831 28.1 23,670 27.9

B.C.   33,103   8,058   360  8,418 25.4   8,367 25.3

Total 118,029 30,706 1,543 32,249 27.3 32,037 27.1

It is evident that in terms of the number of pairs obtained in the end, one can expect little difference
between the two methods of death clearance.  Additionally, the particular pairs obtained (which specific pa-
tients are confirmed) will also be very similar.  In this regard, there was less than a 1% difference in the two
methods.   Those differences that did exist tended to reflect favourably on the DM-PL method.   Both
methods found the same 32,035 pairs.  On a net basis, the DM-PL method found 214 more pairs than did
the PL only method.  In percentage terms, this represented a negligible amount (again, less than 1%).   Of
those 214 pairs, roughly 94% were found in the direct match portion of the run; the others were found in
the linkage.  There were two pairs identified by the linkage-only method and not by its counterpart.

In regard to the actual cost of running the programs under the two different methods, the total for the
DM-PL approach was 54% of the total cost incurred in running the PL alone. There is a certain small
amount of instability in these numbers since the cost was dependent in part on the level of activity on the
mainframe computer at the time that the programs were run.  However, the percentage difference in the two
costs is substantial even when this is considered.  The relatively high cost of the linkage-only approach is
due to the fact that the usual preprocessing steps must still be done but, at the same time, the number of
records that are compared in the probabilistic linkage is considerably higher than the number used in the
DM-PL approach (since many patient records, and their associated death records, will have been accounted
for in the DM).
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A Province With Only Probabilistic Linkage Vs. Provinces
With Direct Match and Probabilistic Linkage

Process

or this part, the complete death clearance system is used to process the data of the three selected prov-
inces.  It will automatically produce death confirmation pairs by using the Direct Match and the Prob-
abilistic Linkage for British Columbia and Ontario. Simultaneously, it will only apply the Probabilistic

Linkage for Québec, because the Québec cancer registry does not report the necessary identifiers for the
Direct Match to the CCR. In comparing the death confirmation results obtained for each of the three prov-
inces, it is possible to observe different phenomena. The first is the overall percentage of accepted pairs
(death confirmations) for each province, and the possible contrast between Québec and the two others.
Another aspect to consider is the comparison of the percentage of death confirmation in Québec versus
those obtained with PL only for British Columbia and Ontario in the previous Section.  It is also interesting
to evaluate the impact of not having the CCR death information previously supplied by PTCRs.

Results and Observations

The results obtained from the above process are summarised in Figure 3.

      Figure 3. -- Ontario and British Columbia vs. Quebec, Where Only PL Was Possible

DC Population DM and PL PL

Matched Linked Total  % Total   %

Qué. 57,252        --       --        --    -- 18618 32.5

Ont. 84,926 22,648 1,183 23,831 28.1       --    --

B.C. 33,103   8,058   360  8,418 25.4       --    --

The percentage of pairs found from among the Québec data is rather higher than the corresponding
percentages for the other provinces.  In addition, all the Québec patient records which contained some death
information were successfully linked to a mortality record during probabilistic linkage. This was not the case
for all of the Ontario and BC records which contained death information; that is, there were some patients
reported as deceased by Ontario and BC which neither matched or linked to a CMDB record. Overall,
32.5% of the Québec records that were in scope were successfully linked to the death file, while 28.1% of
the Ontario records and 25.4% of the BC records were matched or linked.  As previously noted, the data
from Québec does not contain complete death information; it does, however, contain some records where
the patient was reported as deceased by this province. It is probable that these were hospital deaths and so it
is in turn very unlikely that the corresponding patients are being mistakenly reported as deceased.   In es-
sence, these patients can be anticipated to be good candidates to be successfully linked to a death record.

More generally, some cancer patients in Québec receive treatment entirely outside of hospitals and
such patients may not then be reported to the CCR.  The data from Québec might, therefore, contain a
greater proportion of more serious cancers than do the data from the other provinces used in the study.
This offers a possible explanation for the higher percentages of cancer patients confirmed in Québec com-
pared to Ontario and B.C.

F
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Finally, we have seen that the differences between the outcomes observed for the Ontario-BC data,
using the match and linkage, and the linkage only, in terms of the total number of pairs found, were rela-
tively minor. Again, a greater percentage of pairs were found in Québec than in the other provinces, and
possibly because of the reasons outlined above.

Conclusions

eath Clearance of the CCR using PL only can be conducted with equal effectiveness as the DM-PL
approach because of the reporting of high-quality personal and cancer data by the PTCRs.  The ad-
vantages of the DM-PL method include lower operating costs to perform death clearance (increased

efficiency), and greater certainty with the results (minimum manual review of cancer-mortality record pairs
by PTCRs).

Footnotes

[1] The cancers that are reported to the CCR include all primary, non-benign tumours (with the exception
of squamous and basal cell skin cancers, having morphology codes 805 to 808 or 809 to 811, respec-
tively), as well as primary, benign tumours of the brain and central nervous system.  In the Interna-
tional Classification of Diseases System – 9th Revision (ICD-9), the following codes are included:  for
benign tumours, 225.0 to 225.9; for in situ / intraepithelial / noninfiltrating / noninvasive carcinomas,
230.0 to 234.9; for uncertain and borderline malignancies, 235.0 to 239.9; and finally, for primary site
malignancies, 140.0 to 195.8, 199.0,199.1, and 200.0 to 208.9.   Similarly, according to the Interna-
tional Classification of Diseases for Oncology – 2nd Edition (ICD-O-2), the target population of cancers
includes: all in situ, uncertain / borderline, and primary site malignancies (behaviour codes 1, 2, or 3),
as well as benign tumours (behaviour code 0) with topography codes in the range C70.0 to C72.9
(brain and central nervous system).

[2] Matching entails finding a unique, assigned, identification number on two or more records, thus identi-
fying them as belonging to the same person;  whereas linkage concludes that two or more records
probably refer to the same person because of the number of similar, personal characteristics found on
them.

[3] NYSIIS (New York State Identification and Intelligence System) assigns the same codes to names that
are phonetically similar.  It is used to group like-sounding names and thus take into account, during re-
cord linkage, variations (and errors) in spelling -- e.g., Burke and Bourque, Jensen and Jonson, Smith
and Smythe.

References

Gaudette, L.; LaBillois, T.; Gao, R.-N.; and Whittaker, H. (1997). Quality Assurance of the Canadian Can-
cer Registry, Symposium 96, Nonsampling Errors, Proceedings, Ottawa, Statistics Canada.

Grabowiecki, F. (1997). Canadian Cancer Registry, Death Clearance Module Overview, Statistics Canada
(internal document).

Statistics Canada (1994). Canadian Cancer Registry Data Dictionary, Health Statistics Division.

D



Record Linkage Techniques -- 1997

211 n

Statistics Canada (1997). Canadian Mortality Data Base Data Dictionary, Health Statistics Division, (pre-
liminary version).

Wysocki, M. and LaBillois, T. (1997). Death Clearance Record Linkage Specifications, Household Survey
Methods Division (internal document).

Note:  For further information, contact:  Tony LaBillois, Senior Methodologist, Household
Survey Methods Division, Statistics Canada, 16-L, R.H. Coats Building, Ottawa, Ontario
K1A 0T6, e-mail: labiton@statcan.ca; Marek Wysocki, Methodologist, Household Survey
Methods Division, Statistics Canada, 16-L, R.H. Coats Building, Ottawa, Ontario K1A
0T6, e-mail: wysomar@statcan.ca; Frank Grabowiecki, Project Manager, Health Division,
Statistics Canada, 18-H, R.H. Coats Building, Ottawa, Ontario K1A 0T6, e-mail: grab-
fra@statcan.ca .



212 n

Chapter

  9 
Abstract

The Bureau of Labor Statistics has historically maintained a Universe Database file that
contains quarterly employment and wage information for all covered employees under the
Unemployment Insurance Tax system.  It  is used as a sampling frame for establishment surveys,
and also as a research database.  Each quarter approximately seven million records are collected
by the States and processed for inclusion on the file.  There are many data items of interest
associated with this database, such as an establishment's industry, county, employment
information, and total wages. Historically, this database has contained five quarters of data.
These data have been linked across the five quarters by both administrative codes and through a
weighted match process.  Recently, a project has been undertaken to expand this database so that it
will include multiple years of data. Once several years of data have been linked, the database will
expand as new data are obtained. This will create a new "longitudinal" establishment information
database, which will be of prime interest to economic researchers of establishment creation,
growth, decline, and destruction.

As one step in the creation of this new resource, research was initiated to refine the existing
record linkage process.  This paper will provide details of the processes used to link these data.
First, we will briefly cover the processes in place on the current system.  Then we will provide
details of the refinements made to these processes to improve the administrative code match. These
processes link nearly 95 percent of the file records.  The remaining records are processed via a
revised weighted match process.  Information on the current state of the revised weighted match
will be provided, as well as the details of work still in progress in this area.

Introduction

n preparation for the building of a new longitudinally-linked establishment database, the Bureau of Labor
Statistics decided to review its current system for linking business establishments across time.  Because
the new database will be used to produce statistics on business births and deaths and job creation and

destruction, we had to ensure that the linkage procedures used in building the database would yield the most
accurate results possible.  Since the current linkage system was built for different purposes than the new
system, there were areas where we could potentially improve the process.  This paper provides an
explanation of the current linkage procedures, details of the work completed to date, and areas of research
that need to be explored in the future.

Chapter

7
Improvements in Record Linkage Processes

for the Bureau of Labor Statistics’
Business Establishment List

Kenneth Robertson, Larry Huff, Gordon Mikkelson, Timothy Pivetz
and Alice Winkler, Bureau of Labor Statistics
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Background

Quarterly Unemployment Insurance Address File

he Bureau of Labor Statistics oversees the Covered Employment and Wages, or ES-202 program,  that
provides a quarterly census of information on employers covered under the State Unemployment
Insurance (UI) laws.  These data are compiled into a data file, the Quarterly Unemployment Insurance

(QUI) Address File.

The QUI file includes the following information for each active employer subject to UI coverage during
the reported quarter: State UI Account Number, Establishment Reporting Unit Number (RUN), federal
Employer Identification Number (EIN), four-digit Standard Industrial Classification (SIC) code,
county/township codes, monthly employment during the quarter, total quarterly wages, and the
establishment's name(s), address and telephone number. Known predecessor and successor relationships are
also identified by UI Account Number and Establishment Reporting Unit Number (UI/RUN). These
numbers are used as administrative codes for matching records from one quarter to the next. The State
code, EIN, and UI/RUN allow establishments to be uniquely identified.  Imputed employment and wage
data are assigned specific codes to distinguish them from reported data.  Codes are placed on the records to
identify the type of address (i.e., physical location, mailing address, corporate headquarters, address on UI
tax file, or “unknown”).

The Universe Database

The State QUI files are loaded to a database, the Universe Database (UDB), for access by users for
survey sampling and research purposes.  The UDB is composed primarily of data elements drawn from the
QUI files.  In addition, there are a few system-assigned and derived data elements, as well as information on
SIC code changes merged from other sources.  An important system-assigned field is the UDB Number, a
unique number identifying continuous business establishments.

UDB Record Linkage

When considering the linkage of these records, the reader should understand that we are linking files
which have the same structure across time. These files are linked to a new iteration of themselves each
quarter. This linkage allows us to identify business establishments which may have gone out of business;
establishments which remain in business for both periods; and, new establishments.  The quality of the
administrative codes are very good, so we expect that we correctly link most records which should be
linked. We follow the administrative code match with a probability-based match. This procedure is followed
to identify the small percentage of links which are missing the appropriate administrative codes.

Each quarter prior to loading the QUI files to the UDB, a matching procedure is performed to link
businesses.  By default, all units that do not link are identified as either new establishments or closed
establishments.  In order to have accurate data on business births and deaths, it is critical that the matching
system accurately link establishments.  The intent of the original linkage system was to minimize the number
of invalid matches.  Unfortunately, however, this causes some good matches to be missed.  Because
statistics on business births and deaths were not being produced from these linked data and only a small
percentage of the total number of records was affected, this situation was acceptable.

The match system was composed of four main components.  The first component identified the most
obvious continuous establishments -- those with the same State code-UI/RUN combination.  These are
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establishments that from one quarter to the next did not change their UI reporting -- no change of
ownership, reorganization, etc.  The second component matched units that States submitted with codes
identifying predecessor/successor relationships.  Given that State personnel have access to the information
needed to determine these relationships, they are assumed to be correct.

The third component matched units based upon certain shared characteristics.  Prespecified weights
were assigned based on data element values that the units had in common.  This weighted match routine
processed the data in three steps (or blocks).  All three blocks limited potential matches to those units coded
in the same 4 digit SIC code and county.  (The New England States also use township codes.)  The first
block included all units that also matched on a key constructed from the Trade Name field.  This “Name
Search Key” was composed of the first seven consonants of the Trade Name.  The second block included
all units that also matched on the first 15 positions of the Street Address field.  The third block included all
units that also contained identical phone numbers.  Two matched units were considered a valid match when
they exceeded a cutoff weight.  A limitation stemming from this three-block structure is that units that had a
valid relationship but had different 4 digit SIC or county codes are missed by the linkage system.

The fourth component of the matching routine attempted to capture changes that occurred within a
quarter.  It first linked units that had State-identified predecessor relationships already coded.  It next
performed a within-quarter weighted match to capture relationships not previously identified by the States.
A significant restriction placed upon both parts of the within-quarter matching was that the potential
predecessors had to contain zero employment in the third month of the quarter while the potential successor
units had to contain zero employment in the first month of the quarter.  Because of inconsistencies in
reporting by some employers, valid relationships could exist that did not meet this criteria, and were not
matched.

Reasons for Modifying the UDB Record Linkage Process

he UDB record linkage process effectively linked over 96 percent of all the records received each
quarter.  Nevertheless, because its methodology was designed to limit the number of false matches, the
original linkage system may not have been the most effective at identifying all valid relationships that

existed between the remaining four percent of establishments.  The result was a potential under-counting of
continuous businesses and over-counting of business births and deaths.  It is for that reason that the
research described in this paper was undertaken.

Furthermore, experience with the previous matching process had highlighted specific areas of the
process that needed improvement or enhancement.  Although these areas affect only the four percent of the
records mentioned above, the net effect on the number of births and deaths identified could be
significant.

New Approach

he matching process consists of the two major procedures described below -- an administrative code
match and a probability-based weighted match.

T
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Administrative Code Match

Imputed Records

The first step in our new linkage process is to identify the imputed records (i.e., non-reporting records
that are assumed to remain in business), and flag the corresponding record in the preceding quarter of the
match.  We then temporarily remove the imputed records from the current quarter file. Rather than assume
that these units are delinquent, we attempt to identify the units that actually may have been reported under
new ownership.  At the end of all of the other match processes, we identify the unmatched flagged records
on the past quarter file. These records have their matching imputed record restored to the current quarter
file, and the link is made between them.

Within-Quarter Matches

Establishments that experience a reporting change within a quarter are generally assigned either a
predecessor code or successor code pointing to another record within the same quarter. We determined that
these within-quarter links were legitimate, so we included a process to find them.

Remove Breakouts and Consolidation

After the within-quarter matches were identified, we examined situations where multi-establishment
reporters changed the way they reported. States encourage these reporters to supply data for each worksite.
When a reporter changes from reporting all worksites on one report to supplying multiple reports, there is a
possibility of failing to capture this as a non-economic event. If we were just counting records, it would look
like we have a lot more establishments in the current quarter than we did in the past quarter. The reverse
situation is also possible.

We were interested in identifying these links in order to exclude them in the counts as business
openings or closings. The limited number of situations found were sent to a data editing routine, where the
employment values were checked for reasonableness. If the match failed the edits, it was not counted as a
breakout or a consolidation, and not included in counts of establishments increasing or decreasing in
employment. Those cases failing the edits were still linked. However, since there is some type of economic
change occurring along with the reporting change, the units failing the edits are included in counts of
establishments increasing or decreasing in employment.

All Other Administrative Code Matches

The files were then linked by UI/RUN. These administrative codes linked most of the records.
Additional links were identified using Predecessor and Successor codes. In general these administrative code
match processes link over 96 percent of the current quarter file, depending on economic conditions.

Probability-Based Match

The probability-based weighted match process involves only the unmatched records from the
administrative code match process. In this process we generally expect to match less than one-half of one
percent of the current quarter records. This can also be expressed as linking less than ten percent of the
current quarter residuals. While this is not a large portion of the overall records, it is still an important part of
the overall process. The more accurate we can make the overall linkage process, the more useful the
database will be in identifying economic occurrences.
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Theoretical Basis for Weighted Matching

The weighted match process is accomplished using the software packages AutoStan and Automatch,
from Matchware Technologies Incorporated. The first is a software package used to standardize names and
addresses for linking. The second package uses a record linkage methodology based on the work of Ivan P.
Felligi and Alan B. Sunter. Automatch uses the frequency of occurrence of selected variable values to
calculate the probability that a variable’s values agree at random within a given block. The probability that
the variable’s values agree given that the record is a match can also be calculated by the software. These
match and nonmatch probabilities form the basis of the weight assigned to the variable in the match process.
The sum of these variable weights are assigned as the overall weight for a given record pair. The distribution
of these summed weights, along with a manual review of selected cases, allows us to determine an
appropriate region where we find mostly matches. The lower bound of this region is set as the match cutoff
value. We expect that above this cutoff will be mostly good matches, and that below this cutoff will be
mostly bad matches.

These theoretical constructs are the foundation of probability-based record linkage. However, the
nature of the data, in combination with software, hardware, and resource limitations, sometimes requires
that additional steps be taken to fine-tune this process. Fortunately, Automatch provides some capabilities in
this direction. The weights assigned to a matched or nonmatched variable can be overwritten or augmented
as needed. This allows the user to augment the weight of important variables, as well as to penalize certain
combinations of variable values, so that a record pair will not match.

Weighted Matches

Blockings

hile the UDB Record Linkage system only utilized three basic blocks (trade name, address, and
phone number), the new system, using Automatch, provides the option to use as many blockings as
needed to match records. Based on empirical studies using California data, we constructed 21 blocks

for the new system.  All blocks match on two to four data elements.  Within these 21 blocks, there are three
groups which block on certain data elements.  The first group contains blocks that include either exact name
or exact street address.  The second group blocks on phone number, and the third group blocks on various
other data elements, such as ZIP code and EIN.

Adjustments to Blockings

After the first few runs of Automatch, we adjusted the blockings and their probability weights to
enhance their matching potential.  One weight adjustment we made was to records with similar street
addresses.  If the street addresses contained different suite numbers, we reduced the weight.   Similarly, we
reduced the weight if primary names contained different unit numbers.  If one data element was unknown
or blank, we increased the weight because these data elements did not necessarily disagree.  However, if
both data elements were unknown or blank, we deducted weight because there was a greater possibility that
they would disagree.  Finally, we deducted weight if both records were part of a multi-establishment
employer.

We also made adjustments based on the  address types. Some accountants submit data for many
companies.  Therefore, more than one record could have the same accountant’s address and telephone
number.  If two records contained the same physical location address, they were considered a good match
and we gave them more weight.  If one record contained a physical location address and the other record
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contained an unknown or tax address, it is possible that it would be a good match, so we gave it slightly
more weight.

Subjective Results and Cutoffs

Although these records contained some common data elements, frequently it was difficult for us to
decide whether the records were good matches.  We subjectively identified matches as being “good,” “bad,”
or “questionable.”  We reviewed these data to determine the quality of each matched pair. Then we set the
cutoff weights for each of the 21 blocks, approximately in the middle of the questionable records.

Results

alifornia data files were linked forward from the first quarter of 1994 (1/94) through the first quarter of
1995 (1/95). We evaluated the matches resulting from the final two quarters (4/94 to 1/95). These
results are shown in Tables 1 though 4.   Additionally, two quarters of data were matched for three

other States -- West Virginia, Georgia, and Florida -- using preliminary match parameters developed for
California.  The results were evaluated by the four analysts using the same rules used in evaluating the
California results.  Although the results are not tabulated, they are approximately equivalent to those
obtained for California.  This finding is significant since there are insufficient resources to manually review
cases which fall close to the match cutoff parameter.  It is, therefore, important that we find match cutoff
parameters for each block which produce satisfactory results in all States.

Number of Units Matched

Table 1 provides a summary of the matches in California which were obtained from the current
matching procedures and the new procedures as tested.  Both procedures produce the same number of
matches on administrative number identifiers (79.58% of the file matched on UI/RUN).  The first
improvement in the matching process appears among those “delinquent” reporters which are assumed to
remain in business.  In the new procedures being tested, these imputed records are not generated until after
all other matching processes are completed.  The rationale for this change is that these non-reporting records
may represent administrative business changes such as a change in ownership and may be reporting with a
new UI/RUN.  These units were matched with new UI/RUNs in 342 cases in California (0.04 percent of the
file).  These cases represent Type II errors (erroneous matches) for the previous matching process.  The
remaining 154,143 delinquent reporters were later matched to a new imputed record, as in current
procedures.

The second improvement in the matching process appears in the within-quarter administrative match.
These within-quarter matches represent units which have undergone some administrative change such as a
change in ownership in a quarter and appear twice in the quarter with different UI/RUNs.  It has become
apparent during study of these files over several years that these units do not always cease reporting in one
month during the quarter and begin reporting as a new entity in the next month of the quarter.  The previous
match procedures restricted these within-quarter matches to those reporters which report in a very precise
manner.  The new procedures allow for some reporting discrepancies in the monthly employment in
matching these cases.  The new procedures obtained approximately 1,110 (0.12%) additional matches for
these situations.

Table 1. -- Results: Match Comparison for CA 95 Qtr. 1

Current New
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Method Method
Match Type

Count % Count %

UI/RUN  to  UI/RUN 739,442 79.58 739,442 79.58

Correct “Delinquent” Matches 154,143 16.59 154,143 16.59

Incorrect  “Delinquent” Matches (Type II Errors) 342 0.04 0 0

Pred/Succ. Codes/Non-Economic Reporting Changes
/Within-Quarter Administrative Matches 821 0.09 1,978 0.21

Weighted 686 0.07 1,513 0.16

Births 33,723 3.63 32,081 3.45

Total (Records = 929,157) 100.0 100.0

  Note that the new system identifies 1,642 more links than the old system.

Finally, the third improvement in the matching process is in the weighted matching for all units in both
quarters which do not match during any of the administrative matching procedures.  The new procedures
make use of  many additional block structures which make possible incremental increases in the number of
matches without significantly increasing the number of Type II errors.  This is accomplished by tailoring the
match cutoff parameter for each block so that most of the good matches fall above the match cutoff
parameter without including a large number of Type II errors. The good matches falling below the
parameter in one block are captured as matches in other blocks without picking up significant numbers of
additional errors.  The number of weighted matches went from 686 to 1,513 for an increase of 827
(0.09%).  The total number of additional matches from the new procedures over the current procedures is
1,642.  This reduces the number of business births (and business deaths) by 1,642 per quarter.

Although the results of the new linkage procedures do not appear dramatically different from the results
of the current linkage procedures, the marginal improvements are significant in terms of the uses of the
linkages.  As stated earlier, one of the principal uses of the linked data files is to estimate the number and
characteristics of business births and deaths and to track business births over time to determine when they
increase or decrease their employment and how long they continue in business.  It is easy to see that even
though a large portion of the units match through the administrative codes, it is the remainder of the units
which are considered business births and business deaths. Marginal improvements in matching these other
units can have a relatively large impact on the number of business births and deaths and the ability to track
them over time.

Quality of Matched Units

Tables 2 and 3 compare the quality of the weighted matches resulting from each procedure.  There are
two conclusions of interest from these tables. First, there are many more good matches resulting from the
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new procedures and fewer Type II matching errors.  Also, there are approximately 150 to 300 good or
questionable weighted matches obtained from the current matching procedures which are not being
identified during the new weighted matching procedures.  There are two possible explanations.  The first is
that we are missing these matches with the new procedures and we must find methods which will identify
the good matches.  The second is that although we are not identifying these matches during the weighted
match, they may be identified in the enhanced administrative matching procedures which would preclude
them from the weighted matching process.  The truth may lie somewhere between these possibilities and
will be one focus of our future research efforts.

Table 2 . -- A Comparison of Weighted Match Counts and Quality

Current Method New Method

Match Quality Count % Count %

Good 262 49.1 1,317 87.0

Questionable 198 37.1   173 11.4

Bad  74         13.9    23  1.5

Total 534 1,513
     

Note that all weighted match results are based on a manual review of linked records,
and are based on the subjective opinions of several reviewers.

Table 3 continues the comparison of the quality of matches obtained from the current and new match
procedures. It is obvious from this table that, although, the new match procedures apparently miss some
good and questionable matches at or near the cutoff parameters for a match, the new procedures identify
many additional good matches which are missed by the current weighted match procedures.  This is
accomplished by the new procedures while picking up fewer questionable and bad matches than the current
procedures.
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Table 3. -- Weighted Matches

Current
Method Only

New Method
Only

Both
Methods

Match Quality
Count % Count % Count %

Good 156 38.4 1,211 87.4 76 91.6

Questionable 178 43.8 153 11.0 7 8.4

Bad 72 17.7 21 1.5 0 0

Total 406 1,385       83

Finally, Table 4 provides an analysis of the overall quality of the weighted matches obtained from the
new procedures. Those units above the match cutoff parameter are identified as matches while the units
below the match cutoff parameter are not identified as matches.  There are at least 23 Type II errors while
there are at least 51 Type I errors.  This rough balance in these error Types seems a reasonable one for the
purposes for which we are matching the files. Since there are only 142 good or questionable matches which
fall below the match cutoff parameter, it seems that a substantial portion of the weighted matches identified
only by the current weighted match procedures are identified during the enhanced new administrative match
procedures.

            Table 4. -- New Weighted Match Distribution and Quality

Group
Match Quality Above

Cutoff %
Below
Cutoff %

Good 1,317 12.2 51 0.5

Questionable 173 1.6 91 0.8

Bad 23 0.2 9,098 84.6

Total                                 10,753

    Nonmatches are only counted within the twenty-one designated blocks, and
     with a match weight greater than or equal to zero.

Future Areas of Research
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he results shown in Tables 1 through 4 are based on the research completed to date.  As we are now
aware from this preliminary effort, the matching procedures used here can be improved and there are
more areas of study which may yield further improvement.  In addition, there is additional testing which

will be necessary to complete an initial assessment of the quality of the matching process.

n Since the files which make up the UDB are the product of each of the State Employment Security
Agencies, it is important that the new match procedures be tested on data files from each of the
States.  This is the only way to insure that anomalies in any of the State files will not adversely
affect the match results.  The short time available for completing each of the quarterly matches and
the size of the files does not allow for a manual review of the quarterly results.  This initial review
of the matching process using the final parameter values will provide some measure of the quality
of matches obtained.  It may also be advantageous to tailor the match cutoff parameters
independently for each State.

 
n It is apparent from our initial analysis that additional analysis of the results of the current and new

match procedures is necessary to determine how many good matches are being missed by the new
procedures  and how many of these are being identified by the new enhanced administrative match
procedures.  Once it is determined how many of these matches are being missed by the new
procedures and their characteristics, the new match procedures must be modified to identify these
matches.

 
n Intra-quarter weighted matching procedures should be tested to determine if such a procedure

should be added to the new match procedures and its impact on overall results.
 
n Once the new procedures are enacted, an ongoing review of selected States may be recommended

to insure that the match results do not deteriorate over time.
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Abstract

NHTSA’s Crash Outcome Data Evaluation System (CODES) project demonstrated the
feasibility of using probabilistic linkage technology to link large volumes of frequently inaccurate
state data for highway safety analyses.  Hawaii, Maine, Missouri, New York, Pennsylvania, Utah,
and Wisconsin were funded by NHTSA to generate population-based medical and financial
outcome information from the scene to final disposition for persons involved in a motor vehicle
crash.  This presentation will focus on the technical issues related to the linkage of
population-based person-specific state crash and injury data.

Data Sources and Access

ata for the CODES project included records for the same person and crash event located in multiple
different files collected by different providers in different health care settings and insurance
organizations at different points in time. Each data file had a different owner, was created for a specific

use, and was not initially designed to be linked to other files. Crash data were more likely to be in the public
domain. Injury data were protected to preserve patient confidentiality. Each data source added incremental
information about the crash and the persons involved.

Six of the seven states linked person-specific crash data statewide to EMS and hospital data. The EMS
data facilitated linkage of the crash to the hospital data because they included information about the scene
(pick-up) location and the hospital destination. The seventh state was able to link directly to the hospital data
without the EMS data because date of birth and zip code of residence were collected on the crash record for
all injured persons.  Other data files, such as vehicle registration, driver licensing, census, roadway/
infrastructure, emergency department, nursing home, death certificate, trauma/spinal/head registries,
insurance claims and provider specific data, were incorporated into the linkage when available and
appropriate to meet the state’s analytical needs.

Importance of Collaboration

Collaboration among the owners and users of the state data was necessary to facilitate access to the
data.  A CODES Advisory Committee was convened within each state to resolve issues related to data
availability, patient confidentiality, and release of the linked data.  The committee included the data owners
such as the Departments of Public Safety, Health, Office of EMS, Vital Statistics, private and public
insurers of health care and vehicles among others. Users included the owners, researchers, governmental
entities, and others interested in injury control, improving medical care, reducing health care costs, and
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improving highway safety.

File and Field Preparation

ile preparation usually began with the creation of a person-specific crash file to match the person-
specific injury data.  Some of the data files only had one record per person; others, such as the EMS
and hospital data files had more than one, reflecting the multiple agencies providing EMS care and the

multiple hospital admissions for the same injury problem respectively. In some instances, all of the records
were included in the linkage; at other times, the extra records were stored in a separate file for reference and
analysis.

Except for Wisconsin which benefitted from state data which were extensively edited routinely, all of
the states spent time, sometimes months, preparing their data for linkage.  In most states, the hospital data
required the least amount of editing.  Preparation included converting the coding conventions for
town/county codes, facility/provider, address, gender, and date in one file to match similar codes in the file
being linked.  Newborns were separated from unknown age.  Date of birth and age discrepancies were
resolved.  Out of sequence times were corrected and minutes were added when only hour was documented.
New variables were created to designate blocks of time, service areas for police, EMS and the hospital,
probable admit date and others.  Ancillary linkages to other data files were performed to beef up the
discriminating power of the existing variables.  Name and date of birth were the most common data added
to the original files to improve the linkage.

Blocking and Linking Data Elements

ersons and events were identified using a combination of indirect identifiers and, in some linkages,
unique personal identifiers, such as name, when they existed.  Each of the CODES states used different
data elements to block and link their files. Which variables were used for blocking and which for linkage

depended upon both the reliability and availability of the data within the state, the linkage phase, and the
files being linked.  Most states used location, date, times, provider service area, and hospital destination to
discriminate among the events.  Age, date of birth, gender, and description of the injury were used most
often to discriminate among persons. Hawaii, Missouri, New York, and Utah had access to name or initials
for some of the linkages.

Linkage Results

onditions of uncertainty govern the linkage of crash and injury state data. It is not certain which records
should link.  In the ideal world, records should exist for every crash and should designate an injury
when one occurs; injury records should exist documenting the treatment for that injury and the crash as

the cause; and the crash and injury records should be collected and computerized statewide.  Linkage of a
crash with an injury record should confirm and generate medical information about the injury. No linkage
should confirm the absence of an injury. But that is the ideal world. In the real world, the crash record may
not indicate an injury even though an injury occurred; the matching injury record may not indicate a crash
or even be accessible; so it is difficult to know which records should link.

Linkage rates varied according to the type of data being linked.  In each of the CODES states, about
10% of the person-specific police crash reports linked to an EMS record and slightly less than 1.8% linked
to a hospital inpatient record, a reflection of the low rate of EMS transport and hospitalization for crash
injuries. The linkage rates also varied by police designated severity level (KABCO).  Linkage to the fatal
injury records was not always 100%, but varied according to whether deaths at the scene were transported
either by EMS or a non-medical provider. For the non-fatal injuries, linkage rates were higher for the more
severe cases which by definition were likely to require treatment and thus to generate a medical record.
About 76-87% of the drivers with incapacitating injuries linked to at least one injury or claims record (except
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for Wisconsin, which had limited access to outpatient data and Pennsylvania which used 6 levels to
designate severity).  Linkage rates for persons with possible injuries varied widely among the seven states.
Because of extensive insurance data resources, about two-thirds of the possible injuries linked in Hawaii and
New York compared to a third or less in the other states.  Many more records indicating “no injuries”
matched in New York and Utah, again because of access to extensive computerized outpatient data for the
minor injuries.  Included in this group of not injured were people who appeared uninjured at the scene but
who hours or days after the crash sought treatment for delayed symptoms, such as whiplash. Overall, the
CODES states without access to the insurance data linked between 7-13% of the person-specific crash
reports for crashes involving a car/light truck/van to at least one injury record compared to 35-55% for
Hawaii and New York, the states with extensive outpatient data.  Wisconsin linked 2% of its drivers to the
hospital inpatient state data and this rate matched that for the seven states as a group.

Linkage of the records for the motorcycle riders was much higher than the car/light truck/van group, a
reflection of the high injury rate for cyclists involved in police reported crashes.  As expected the linkage
rates were lower for the lower severities.  Except for Pennsylvania and Wisconsin, more than 45 per cent of
the person-specific motorcycle crash records linked to at least one injury record.

Validation of the Linkages

auses of false negatives and false positives vary with each linkage because each injury data file is
unique. Since it is unknown which records should link, validation of the linkage results is difficult.  The
absence of a record in the crash file prevents linkage to an injury record; the absence of a cause of

injury code in the injury record risks a denominator inflated with non-motor vehicle crashes. The states
assigned a high priority to preventing cases which should not match from matching and conservatively set
the weight defining a match to a higher positive score. At the same time, they were careful not to set the
weight defining a nonmatch too low so that fewer pairs would require manual review. The false positive rate
ranged from 3.0 - 8.8 percent for the seven states and was viewed as not significant since the linked data
included thousands of records estimated to represent at least half of all persons involved in motor vehicle
crashes in the seven CODES states.

False positives were measured by identifying a random sample of crash and/or injury records and
reviewing those that linked to verify that a motor vehicle crash was the cause of injury.  Maine,
Pennsylvania, and Wisconsin read the actual paper crash, EMS, and hospital records to validate the linkage.
Missouri compared agreement on key linkage variables such as injury county, last initial, date of event,
trafficway/trauma indicators, date of birth, or sex.  Wisconsin determined that the false positive rate for the
Medicaid linkage varied from that for hospitalizations generally since Medicaid cases were more likely to be
found in urban areas.

False negatives were considered less serious than a false positive so the states adjusted the cut-off
weight defining a nonmatch to give priority to minimizing the total matched pairs requiring manual review.
A false negative represents an injury record with a motor vehicle crash designated as the cause which did
not link to a crash report or a crash record with a designated severe injury (i.e., fatal, incapacitating) for
which no match was found. The rates for false negatives varied from 4-30 percent depending on the linkage
pass and the files being linked. The higher rates occurred when the power of the linkage variables to
discriminate among the crashes and the persons involved was problematical. False negatives were measured
by first identifying the records which should match. These included crash reports indicating ambulance
transport, EMS records indicating motor vehicle crash as the cause of injury or hospital records listing an E
code indicating a motor vehicle crash. These records were then compared to the linked records to identify
those that did not link.  False negatives were also identified by randomly selecting a group of crash reports
and manually reviewing the paper records to identify those which did not link.

C



Record Linkage Techniques -- 1997

225 n

Crash and injury records failed to match when one or the other was never submitted, the linking
criteria were too restrictive, key data linkage variables were in error or missing, the case selection criteria,
such as the E-code, were in error or missing, the crash-related hospitalization occurred after several hours or
days had passed, the crash or the treatment occurred out-of-state, etc. Lack of date of birth on the crash
report for passengers was a major obstacle to linkage for all of the states except Wisconsin which included
this information for all injured passengers. (As the result of the linkage process, Maine targeted the
importance of including this data element on the crash report.)  Among the total false negatives identified by
Wisconsin, 12 percent occurred because the admission was not the initial admission for the crash and 10
percent occurred because key linkage variables were missing. Another 7.5 percent occurred because the
linking criteria were too strict.  About 7 percent were missing a crash report because the crash occurred out
of state or the patient had been transferred from another institution. Twelve percent of the false negatives
were admitted as inpatients initially for other reasons than the crash.  It was not possible to determine the
false negative rates when the key data linkage variables or E-code were in error, when out of state injuries
were treated in Wisconsin Hospitals and when the crash record was not received at DOT.

In spite of the failure of some records to match, the estimates of matching among those that could be
identified as “should match” was encouraging. Missouri estimated linkage rates of 65 percent of the hospital
discharge, 75 percent of the EMS records, and 88 percent of the head and spinal cord injury registry records
when motor vehicle crash as the cause of injury was designated on the record. Comparison of Missouri’s
linked and unlinked records suggested that actual linkage rates were even higher, as unlinked records
contained records not likely to be motor vehicle related injuries (such as gunshot, laceration, punctures, and
stabs). The linked records showed higher rates of fractures and soft tissue injuries, which are typical of
motor vehicle crashes.  Seventy-nine percent of the fractures were linked, as were 78 percent of soft tissue
injuries.

The comparison of linked and unlinked records does not suggest that significant numbers of important
types of records are not being linked, though perhaps some less severely injured patients may be missed.
Because ambulance linkage was used as an important intermediate link for the hospital discharge file, some
individuals not injured severely enough to require an ambulance may have been missed, but they would also
be less likely to require hospitalization. Any effect of this would be to erroneously raise slightly the estimate
of average charges for hospitalized patients.

Significance of the False Positive and False Negative Rates

lthough the rates for the false negatives and false positives were not significant for the belt and helmet
analyses, they may be significant for other analyses using different outcome measures and smaller
population units. For example, analyses of rural/urban patterns may be sensitive to missing data from

specific geographic areas. Analyses of EMS effectiveness may be sensitive to missing data from specific
EMS ambulance services or age groups. Another concern focuses on the definition of an injury link.
Defining an injury to include linkage to any claim record that indicated medical treatment or payment
increases the probability of including uninjured persons who go to the doctor for physical exams to rule out
an injury.  But this group also includes persons who are saved from a more serious injury by using a safety
device, so although they inflate the number of total injuries, they are important to highway safety. When
minor injuries are defined as injuries only if their existence is verified by linkage, then by definition the
unlinked cases become non-injuries relative to the data sources used in the linkage. States using data sources
covering the physician’s office through to tertiary care will have more linkages and thus more “injuries.”
Estimates of the percentage injured, transported, admitted as inpatients, and the total charges will vary
accordingly.

The Linkage Methodology is Robust and the Linked
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Data Are Useful

even states with different routinely collected data that varied in quality and completeness were able to
generate from the linkage process comparable results that could be combined to calculate effectiveness
rates. The states also demonstrated the usefulness of the linked data. They developed state-specific

applications to identify populations at risk and factors that increased the risk of high severity and health care
costs. They used the linked data to identify issues related to roadway safety and EMS, to support safety
legislation, to evaluate the quality of their state data and for other state specific purposes.
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Abstract

The New Jersey Department of Education has undertaken a records linkage procedure to follow the
progress of New Jersey’s Public school students in meeting the state standardized graduation
test--the High School Proficiency Test (HSPT).  The HSPT is a test of higher order thinking skills
mandated by state legislation in 1988 as a graduation requirement which measures “those basic
skills all students must possess to function politically, economically, and socially in a democratic
society.” The HSPT is first administered in the fall of the student’s eleventh grade.  If the student is
not successful in any of the three test sections -- reading, mathematics, writing -- he/she has
additional opportunities, each semester, to retake those test sections for which the requirement is
still unmet.  In terms of public accountability of educational achievement, it is very important to
define a population clearly and then to assess the quality of public education in two ways -- the
ability of the educational program to meet the challenge of the graduation test at the first
opportunity (predominantly an evaluation of the curriculum); and the ability of the school system,
essentially through the effectiveness of its interventions or remediations, to help the population
meet the graduation requirement over the time remaining within a routine progression to
graduation.

New Jersey uses a unique student identifier (not social security number) and has designed a
complete mechanism for following the students through the use of test answer folders, computerized
internal consistency checks, and queries to the school districts.  The system has been carefully
designed to protect confidentiality while tracking student progress in the many situations of
moving from school to school or even in and out of the public school system, changes in grade
levels and changes in educational programs (such as mainstreaming, special education, and
limited English proficient programs).

Preserving confidentiality, linking completely to maintain the accuracy and completeness of the
official records, definitions and analysis will be discussed.

Introduction

he New Jersey Department of Education has undertaken a record linkage procedure involving use of
computers in the deterministic matching of student records to follow the progress of New Jersey’s
public school students in meeting the state standardized graduation test -- the High School Proficiency

Test (HSPT). The HSPT is a test of higher order thinking skills mandated by state legislation in 1988 as a
graduation requirement which measures “those basic skills all students must possess to function politically,
economically, and socially in a democratic society.”  The HSPT is first administered in the fall of the
students’ eleventh grade.  If the student is not successful in any of the three test sections -- reading,
mathematics, writing -- he/she has additional opportunities, each semester, to retake test section(s) not yet
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passed.

On first glance it would seem that New Jersey Department of Education’s records linkage task is an
easy and straightforward one.  Since in October 1995, 62,336 eleventh grade students were enrolled in
regular educational programs in New Jersey’s public schools and 51,601 (or 82.8%) of these students met
the HSPT testing requirement on their first testing opportunity (also includes eleventh grade students who
may have met the requirement in one or more test sections while categorized by their local educators as
“retained tenth grade” students), only 10,730 students need to be followed forward for three more
semesters until graduation! Since some of these students (probably half again)  will meet the requirement
upon each testing opportunity, the number diminishes and the task should be trivial ... right?  We have high
speed computers and the public wanting this information thinks we just have to push a few buttons!

The problem is complicated, however, especially by flows of migration (students entering or leaving
New Jersey’s public schools) and mobility (students transferring from one public school to another), and
gets increasingly more subject to error as time from the original eleventh grade enrollment passes.  From the
perspective of the policy maker in the Department of Education whose intent it is to produce a report of test
performance rates which are comparable over schools, districts, and socio-demographic aggregations, the
problem is further complicated by the fact that grade designation is a decision determined by local educators
and rules may vary from school district to school district. Changes in a student’s educational status with
respect to Limited English Proficiency programs and/or Special Education programs also complicate
tracking.

In terms of public accountability of educational achievement, it is very important to define a population
clearly and then to assess the quality of public education in two ways:

n the ability of the educational program to meet the challenge of the graduation test at the first
opportunity (predominantly an evaluation of the curriculum); and

 
n the ability of the school system, essentially through the effectiveness of its interventions or

remediations, to help the population meet the graduation requirement over the time remaining
within a routine progression to graduation.

Before the New Jersey Department of Education developed the cohort tracking system, information on
HSPT test performance was reported specific to each test administration. This cross-sectional method of
analysis was dependent on which students attended school during the test administration, and even more
dependent on local determination of students’ grade level attainments than in a longitudinal study.  Using the
cross-sectional reports, it was very difficult, if not impossible, to meaningfully interpret reports which were
for predominantly retested student populations (i.e., what did the fall grade 12 test results report really
mean?).

Methodology

he cohort tracking project is a joint effort involving the New Jersey Department of Education, National
Computer Systems (NCS), and New Jersey educators in public high schools.  The department is
responsible for articulation of the purpose of the project and establishing procedures to be used --

including such activities as statistical design and decision-making rules, maintaining confidentiality of
individual performance information, and assuring appropriate use and interpretation of reported information.
NCS is responsible for development and support of a customized computer system, its specifications and
documentation. The system is written in COBOL and provides features necessary for generation of the
identifier; sorting and matching; data query regarding mismatches, nonmatches  the uniqueness of the
identifier, and assurances of the one-to-one correspondence of identifier to student. The department and
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NCS share responsibility in maximizing the efficiency and effectiveness of the system and in trying to
reduce the burden of paper work involved in record keeping. minimizing queries back to local educators,
utilizing the computer effectively in checking information for internal consistency, developing and
maintaining quality control procedures of interim reports to the local educators and public reports, and
maximizing yield of accurate information.  The local educator maintains primary responsibility related to the
validity of the information by: assuring the accuracy of identifier information about individual students,
reviewing  reports sent to them to assure the accuracy and completeness of information about their enrolled
and tested student population; and the responsibility to ascertain that every enrolled student is listed on the
school’s roster once and only once!

At its inception in October 1995, the cohort tracking project was intended to follow a defined
population of eleventh grade students forward to their anticipated graduation (the static cohort).  Local
educators objected to this methodology because they could only educate students who were currently
enrolled.  To address this very important concern, the dynamic cohort was defined (see Figure 1).  In effect,
the dynamic cohort represents statistical adjustment of the original static cohort at each test administration to
allow students who have left the reference group (school, district, or statewide) without meeting the
graduation testing requirement to be removed from observation and adds those students who entered the
reference group after fall of the eleventh grade and have not already met the testing requirement.  Statistics
produced for either the static cohort (prospective perspective) or the dynamic cohort (retrospective
perspective) were not true rates, but rather were indices since after the first test administration (on the last
day of testing in the fall of the eleventh grade) these populations are no longer groups of students served
within a school, district, or state at a specific moment in time.

The mobility index -- simply the sum of the number of students entering and the number of students
leaving the reference group since the last day of testing in fall of the eleventh grade, divided by the reference
group at the initial time point -- was designed to help the user interested in evaluating educational progress as
assessed by the HSPT (educator, parent, student,  citizen and/or policy maker) decide which set of
statistics, static or dynamic, would be more appropriate with respect to a particular reference group (school,
district, or state).  The higher the mobility level, the greater the difference between the set of statistics, and
the more likely reliance should be made of the dynamic statistics.

In developing the system, the department had a need for a cost-effective, accurate, and timely system.
The department needed exact matches and, therefore, could not rely on probability matching or phonetic
schemes such as NYSIIS.  A system with a number of opportunities for the local educator to review and
correct the information was developed. A mismatch (or Type II error) was considered to have far more
serious consequences in this tracking application than a nonmatch (or Type I error) because an educator
might be notified that a student met requirements in one or more testing sections when that has not yet
occurred (and the student might have been denied an opportunity to participate in a test administration based
on a mismatch). The nonmatch is especially of concern to the local educator, because the most likely
scenario here is that the student is listed in the file more than once, and none of these (usually incomplete)
student records are likely to show all of the student’s successes, therefore, the student was in the
denominator population multiple times and had little or no chance of entering the numerator of successful
students. In working with various lists and HSPT ID discrepancy reports, local educators have had
heightened awarenesses of the “Quality in ... Quality out” rule mentioned by Martha Fair (Fair and
Whitridge, 1997).
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Figure 1. -- Definitions of Static and Dynamic Cohort
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Considerations Regarding the Identifier

This records linkage application is a relational database dependent on a unique identifier -- the  HSPT
identification number (HSPT ID) --  and  supported by the following secondary fields: name (last and first
but not middle initial), date of birth, and gender.  In determining a unique identifier,  the department first
considered the use of social security number because it is a number which has meaning to the individual (is
known), and is nearly universal and readily available to the individual. However, the department abandoned
the plan to use SSN before the tracking project was implemented because citizens complained -- both
verbally and in writing. Concerns included not wanting to draw attention to illegal aliens and considerations
of the reasonableness of the number in terms of an individual’s willingness to disclose it to school officials
for this purpose and how use of the SSN may make it possible to access other unrelated files.

In reviewing Fair’s criteria for a personal identifier  (permanence, universality, reasonableness with
respect to lack of objection to its disclosure, economy, simplicity, availability, having knowledge or meaning
to the individual, accuracy, and uniqueness), the HSPT ID received low marks related to permanence and
having the property of being easily known or meaningful to the student. The HSPT ID rated high marks on
universality and reasonableness, with respect to lack of objection to its disclosure, precisely because it
lacked meaning and could not be easily related to other records.  The HSPT ID is also economical, simple,
accurate, and is secured and safeguarded -- procedures have been implemented which assure that only
appropriate school officials can access specific HSPT IDs for their enrolled populations and next access
confidential information associated with these students’ records of test results, in accordance with concerns
regarding data confidentiality (U.S. Department of Education, 1994). Work involving assurance that there is
only one number per student includes an HSPT ID update report, an HSPT ID discrepancy report, and
multiple opportunities for record changes to correct information on student identifiers based on local
educators’ reviews of rosters (lists) of their students’ test results.

The HSPT ID has been generated within the tracking system on the answer folder for each first-time
test taker.  Repeat test takers were to use stickers with student identifiers contained in a computer bar code
label provided by NCS. District test coordinators can also contact staff at NCS, and after reasonable
security checks are completed, obtain the HSPT ID and test results (from previous test administrations) for
entering students who have already been tested.

A cohort year designation is to be assigned to a student once and only once.  Safeguards are currently
being developed to assure that despite grade changes over time, each student is followed based upon the
initial (and only) cohort year designation.

Validity Assurances

The department and NCS are currently developing additional computerized procedures to assure the
one-to-one correspondence of the HSPT ID to the student.  A critical element in the  assurance of the
validity of the correct identification of each enrolled student as well as pass/fail indicators (for each test
section and the total test requirement) is the review of the static roster immediately following the fall
eleventh grade test administration.

Recently also, safeguards have been added to the computer system to assure:
 

n that for a given HSPT ID  once a passing score in a particular test section has been obtained by a
student, no further information on testing in that test section can be accepted by the cohort tracking
system because the first passing score is the official passing score; and
 

n that for a student who has met the testing requirement by passing  all test sections the HSPT ID
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number is locked and the system accepts no new information to be associated with that HSPT ID.

Quality Control Procedures for Cohort Reports

Quality control of cohorts reports is a joint effort on the part of the department and NCS. Quality
control procedures include visual review of student rosters and statistical report, utilization of a system of
SAS programs generated under the same project definitions and decision-making rules by a different
programmer in order to check the logic used in the COBOL programs.  To date, this quality control has
been conducted three times.  There is a written quality control protocol which has made it possible to move
from the implicit understanding of records linkage methodology and computer systems capabilities to explicit
criteria for this particular application. These explicit criteria are identified, clearly articulated, and observable.
This protocol has been very useful in that it :

n helped clarify expectations for NCS,
 
n allowed more department staff to participate fully in the quality control process while minimizing

need for specific project orientation or training time, and
 
n more complete documentation of the quality control effort for each cohort after each test

administration. Refinement of these quality control procedures is on-going.

Confidentiality

In addition to the procedures for release of HSPT ID described above, confidentiality is preserved on
cohort dynamic out rosters in that students who have left a school are listed without pass/fail indicators for
test sections and the total testing requirement.

With respect to public reporting, the department has been very conservative in using a rule of “10"
instead of the rule of  “three”; in this way individual student test performance information is not discernable
from information reported publicly.

Results

ctual test performance results based on this longitudinal study have been reported only once to date
(Klagholz, L. et al., 1996).  These results were for the first cohort, juniors in October 1995, and
followed students through one academic year (two test administrations).  The audience of public users

seemed to receive the information well and are currently anticipating the December 1997 release of
information which is to include the academic progress of the 1995 cohort toward graduation and, in
comparison to last year’s public release, the academic progress of the second cohort, juniors in October
1996, through their junior year.

While there are a variety of ways to correct and update the cohort tracking master data base, a key
(and predominant) method is the first record change process after receiving initial test results.  The record
change process is an opportunity for correction of erroneous data related to permanent student identifiers
(name, date of birth, and gender), personal status identifiers (school enrollment, grade, participation in
special programs (such as Special Education, Limited English Proficiency programs, and Title I), and test
related information (attendance at time of testing each content area, void classifications, and first time or
retest taking statuses).

There were a total of  2,526 record changes processed at this first opportunity for data review.  This is
not an unduplicated students count, since one student’s records might have needed several variables to be

A
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corrected. It is not readily obvious what denominator to suggest in determining rates -- 93,627 for total
students enrolled (including students in special programs) would be most appropriate in determining a
proportion of the total population to be tested for a cohort year.  Another approach, however, would be that
record changes as they relate to the cohort tracking project, should be segmented and the number of record
changes for the students who had one or more test sections yet to pass after the  October test administration
would be useful; however, that statistic is not readily available.

Numbers of record changes by reason were as follows:

Student identifiers: name: 447
date of birth: 218
gender:     41
school:     53

Status: grade: 367
Special Education:  631
Limited English Proficiency:   196
Title I: 153

Test specific information: attendance on test days:       43
void classifications:   57
first time or retest status  381 .

A systematic error regarding 731 students who were tested for the first time in April 1996 occurred.
These students were not appropriately reflected in the dynamic cohort statistics.  The computer system has
been corrected to handle these cases correctly.  This also necessitated tightening the quality control protocol
and procedures.  Corrected test performance rates for that same time point in the longitudinal study will be
released in December 1997.  While no one ever wants to release erroneous information, it was interesting to
note the order of magnitude: for 51 schools there was no change, for 44 schools the correction increased
pass rates by up to 0.8%, and for 136 schools passed rates decreased (by within 1.0% for 104 schools and
between 1.1% and 4.2% for 32 schools).

The mobility index was designed to measure the stress on student populations caused by students who
change the educational climate by either entering or leaving a particular high school after October of their
junior year. This index was considered to be needed to guide the decision as to whether the set of static or
dynamic statistics would be more appropriate measures of progress for a given reference group (school,
district, state). The mobility index was observed to have a highly negative correlation with test performance.
This finding was especially important to educators in communities with high mobility in that it helped these
educators quantify the seriousness of the socio-economic problem, and communicate it in understandable
terms regarding the consequences of these moves upon the continuity of students’ educational experiences
and educational progress in meeting performance standards.

Plans for the Future

he department has an ambitious plan to increase the graduation test (and assessments at fourth and
eighth grades) to include eight test sections (content areas).  The cohort tracking project is to be
expanded to include all test sections on the graduation test. Cohort tracking is also to be extended

vertically to the other grades for which there is a statewide assessment program.

T
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The possibility of developing a population register for students enrolled in New Jersey’s public schools
is under discussion.  Then the cohort tracking system would be incorporated into a larger department
information system for reviewing educational programs, attendance, and school funding as well as outcome
measures such as test results.  In discussions about a population registry, social security number has been
proposed for the linkage variable.
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 Chapter

 10 
Abstract

Very little information exists concerning public attitudes on the topic of data sharing among
Federal agencies.  The most extensive information prior to 1995 comes from questions on several
IRS surveys of taxpayers, from questions added to a series of Wisconsin surveys carried out in
1993-95, and from scattered other surveys reviewed by Blair (1995) for the National Academy of
Sciences panels.  From this review it is clear that the public is not well informed about what data
sharing actually entails, nor about the meaning of confidentiality.  It seems likely that opinions on
this topic are not firmly held and liable to change depending on other information stipulated in the
survey questions as well as on other features of the current social climate.

In the spring of 1995, the Survey Research Center at the University of Maryland (JPSM) car-
ried out a random digit dialing (RDD) national survey which was focused on the issue of data
sharing.  The Maryland survey asked questions designed to probe the public's understanding of the
Census Bureau's pledge of confidentiality and their confidence in that pledge.  Respondents were
also asked how they felt about the Census Bureau's obtaining some information from other gov-
ernment agencies in order to improve the decennial count, reduce burden, and reduce cost.  In ad-
dition, in an effort to understand responses to the data sharing questions, the survey asked about
attitudes toward government and about privacy in general.

Then, in the fall of 1996, Westat, Inc. repeated the JPSM survey and, in addition, added a
number of split-ballot experiments to permit better understanding of some of the responses to the
earlier survey.  This paper examines public attitudes toward the Census Bureau's use of other
agencies' administrative records.  It analyzes the relationship of demographic characteristics to
these attitudes as well as the interrelationship of trust in government, attitudes toward data shar-
ing, and general concerns about privacy.  It also reports on trends in attitudes between 1995 and
1996 and on the results of the question-wording experiments imbedded in the 1996 survey.  Impli-
cations are drawn for potential reactions to increased use of administrative records by the Census
Bureau.

Introduction

or a variety of reasons, government agencies are attempting to satisfy some of their needs for informa-
tion about individuals by linking administrative records which they and other agencies already possess.
Some of the reasons for record linkage have to do with more efficient and more economical data collec-

tion, others with a desire to reduce the burden on respondents, and still others with a need to improve cov-
erage of the population and the quality of the information obtained.

The technical problems involved in such record linkage are formidable, but they can be defined rela-
tively precisely.  More elusive are problems arising both from concerns individuals may have about the con-
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fidentiality of their information and from their desire to control the use made of  information about them.
Thus,  public acceptance of data sharing among Federal and state statistical agencies is presumably neces-
sary for effective implementation of such a procedure, but only limited information exists concerning public
attitudes on this topic.

A year and a half ago, the Joint Program in Survey Methodology (JPSM) at the University of Mary-
land devoted its practicum survey to examining these issues.  The survey asked questions designed to probe
the public's understanding of the Census Bureau's pledge of confidentiality and their confidence in that
pledge.  It also asked how respondents felt about the Census Bureau's obtaining some information from
other government agencies in order to improve the decennial count or to reduce its cost.  In  addition, in an
effort to understand responses to the data sharing questions, the survey asked a series of questions about
attitudes toward government and about privacy in general.

Most of these questions were replicated in a survey carried out by Westat, Inc. in the fall of 1996, a
little more than a year after the original survey.  The Westat survey asked several other questions in addition
-- questions designed to answer some puzzles in the original survey, and also to see whether the public was
willing to put its money where its mouth was -- i.e., to provide social security numbers (SSN's) in order to
facilitate data sharing.  Today, I will do four things:

n Report on trends in the most significant attitudes probed by both surveys;
 
n Discuss answers to the question about providing social security numbers;
 
n Report on progress in solving the puzzles left by the JPSM survey; and
 
n Discuss the implications of the foregoing for public acceptance of data sharing by

Federal agencies.

Description of the Two Surveys

he 1995 JPSM survey was administered between late February and early July to a two-stage Mitofsky-
Waksberg random digit dial sample of households in the continental United States.  In each household,
one respondent over 18 years of age was selected at random using a Kish (1967) procedure.  The re-

sponse rate (interviews divided by the total sample less businesses, nonworking numbers, and numbers that
were never answered after a minimum of twenty calls) was 65.0 percent.  The nonresponse consisted of
23.4% refusals, 6.5% not-at-home, and 5.1% other (e.g., language other than English and illness).  Com-
puter-assisted telephone interviewing was conducted largely by University of Maryland Research Center
interviewers, supplemented by graduate students in the JPSM practicum (who had participated in the design
of the questionnaire through focus groups, cognitive interviews, and conventional pretests).  The total num-
ber of completed interviews was 1,443.

The Westat survey (Kerwin and Edwards, 1996) was also conducted with a sample of individuals 18
or older in U.S. households from June 11 to mid-September.   The response rate, estimated in the same
way as the JPSM sample,  was 60.4% [1].  The sample was selected using a list-assisted random digit dial
method. One respondent 18 or over was selected at random to be interviewed.

Trends in Public Attitudes Toward Data Sharing

T
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he most significant finding emerging from a comparison of the two surveys was the absence of change
with respect to attitudes relating to data sharing.  Indeed, if we are right that there has been little change
on these matters, the new survey is testimony to the ability to measure attitudes reliably when question

wording, context, and procedures are held reasonably constant -- even on issues on which the public is not
well informed and on which attitudes have not crystallized.  In 1996 between 69.3% and 76.1%, depending
on the agency, approved of other agencies sharing information from administrative records with the Census
Bureau in order to improve the accuracy of the count, compared with 70.2% to 76.1% in 1995 [2].  Re-
sponses to the Immigration and Naturalization Service, asked about in 1995, and the Food Stamp Office,
asked about in 1996, are comparable to those to the Social Security Administration (SSA). Responses are
consistently least favorable toward the Internal Revenue Service (IRS).

Westat documents five significant changes (p < .10) among 22 questions asked about the Census Bu-
reau on both surveys.  First, there is more awareness of the fact that census data are used to apportion Con-
gress and as a basis for providing aid to communities; but second, there is less awareness that some people
are sent the long census form instead of the short form.  (Both of these changes make sense in retrospect.
In the election year of 1996, apportionment was very much in the news; at the same time, an additional year
had elapsed since census forms, long or short, had been sent to anyone.)  Third, fewer people in 1996 than
1995 said that the five questions asked on the census short form are an invasion of privacy -- a finding at
odds with others, reported below, which suggest increasing sensitivity to privacy issues between the two
years.  This issue will  be examined again in the 1997 survey.   Fourth, there was a modest increase in the
strength with which people opposed data sharing by the IRS.  This finding (not replicated with the item
about data sharing by SSA) may have less to do with data sharing than with increased hostility toward the
IRS.   These changes are mostly on the order of a few percentage points.  Finally, among the minority who
thought other agencies could not get identifiable Census data there was a substantial decline in certainty,
although the numbers of respondents being compared are very small.

Trends in Attitudes Toward Privacy

n contrast with attitudes toward data sharing and the Census Bureau, which showed virtually no change
between 1995 and 1996, most questions about privacy and alienation from government showed signifi-
cant change, all in the direction of more concern about privacy and more alienation from government.

The relevant data are shown in Table 1.

There was a significant decrease in the percentage agreeing that "people's rights to privacy are well
protected"  and a insignificant increase in the percentage agreeing that "people have lost all control over how
personal information about them is used."   At the same time, there was a significant decline in the percent-
age disagreeing with the statement, "People like me  don't have any say about what the government does,"
and a significant increase in the percentage agreeing that "I don't think public officials care much what peo-
ple like me think" and in the percentage responding "almost never" to the question, "How much do you trust
the government in Washington to do what is right?"  The significant decline in trust and attachment to gov-
ernment manifested by these questions is especially impressive given the absence of change in responses to
the data sharing questions.  We return to the implications of these findings in the concluding section of the
paper.

Table 1. -- Concerns about Privacy and Alienation from Government, by Year

Attitude/Opinion

                      Agree Strongly or Somewhat

T

I
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                   1995                     1996

People’s rights to privacy are well pro-
tected

41.4 (1,413) 37.0 (1,198)

People have lost all control over how
personal information about them is used

79.5 (1,398) 80.4 (1,193)

People like me don’t have any say
about what the government does

  59.2 (1,413) 62.9 (1,200)

I don’t think public officials care much
what people like me think

  65.4 (1,414) 71.1 (1,202)

How much do you trust the govern-
ment in Washington to do what is
right?  (Almost never)

  19.2 (1,430) 25.0 (1,204)

Willingness to Provide Social Security Number to
Facilitate Data Sharing

ne question of particular importance to the Census Bureau is the extent to which people would be
willing to provide their social security number to the Census Bureau in order to permit more precise
matching of administrative and census records.  Evidence from earlier Census Bureau research is con-

flicting in this regard.  On the one hand, respondents in four out of five focus groups were overwhelmingly
opposed to this practice when they were asked about it in 1992 (Singer and Miller, 1992).  On the other
hand, respondents to a field experiment in 1992 were only 3.4 percentage points less likely to return a cen-
sus form when it requested their SSN than when it did not; an additional 13.9 percent returned the form but
did not provide a SSN (Singer, Bates, and Miller, 1992).

To clarify this issue further, the Bureau asked Westat to include a question about SSN on the 1996
survey.  The question (Q21) read as follows:

"The Census Bureau is considering ways to combine information from Federal, state, and local
agencies to reduce the costs of trying to count every person in this country.  Access to social secu-
rity numbers makes it easier to do this.  If the census form asked for your social security number,
would you be willing to provide it?"

About two thirds (65.9%) of the sample said they would be willing to provide the number; 30.5% said
they would not; and 3.5% said don't know or did not answer the question.

The question about SSN was asked after the series of questions asking whether or not people approved
of other administrative agencies sharing data with the Census Bureau. Therefore, it is reasonable to assume
that responses to this question were influenced by opinions about data sharing, which the preceding ques-
tions had either brought to mind or helped to create.  And, not surprisingly, there is a relationship between a
large number -- but not all -- of the preceding questions and the question about providing one's SSN.

For example, those who would provide their SSN to the Bureau are more likely to believe the census is
extremely or very important and more likely to be aware of census uses.  They are more likely to favor data
sharing.  Those who would not provide their SSN to the Bureau are more concerned about privacy issues.

O
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They are less likely to trust the Bureau to keep census responses confidential; they are more likely to say
they would be bothered "a lot" if another agency got their census responses; they are less likely to agree that
their rights to privacy are well protected; less likely to believe that the benefits of data sharing outweigh the
loss of privacy this would entail, and more likely to believe that asking the five demographic items is an in-
vasion of privacy.  All of these differences are statistically significant.

Table 2. -- Willingness to Provide SSN and Attitudes to Census Bureau

Would Not Provide SSN Would Provide SSN

                Attitude/Opinion             %        %

Believes counting population is “extremely” or
“very” important

63.8 79.7

Is aware of census uses 43.1 54.8

Would favor SSA giving Census Bureau short-form
information

56.3 85.0

Would favor IRS giving Census Bureau long-form
information

30.4 61.2

Would favor “records-only” census 45.6 60.0

Trusts Bureau to not give out/keep confidential
census responses

45.0 76.7

Would be bothered “a lot” if other agency got cen-
sus responses

54.1 29.9

Believes benefits of record sharing outweigh pri-
vacy loss

36.0 51.1

Believes the five items on short form are invasion
of privacy

31.3 13.4

There are also significant relationships between political efficacy, feelings that rights to privacy are well
protected, feelings that people have lost control over personal information, and trust in "the government in
Washington to do what is right" (Q24a-d) and willingness to provide one's SSN. These political attitude
questions, it should be noted, were asked after the question about providing one's SSN, and so they could
not have influenced the response to this question.

Of the demographic characteristics, only two -- gender and education -- are significantly (for gender,
p<.10; for education, p<.05) related to willingness to provide one's SSN.  Almost three quarters (71.4%) of
men, but only 65.5% of women, are willing to provide their SSN. This is true of 71.2% of those with less
than a high school education, 63.9% of those who are high school graduates, 68.7% of those with some
college, and 76.8% of those who are college graduates. The same curvilinear relationship is apparent for
income:  75.4% of those with family incomes of less than $20,000, 69.6% of those with incomes between
$20,001 and $30,000 and $30,001 and $50,000, 68.6% of those between $50,001 and $75,000, and 75.4%
of those with incomes over $75,000 say they would be willing to provide their SSN if asked by the Census
Bureau to do so.
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Table 3. -- Willingness to Provide SSN, by Concerns about Privacy and
Alienation from Government

Would Provide SSN Would Not Provide SSN

Concern/Alienation       %            %

Disagrees strongly that rights to privacy are well
protected

24.2 45.6

Agrees strongly people have lost control over per-
sonal information

37.9 54.2

Agrees strongly “people like me” have no say
about what government does

27.7 43.7

Agrees strongly public officials don’t care much
about “what people like me think”

31.2 45.4

Almost never trusts government in Washington to
do what’s right

19.5 37.8

Privacy loss outweighs economic benefit of data
sharing

47.1 56.0

Economic benefit of data sharing outweighs pri-
vacy loss

47.9 30.4

From the foregoing, it appears that there are two reasons underlying reluctance to provide one's SSN.
First, there are reasons associated with beliefs about the census: People who are less aware of the census,
who consider it less important, and who are less favorable toward the idea of data sharing are significantly
less willing to provide their SSN.  Low levels of education are also associated with these characteristics.
Second, however, is a set of beliefs and attitudes concerning privacy, confidentiality, and trust: People
who are more concerned about privacy, who have less trust in the Bureau's maintenance of confidentiality,
and who are less trusting of government in general are much less likely to say they would provide their SSN
to the Census Bureau.  Women are more likely to be concerned about privacy issues than men, and they are
also less willing to say they would provide their SSN to the Bureau.  In earlier analyses (Singer and Presser,
1996) we found that importance attached to the census, knowledge about the census, and attitudes about
privacy were independent factors predicting willingness to have other agencies share data with the Bureau.
Though we have not carried out a factor analysis of attitudes toward willingness to provide one's SSN, the
relationships described above suggest that the same clusters of beliefs are relevant for this attitude, as well.

We should point out that the question asked on the 1996 survey, about whether or not respondents
would be willing to provide their SSN, is not equivalent to a field experiment.   The number of people who
would provide their SSN if asked to do so in an actual census might very well be higher than the two thirds
who said they would do so on this survey, as suggested by the field experiment cited at the beginning of this
section.  On the other hand, if the issue of privacy became salient prior to the census, the number complying
might well be less.  Arguing for the second, more cautious, inference is the fact that more than a third of
those approached for the survey did not participate, and, since the introduction to the survey informed po-
tential respondents about the topic, the nonparticipants may well have included those more suspicious of
government and less inclined to cooperate with any request from government agencies, including the Census
Bureau [3].
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What Does Confidentiality Mean?

 number of question wording experiments were included in the 1996 Westat survey.  The most impor-
tant of these, from the perspective of understanding data sharing attitudes, had to do with the meaning
of the Census Bureau's assurance of data confidentiality to respondents.  The short answer to the

question, “What does confidentiality mean to the public?” is, “We don't know.”   However, in the rest of
this paper, we  try to summarize what we think we learned.

The 1995 JPSM survey resulted in one very puzzling finding.  When asked whether other agencies
could get their answers to census questions, identified by name and address, 41% said they did not know;
of the rest, about 90% said other agencies could get such information  (Presser and Singer, 1995).  To make
things even more puzzling, the better educated were more likely to believe, erroneously, that other agencies
could get such data -- virtually the only time, so far as we know, that more education has been associated
with more error (Hyman, Wright, and Reed, 1975).  Furthermore, the belief that other agencies could get
such data was associated with more favorable attitudes toward data sharing.

It thus seemed fairly clear that our attempt to provide a neutral definition of "confidentiality" in the
1995 instrument had not had the intended effect.  Accordingly, we incorporated a four-way split ballot ex-
periment into the 1996 survey.

One quarter of the sample were asked the 1995 question; one quarter, the 1995 question without the
DK filter.  One quarter were asked, "Do you think the Census Bureau does or does not protect the confi-
dentiality of this (household demographic) information, or don't you know (DK)?" And the final quarter
were asked the confidentiality question without the DK filter.

The results are shown in Table 4.  The most striking thing about the table is simply the variation in re-
sponses, depending on the wording of the question.  But the next most startling finding is the difference in
responses to the questions asking  whether other agencies can get identified data, and whether the Bureau
keeps data confidential.  Omitting those who answer DK, the percentages who believe responses are NOT
shared (or data ARE kept confidential) ranges from 11.5% in Q 7-1 to 69.2% in Q 7-4.  Omission of the
DK filter reduces the size but does not change the basic form of the relationship.  Majorities of the public
believe that other agencies can get identified data; they also believe that the Bureau maintains data confiden-
tiality.

A
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Table 4. -- The Effects of Question Wording on Beliefs Regarding Sharing of
Responses by Census Bureau

Response

Do you think other government agen-
cies...can or cannot get people’s names
and addresses along with their answers to
the census?

Do you think the Census Bureau does or
does not protect the confidentiality of this
[household demographic] information?

   Explicit
“Not Sure”

No Explicit
“Not Sure”

   Explicit
“Not Sure”

No Explicit
“Not Sure”

      %       %       %       %

Believe that
census re-
sponses are
shared

47.1 76.9 9.6 20.9

Believe that
census re-
sponses are
not shared

6.1 15.4 12.9 47.0

Not Sure/
Don’t Know

46.8 7.7 77.5 32.1

     N (unweighted) 310 296 294 315

In passing, we should note that the distribution of answers to the version of the question which is iden-
tical to the 1995 question do not differ significantly from the 1995 distribution; and, as in 1995, people who
said other agencies CAN get data were significantly more likely to favor data sharing in 1996 as well.

In  another effort to understand the meaning of confidentiality to respondents, we asked another split-
ballot question near the end of the 1996 survey.  One asked whether the Census Bureau was required by
law to keep census information confidential; the other, whether the Bureau was forbidden by law from giv-
ing identified census information to other agencies.

The responses to the two versions of this question are shown in Table 5.  Majorities of those who have
an opinion give the correct answer to both questions; but the proportion answering DK is larger, and the
proportion giving the correct answer smaller, when the question asks about giving other agencies identified
information than when it asks about maintaining confidentiality.

As a follow-up to both questions, we asked those who said the Bureau is required to protect the infor-
mation or forbidden from disclosing it, whether or not they trusted the Bureau to uphold the law -- that is,
to keep the information confidential, or to refrain from disclosing it to other agencies.  Regardless of
which version of Q22 they got, two thirds of those who answered Yes to the factual question about legal
requirements said they trusted the Bureau to comply with the law.  However, those who not only say the
Bureau is required to keep information confidential but who also trust the Bureau to do so, are signifi-
cantly more likely to say both that other agencies cannot get the data and that the Bureau keeps data con-
fidential.  Thus, not only knowledge of the law, but also trust in the Bureau's compliance with the law, is
implicated in responses to the factual questions about whether the Bureau does or does not protect the data
in its possession.
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Table 5. -- The Effect of Question Wording on Knowledge of Laws Regarding Sharing
of Census Information

Response

Is the Census Bureau forbidden by law
from giving other government agencies
census information identified by name

or address?

Is the Census Bureau required
by law to keep census infor-

mation confidential?
Total

                     %               % %

Yes 28.3 51.1 40.2

No 17.1 11.6 14.2

Dont’t Know 54.6 37.3 45.5

N (unweighted)     591 624 121
5

What differentiates those who trust the Bureau to keep information confidential from those who do
not?

We found only two demographic characteristics that seemed to make a difference. Women are consid-
erably more likely to say they trust the Bureau than men, and younger respondents are more likely to ex-
press trust than older respondents are.  Whether this is an effect of age or of cohort is impossible to tell
from this cross-sectional survey.  None of the other demographic characteristics we examined -- education,
race, or income -- make a consistent difference in attitudes of  trust.

Finally, we looked at the relation of the beliefs about legal requirements to attitudes about data sharing.
People who believe the Bureau is required by law to keep data confidential are significantly more likely to
favor data sharing than those who do not.  On the other hand, people who believe the Bureau is forbidden
from sharing data with other agencies are significantly more likely to oppose data sharing by other agencies.
Whether this results from confusion, or from an application of the norm of reciprocity, or from opposition
to all data sharing, is impossible to tell.

Conclusions and Implications

The following conclusions seem to follow from comparison of the 1995 and 1996 surveys:
 
n Beliefs about the Census Bureau and attitudes toward data sharing have undergone little change

since 1995.
 
n Beliefs about privacy and trust in government have deteriorated since 1995.
 
n To the public, the belief that the Bureau protects confidentiality does not seem to mean that other

agencies cannot get data identified by name and address. What it does mean, we cannot tell from
these data.

n In contrast to an implicit Census Bureau hypothesis, knowledge about legal requirements for confi-
dentiality is not enough to convince the public that the Bureau actually protects confidentiality.  In
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order for  knowledge to translate into belief, trust in the Bureau is required.  The number of people
who both know about legal requirements and trust the Bureau is only about two thirds as great as
the number whose factual information is correct. (However, both knowledge and trust are inde-
pendently related to attitudes toward data sharing.)

We believe these findings have two major implications for future data collection:
 

n First, we are planning in 1997 to ask both about whether other agencies can get data, and whether
the Census Bureau maintains confidentiality, of one third of the sample.  Then, everyone will be
asked what confidentiality means to them.  Only when the sources of misunderstanding are known
can the Bureau better communicate its message about data protection to the public.

 
n Second, future surveys should be used to experiment with arguments that might be presented to the

public in favor of data sharing.  For example, there is evidence from the 1995 and 1996  surveys
that the quality of the data is a more important consideration than cost.  Are there orther arguments
that are even more persuasive? How can the argument about quality be made even more compel-
ling?

We hesitate to make substantive predictions about the public's acceptance of data sharing at the time of
the next census.  On the one hand, about two thirds of the public currently to favor this practice,  this pro-
portion has remained stable over at least a year, and two thirds say they would be willing to provide their
SSN to the Bureau to facilitate such sharing.   On the other hand, opposition to data sharing, and to making
the SSN available, is strongly related to privacy concerns, and such concerns show a small but significant
increase between 1995 and 1996.  Thus, it seems possible that if privacy concerns continue to increase,
they may erode the support for data sharing that currently exists.  The same implication can be drawn from
our findings concerning belief in the Census Bureau's assurance of confidentiality.  Information about the
law is apparently not enough; trust is also required.  And the latter is a much more difficult message to
communicate effectively.
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Note   

ollow-up to this research appears in Singer, Eleanor and Presser, Stanley (1997).  Public Attitudes To-
ward Data Sharing by Federal Agencies:  Trends and Implications, Survey Research Methods Section
Proceedings, American Statistical Association (in process).

Footnotes

[1] The Westat report gives a response rate of 64.4%, which is based on excluding the number of respon-
dents with language problems (n=126) from the denominator.  This group is included in the JPSM
count of eligibles.  The introduction to the Westat survey differed somewhat from that used by JPSM.
It read as follows:

"My name is _________.  I'm calling from Westat on behalf of the U.S. Census Bureau in
Washington, D.C. We're doing a study of people's opinions on whether government agen-
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cies keep information about them private.  You were randomly selected for this study from
the adults in your household.  This survey has been approved by the Office of Manage-
ment and Budget, Number 0607-0822.  Without this approval, we could not conduct this
survey.  Any questions or comments about the survey may be directed to the Census Bu-
reau.  If you would like, when we are done, I will provide you with the address."

The JPSM introduction omitted all references to OMB or the Census Bureau, as well as the sentence
about random selection, and introduced the interviewer as calling from the University of Maryland.
The sentence about the topic of the study was identical to that in the Westat introduction.

[2] Text and tables use data weighted for number of residential phone numbers in the household and num-
ber of persons in the household, poststratified to Census estimates of sex, race, age, education, and re-
gion.

[3] If the Bureau used a less specific introduction, the overall response rate to the survey might not
change, but nonrespondents might be more representative (less biased) with respect to their attitudes
toward government and the Census Bureau.
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Chapter

Abstract

Donald Rubin has suggested many times that one might multiply impute all the data in a
survey as means of avoiding disclosure problems in public-use datasets.  Disclosure protection in
the Survey of Consumer Finances is a key issue driven by two forces. First, there are legal
requirements stemming from the use of tax data in the sample design.  Second, there is an ethical
responsibility to protect the privacy of respondents, particularly those with small weights and
highly salient characteristics. In the past, a large part of the disclosure review of the survey
required tedious and detailed examination of the data. After this review, a limited number of
sensitive data values were targeted for a type of constrained imputation, and other undisclosed
techniques were applied.  This paper looks at the results of an experimental multiple imputation of
a large fraction of the SCF data using software specifically designed for the survey.  In this
exercise, a type of range constraint is used to limit the deviations of the imputations from the
reported data.  The paper will discuss the design of the imputations, and provide a preliminary
review of the effects of imputation on subsequent analysis.

Introduction

ypically, in household surveys there is the possibility that information provided in confidence by
respondents could be used to identify the respondent.  This possibility imposes an ethical, and
sometimes a legal, burden on those responsible for publishing the survey: It is necessary to review the

data for items that could be highly revealing of the identity of individuals, and to filter the data made
available to the public to minimize the degree of disclosure [1].   A recent issue of the Journal of Official
Statistics (vol. 9, no. 2, 1993) deals with many aspects of this problem.

The Survey of Consumer Finances (SCF) presents two particularly serious disclosure risks.  First, the
survey is designed to measure the details of families’ balance sheets and other aspects of their financial
behavior.  Second, the SCF oversamples wealthy families.  Because of the sensitive nature of the data
collected and because the sample contains a disproportionate number of people who might be at well-
known, at least in their localities, disclosure review of the SCF is particularly stringent [2].

There is a growing belief that publicly available records, such as credit bureau files, real estate tax data,
and similar files make it increasingly likely that an unscrupulous data user might eventually come closer to
identifying an SCF respondent [3]. Several protective strategies have been proposed, but many proposals —
truncation, simple averaging across cells, random reassignment of data, etc., — raise serious obstacles for
many of the analyses for which the SCF is designed.  The prospect of either being unable to release any
information, or having to alter the data in ways that severely restrict their usefulness makes it imperative that
we explore alternative approaches to disclosure limitation.

Most disclosure limitation techniques attempt to release some transformation of the data that preserves
what is deemed to be the important information.  Taking this idea to one farsighted conclusion, Donald
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8 Multiple Imputation and Disclosure Protection:  The
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Rubin has suggested on several occasions creating an entirely synthetic dataset based on the real survey data
and multiple imputation (see, e.g., Rubin, 1993) [4]. My impression is that most people have viewed the
idea of completely simulated data with at least suspicion [5]. Such an exercise presents considerable
technical difficulties.  However, even if it is not possible to create an ideal simulated dataset, we may learn
something from the attempt to create one.  This paper describes several explorations in this direction.

Multiple imputation has played an important role in the creation of the public datasets for the SCF since
1989.  In both the 1989 and 1992 surveys, a set of sensitive monetary variables was selected for a set of
cases, the responses to those variables were treated as range responses (rather than exact dollar responses)
and they were multiply-imputed using the standard FRITZ software developed for the SCF (see Kennickell,
1991).  The approach has been broadened in the 1995 survey based on the work reported here.  In the
experiments discussed in this paper, several approaches are taken to imputing all of the monetary values in
the 1995 SCF.

The first section of the paper provides some general information on the content of the SCF and the
sample design and gives a review of the past approach to disclosure review.  Because of the importance of
imputation in the work reported here, the second section reviews the FRITZ imputation model.  The third
section discusses the special manipulation of the data for this experiment and presents some descriptive
results. A final section summarizes the findings of the paper and points toward future work.

The 1995 Survey of Consumer Finances

he SCF is sponsored by the Board of Governors of the Federal Reserve System in cooperation with the
Statistics of Income Division of the IRS (SOI).  Data collection for the 1995 SCF was conducted
between the months of July and December of 1995 by the National Opinion Research Center (NORC)

at the University of Chicago. The interviews, which were performed largely in person using computer-
assisted personal interviewing (CAPI), required an average of 90 minutes — though some took considerably
longer.

Because the major focus of the survey is household finances, the SCF includes questions about all
types of financial assets (checking accounts, stocks, mutual funds, cash value life insurance, and other such
assets), tangible assets (principal residences, other real estate, businesses, vehicles, and other such assets)
and debts (mortgages, credit card debt, debt to and from a personally-owned business, education loans,
other consumer loans, and other liabilities). To meet the analytical objectives of the survey, detailed
information is collected on every item.  For example, for up to six checking accounts, the SCF asks the
amount in the account, the owner of the account, and the institution where the account is held.  The actual
name of the institution is not retained, but a linkage is established to every other place in the interview where
the institution is referenced, and detailed questions are asked about the institution.  For automobiles, the
make, model, and year of the car are requested along with the details of the terms of any loan for the car.
Detailed descriptions of types of properties and business that the household owns are collected, along with
information on the financial flows to and from the household and the businesses.

To provide adequate contextual variables for analysis, the SCF also obtains data on the current and
past jobs of respondents and their spouses or partners, their pension rights from current and past jobs, their
marital history, their education, the ages of their parents, and other demographic characteristics.  Data are
also collected on past inheritances, future inheritances, charitable contributions, attitudes, and many other
variables.

Although the combination of such an broad array of variables alone is sufficient cause to warrant
intensive efforts to protect the privacy of the individual survey participants, a part of the SCF sample design
introduces further potential disclosure problems.  The survey is intended to be used for the analysis of
financial variables that are widely distributed in the population — e.g., credit card debt and mortgages —
and variables that are more narrowly distributed — e.g., personal businesses and corporate stock.  To
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provide good coverage of both types of variables, the survey employs a dual-frame design (see Kennickell
and Woodburn, 1997).  In 1995, a standard multi-stage area-probability sample was selected from 100
primary sampling units across the United
States (see Tourangeau, et al., 1993).  This
sample provides good coverage of the
broadly-distributed variables.  A
special list sample was designed to
oversample wealthy households.
Under an agreement between the
Federal Reserve and SOI, data from the
Individual Tax File (ITF), a sample of
individual tax returns specially selected
and processed by SOI, are made available
for sampling [6].

The area-probability design raises
no particularly troubling issues beyond the
need to protect geographic
identifiers that is common to most surveys.
However, the list sample raises two distinct problems.  First, it increases the proportion of respondents who
are wealthy.  Such people are likely to be well-known at least in their locality, and because of the relatively
small number of such people, it is more likely that data users with malicious intent could match a respondent
to external data if sufficient information were released in an unaltered form.  Second, because SOI data
have been used in the design of the sample, there is a legal requirement that SCF data released to the public
be subjected to a disclosure review similar to that required before the release of the public version of the
ITF.

Generally, the SCF data have been released to the public in stages.  This strategy has allowed us to
satisfy some of the most immediate demands of data users, while allowing time to deal with more complex
disclosure issues.  Once a variable has been released, no amount of disclosure review can retrieve the
information, and it can be much more difficult to add variables later because of the possible interactions of
sensitive variables.  In the past, staged release has allowed users to build a case for including additional
variables, and we have been able to accommodate many such requests.

In 1992, the last year for which final data were released at the time this paper was written, the internal
data were altered in the following ways for release [7].  First, geography, which was released at the level of
the nine Census regions, was altered systematically; observations were sorted and aligned by some key
indicators, and geography was swapped across cases.

Second, unusual categories were combined with other related categories — e.g., among owners of
miscellaneous vehicles, the categories “boat,” “airplane,” and “helicopter” were combined.  Third, a set of
cases with unusual wealth or income were chosen, and a random set of other cases was added to the group.
For these cases, key variables (for which complete responses were originally given) were multiply imputed
subject to range constraints that ensured that the outcomes would be close to the initially reported values.
Fourth, a set of other unspecified operations was performed to increase more broadly the perceived
uncertainty associated with all variables in every observation; these operations affect both actual data values
and the “shadow” variables in the dataset that describe the original state of each variable [8]. As a final step,
all continuous variables were rounded as shown in Table 1. Generally, it is impossible to tell with certainty
from the variables observed by a user of the public dataset which variables may have been altered and how
they were altered.

Data Range Rounded to Nearest

>1 million 10,000
 10,000 to 1 million   1,000
 1,000 to 10,000    100
 5 to 1,000 10
-5 to -1,000 10
-1,000 to -10,000 100
-10,000 to -1 million 1000

   Negative numbers smaller than -1 million truncated at
      -1 million
   Negative numbers between -1 and -5 unaltered
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 Table 1.—Rounding of Continuous Variables

A similar strategy is being followed for the 1995 SCF.  The one significant change is in the imputation
of data for the cases deemed “sensitive” and the random subset of cases described in step three.  For the
1995 survey, all monetary data items in the selected cases will be imputed.  Depending on the reception of
the data by users, this approach may be extended in the 1998 SCF.

FRITZ Imputation Model

ecause the principal evidence reported in this paper turns critically on the imputation of monetary
variables, it is important to outline some of the more important characteristics of the FRITZ model,
which was originally developed for the imputation of the 1989 SCF and has been updated for each

round of the survey since then.  This discussion focuses on the imputation of continuous variables (see
Kennickell, 1991).

Figure 1 shows a hypothetical set of observations with various types of data given.  In the figure, “X”
represents complete responses, “R” symbolizes responses given as a type of range, and “O” indicates some
type of missing value.  In the SCF, there is a lengthy catalog of range and missing data responses, and this
information is preserved in the shadow variables.  Respondents in the 1995 SCF had the option of providing
ranges in many ways: as an arbitrary volunteered interval (e.g., between 2,546 and 7,226), as a letter from a
range card containing a fixed set of intervals (e.g., range “G” means 5,001 to 7,500), or as the result of
answering a series of questions in a decision tree the intervals of which varied by question [9]. Data may be
missing because the respondent did not know the answer, refused to answer, because the respondent did not
answer a question of a higher order in a sequence, because of recording errors, or other reasons.

The FRITZ system is an iterative multiple imputation model based on ideas of Gibbs sampling.  The
system acts on a variable-by-variable basis, rather than simultaneously drawing a vector of variables [10].
Within a given iteration, the most generally applied continuous variable routine is, in essence, a type of
randomized regression, in which errors are assumed to be normally distributed [11].

One factor that distinguishes the model from the usual description of randomized regression imputation
models is the fact that the FRITZ model is tailored to the missing data pattern of each observation.  In
Figure 1, all of the missing data patterns shown are different, and they are not monotone (Little, 1983).  For
most continuous variables, the program generates a covariance matrix for a maximal set of variables that are
determined to be relevant as possible conditioning variables.  For a given case, the model first determines
whether a particular variable should be imputed.  Given that the variable should be imputed, the FRITZ
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model computes a regression for the case using the variables in the maximal set that either are not originally
missing or are already imputed within the particular iteration for the case.  Finally, the model draws from the
estimated conditional distribution until an outcome is found that satisfies any constraints that may apply.
Constraints may take several forms.  When a respondent has given a range response to a question, FRITZ
uses the range to truncate the conditional distribution.  Constraints may also involve cross-relationships with
other variables, or simply prior knowledge about allowable outcomes.  Specification of the constraints is
very often the most complex mechanical part of the imputations.

Figure 1. — Hypothetical Missing Data Patterns

As noted, once a variable has been imputed, its value is taken in later imputations as if it were originally
reported by the respondent.  In a given imputation, variables which were originally reported as a range but
are not yet imputed within the iteration, are given special treatment.  Range reports often contain substantial
information on the location of related variables, and one would like to use this knowledge in imputation.  In
the ideal, it is not difficult to write down a general model that would incorporate many types of location
indicators.  However, in practice such a model would quickly exhaust the degrees of freedom available in a
modestly sized survey like the SCF.  In practice, we adopt a compromise solution.  Values reported
originally as ranges are initialized at their midpoints, and these values are used as conditioning variables for
other imputations until the final choice within the range is imputed.

The FRITZ model produces multiple imputations.  For simplicity, the strategy adopted is to replicate
each observation five times and to impute each of these “implicates” separately. Because different
implicates may be imputed to take very different paths through the data, this arrangement allows users to
apply standard software to the data.
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The iteration process is fairly straightforward.  In the first iteration, all the relevant population moments
for the imputation model are computed using all available data, including all non-missing pairs of data for the
covariance calculations.  As imputations progress in that iteration, the covariance estimation is based on
increasingly “complete” data.  In the second iteration, all population moments are computed using the first
iteration dataset, and a new copy of the dataset is progressively “filled in.”  In each successive iteration, the
process is similar.  Generally, the distribution of key imputations changes little after the first few iterations.
Because the process is quite time-consuming, the model for the 1995 SCF was stopped after six iterations
[12].

Experiments in Imputation for Disclosure Limitation

n this section, I report on three experiments in using multiple imputation for disclosure avoidance
(summarized in Figure 2).  In these experiments every monetary variable for every observation in the
survey was imputed [13].  In the first experiment, all complete reports of dollar values were imputed as if

the respondent had originally reported ranges which ran from ten percent above the actual figures to ten
percent below that figure.  In keeping with our usual practice of using midpoints of ranges as proxies for
location indicators in imputation, the original values were retained until the variable was imputed.  The
second experiment also retained the reported value for conditioning, but imposed no range constraints on the
allowed outcomes other than those required for cross-variable consistency.  The third experiment treated the
original values as if they were completely missing (that is, they were unavailable as conditioning variables)
and, like the second experiment, imposed no prior bounds on the imputations; other monetary responses
that were originally reported as ranges were also treated as completely missing values for purposes of
conditioning, but their imputed values were constrained to lie within the reported ranges.

Figure 2. — Design of Experiments

For several reasons, these
experiments fall short of Rubin’s ideal that one impute an entire dataset conditioning only on general
information — even possibly using only distributional data external to the actual sample.  First, the
experiments deal only with the dollar variables in the SCF.  Second, all complete responses other than
monetary responses are used as conditioning variables. Third, the imputations of range responses are
constrained to lie within the reported ranges, even in experiment three.  Finally — and most probably
importantly — the results are specific to the particular specification of the FRITZ model.  Inevitably there
are deep compromises of theory made in implementing almost any empirical system.  For imputation, such
compromises may be less pressing when the proportion of missing data is relatively small, as is usually the
case in the SCF. These compromises may cause larger distortions when much larger fractions of the data
are imputed. A key question in evaluating the results here is how well the system performs under this more
extreme condition. Because we also have the originally reported values, it is possible to make a direct
evaluation of the performance of the model.

I

          Range       Use Original
Experiment     Constraints     Value as Initial

  Location Indicator

1 ±10% Yes
2 None Yes
3 None  No
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Despite the shortcomings of the three experiments, they seem very much in the sprit of Rubin’s
proposal. Because the experiments show the effects of progressively loosening the constraints on
imputation, I believe the results should provide useful evidence in evaluating the desirability of going further
in developing fully simulated data.

The mechanical implementation of these experiments was reasonably straightforward. In the first
experiment, the shadow variables of all complete reports of dollar values were set to a value which would
normally indicate to the FRITZ model that the respondents had provided distinct dollar ranges. Values equal
to the points ten percent above and 10 percent below the reported value were placed in the appropriate
positions in a file that the model normally assumes contains such information.  In the second and third
experiments, a special value was given to the shadow variable to indicate that there were no range
constraints on the imputations other those that enforce cross-variable consistency.  In experiments one and
two, the initial values of complete responses were left in the dataset at the beginning of imputation; during
the course of imputations, these values were used for conditioning until they were replaced by an imputed
value, which was used to condition subsequent imputations.  In experiment three, values originally reported
completely were set to a missing value, and the usual midpoints of range responses were also set to a
missing value.  Thus, no dollar variables in the third experiment were available for conditioning until they
were imputed.  In each of the experiments, the imputations were treated as if they were the seventh iteration
of the SCF implementation of FRITZ.  Thus, estimates of the population moments needed for the model
were computed using the final results of the sixth iteration.

In the absence of technical problems — far from the case with the work for this paper for which the
imputation system was subject to a massively larger than normal stress — each version of the experiment
would require approximately three weeks to run through the entire dataset on a fast dedicated Sun server.
More importantly, each execution would also require about 2 gigabytes of disk space for the associated
work files.  The process could probably be made at least somewhat more efficient, but the time available for
debugging such a potentially complex change was limited.  A compromise has been adopted here.  The first
of the eight modules of the SCF application of FRITZ was run for all of the experiments.  This module
deals largely with total household income and various financial assets.

Figures 3 through 6 show descriptive plots of data from the three experiments for the following four
variables: total income, amount in the first savings account, the amount of Treasury bills and other Federal
bonds (referred to hereafter as “T-bills”), and the total value of financial assets [14]. The first three of these
variables are intended to span a broad set of types distributions; total financial assets, a variable constructed
from many components, is included to show the effects of aggregating over the potentially large number of
responses to questions about the underlying components.  The impression from looking at a broader set of
variables is very similar.  Each of the figures is divided into two sets of three panels.  The top three panels
show the distribution for experiments one through three, of the (base-10) logarithm of the originally reported
values less the average across the five implicates of the logarithm of the corresponding imputed values
(“bias”), where the distribution is estimated as an unweighted average shifted histogram (ASH).  The bottom
three panels are ASH plots for the three experiments, of the distribution over all cases of the standard
deviation of the multiply-imputed values within observations.

For experiment one, the distribution of bias has a mode at approximately zero for all the variables.
This is not surprising given that the outcome is based on models estimated using reported data for these
observations.  In the case of income, savings balances, and T-bills, the distribution of bias is fairly
concentrated, with the 10th and 90th percentiles of the distribution corresponding to a bias of only about 5
percent (±0.02 on the scale shown).  The distributions of bias for savings accounts and T-bills are
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relatively “lumpy,” largely reflecting the smaller samples used to estimate these distributions:  about 1,200
observations were used for the savings account estimate and only about 110 observations were used for the
T-bill estimate, but about 2,900 were used to estimate the distribution for total income. Reflecting the
integration over possibly many imputations, the distribution of bias for total financial assets is quite smooth.
In every case shown, there is some piling up of cases at the outer bounds corresponding to ±10 percent
(about ±0.04 on the log scale).  The FRITZ model is allowed to draw as many as 400 times from the
predicted conditional distribution of the missing data before selecting the nearest endpoint of the constraint.
Thus, it is likely that these extreme observations are ones for which the models do not fit very well.  Not
surprisingly, examination of selected cases suggests that these observations are more likely to have unusual
values for some of the conditioning variables in the imputation models. The median variability of the
imputations within implicates shown by the ASH plots of the distributions of standard deviations, is about
±6 percent for income, savings accounts, and T-bills. The variability within implicates is substantially lower
for the sum of financial assets, reflecting offsetting errors in imputation.

In the second experiment, the relaxation of the simple range constraint in experiment one has the
expected effect of increasing the variability of the bias, and increasing the standard deviation of imputations
within implicates. In the case of total household income, the bias corresponding to the 90th percentile of the
bias distribution jumps to about 25 percent.  The effect is even larger for the other variables (the bias is
nearly 300 percent at the 90th percentile for total financial assets).  It is somewhat surprising just how much
these values increase given that the imputations are potentially conditioned on a large number of reported
values [15].

In the third experiment with the removal of the reported values used for conditioning in experiment
two, the range of the bias rises further.  The 90th percentile of the bias distribution is about 140 percent for
total income, and about 400 percent for total financial assets.

Because these results are reported on a logarithmic scale, it is possible that they could be unduly
influenced by changes that are small in dollar amounts, but large on a logarithmic scale.  The data do not
provide strong support for this proposition. For income, scatterplots reveal that the logarithmic bias appears
to be approximately equally spread at all levels of income for experiments one and two [16]. In the third
experiment, the dominant relationship is similar, but there are two smaller groups that deviate from the
pattern: a few dozen observations with actual incomes of less than a few thousand dollars are substantially
over-imputed on average, and a somewhat larger number of observations with actual incomes of more than
$100,000 are substantially under-imputed. The data suggest a similar relationships across the experiments
for the other variables as well.

To gauge the effects of the experiments on the overall univariate distributions of the four variables
considered, Figures 7-10 show quantile-quantile (Q-Q) plots of the mean imputations against the reported
values on a logarithmic scale.  Across these variables, the distribution is barely affected by experiment one.
In the second experiment, the results are a bit more mixed.  For total income and total financial assets, there
is some over-imputation of values less than a few thousand dollars, and slight under-prediction at the very
top.  For T-bills, the relationship is much noiser, but not strikingly different.  However, for savings
accounts, the Q-Q plot is rotated clockwise, indicating that the imputed distribution is under-imputed at the
top and over-imputed at the bottom.  All of the simulated distributions deteriorate in the third experiment,
though the distribution of total financial assets appears the most resilient [17].
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Univariate and simple bivariate statistics are important for many illustrative purposes, but for the SCF,
as is the case for many other surveys, the most important uses of the data over the long run are in modeling.
Table 3 presents the coefficients of a set of simple linear regressions of the logarithm of total household
income on dummy variables for ownership of various financial assets and the log of the maximum of one
and the value of the corresponding asset.  This model has no particular importance as an economic or
behavioral characterization.  It is intended purely as a descriptive device designed to examine the effects of
the variation across the experiments on the partial correlations of a set of variables imputed in all the
experiments.  Two types of models are shown: one set includes all observations regardless of whether the
variables included were originally reported completely by the respondent, and the other model includes only
cases for which every variable in the model was originally reported completely.  The regressions were run
using data from each of the three experiments, as well as data from the final version of the sixth (final)
iteration of the imputation of the main dataset [18].

Experiments one and two perform about equally well in terms of determining the significance of
coefficients in both variations on the basic model.  However, data from the first experiment misclassify one
variable as not significant, and data from the second experiment misclassify some variables as significant.
The third experiment implies both type one and type two errors. The R2 of the regressions changes little
except in the third experiment, where this value drops about 10 percent.  Overall, none of the experiments
do dramatically worse than the original data.  Given the structure of the FRITZ model and the degree to
which the variables in these regression models were mutually interdependent, it would be very surprising if
the outcome were otherwise.  However, such regressions are only the beginning of what many economist
would consider applying to the data, and it is possible that more complex models or methods of estimation
would give different results.
  

Summary and Future Research

y design, experiment one is virtually guaranteed to induce minimal distortions, but it also leaves the
outcomes near the original values.  Unfortunately, just knowing that an outcome is in a certain range
may already be sufficient information to increase too much the probability of identifying some of the

very wealthy respondents in the SCF.  My ex ante choice of contenders among the experiments was the
second one, in which imputations condition on actual values, but there is no prior constraint on the outcome
that is connected to the original value.  Ex post, I find the results relatively disappointing.  Certainly, the
reported outcomes of the third experiment look least attractive.  There may be ways of more globally
constraining or aligning the outcomes of experiments two and three, but I suspect the choice of method
would depend critically on a ranking of the importance of the types of analyses to be performed with the
data.  I hope that someone in the SCF group or elsewhere will be able to take the next step.

One technical question that appears potentially troublesome is how to estimate sampling error in a fully
simulated dataset [19]. It is possible, in theory, to simulate records for the entire universe, but even in this
case there would still be sampling variability in the imputations.  This variation may be a second order effect
in normal imputation, but we need to deal with the issue carefully if we expect to simulate all the data.
Perhaps we could find an approximate solution in independently multiply imputing each of a manageably
small number of replicates — implicates of replicates; each replicate would require population estimates
from a corresponding replicate selected from the actual data in a way that captured the important
dimensions of variability in the sample.  Another possibility might be to compute variance functions from the
actual data.

B
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Table 3. — Regression of Logarithm of Total Household Income on Various Variables, Original Data and
Experiments 1-3, Using all Observations and Using Only Observations Originally Giving Complete

Responses to all Variables in the Model

           All Observations Included    Only Complete Responders Included
Orig. Exp. 1 Exp. 2 Exp. 3 Orig. Exp. 1 Exp. 2 Exp. 3

Intercept 2.64* 1.92* 2.56* 3.76* 2.83* 2.87* 3.43* 6.60*
0.75 0.75 0.74 0.69 1.09 1.09 1.02 1.09

Have checking  0.18* 0.20* 0.25* 0.21* 0.17* 0.18* 0.18* 0.15*
0.03 0.03 0.03 0.03 0.04 0.04 0.04 0.04

Ln($ checking) 0.25* 0.27* 0.30* 0.26* 0.26* 0.27* 0.27* 0.23*
0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02

Have IRA/Keogh 0.16* 0.18* 0.18* 0.17* 0.07 0.06 0.12 0.08
0.05 0.05 0.05 0.05 0.07 0.07 0.07 0.07

Ln($ IRA/Keogh) 0.10* 0.11* 0.11* 0.10* 0.07* 0.07* 0.10* 0.08*
0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.03

Have savings acct. 0.01 0.02 0.01 0.01 -0.03 -0.03 -0.02 -0.03
0.04 0.04 0.04 0.04 0.04 0.05 0.05 0.05

Ln($ savings acct) 0.03 0.03 0.03 0.04 0.00 0.00 0.01 0.01
0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

Have money market acct. 0.02 0.03 -0.04 -0.11 0.11 0.12 0.01 -0.07
0.07 0.07 0.07 0.07 0.09 0.10 0.10 0.10

Ln($ money market acct.) 0.03 0.03 0.00 -0.02 0.05 0.05 0.01 -0.02
0.03 0.03 0.03 0.03 0.04 0.04 0.04 0.04

Have CDS 0.24* 0.26* 0.31* 0.27* 0.22* 0.22* 0.27* 0.23*
0.08 0.08 0.08 0.08 0.10 0.11 0.11 0.11

Ln($ CDS) 0.07* 0.07* 0.09* 0.08* 0.07 0.07 0.09* 0.07
0.03 0.03 0.03 0.03 0.04 0.04 0.04 0.04

Have savings bonds -0.02 -0.01 -0.05 -0.09 -0.10 -0.10 -0.12 -0.13
0.04 0.04 0.05 0.04 0.06 0.06 0.06 0.05

Ln($ savings bonds) 0.02 0.02 0.00 -0.02 -0.03 -0.03 -0.05 -0.04
0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.03

Have other bonds 0.62* 0.65* 0.51* 0.63* 0.68* 0.66* 0.54* 0.35*
0.09 0.09 0.08 0.09 0.14 0.14 0.13 0.14

Ln($ other bonds) 0.26* 0.27* 0.22* 0.25* 0.27* 0.26* 0.22* 0.15*
0.03 0.03 0.03 0.03 0.05 0.05 0.04 0.05

Have mutual funds 0.06 0.07 0.09 -0.02 0.18 0.17 0.20* 0.00
0.07 0.07 0.07 0.05 0.09 0.09 0.09 0.06

Ln($ mutual funds) 0.04 0.05 0.05* 0.01 0.10* 0.09* 0.10* 0.03
0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.03

Have annuity/trust 0.02 0.02 0.03 0.01 -0.04 -0.04 -0.07 -0.07
0.04 0.04 0.04 0.02 0.05 0.05 0.05 0.05

Ln($ annuity/trust) 0.04* 0.04* 0.04* 0.02 0.01 0.01 0.01 -0.29
0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.24

Have whole life insurance -0.70 0.11 0.14* 0.19* -0.61 -0.63 0.17* 0.2*
0.17 0.08 0.05 0.05 0.25 0.26 0.07 0.06

Ln($ cash value life ins.) 0.10* 0.01 0.02* 0.01 0.09* 0.09* 0.03 0.02
0.02 0.01 0.01 0.01 0.03 0.03 0.04 0.03

R2 0.40 0.39 0.40 0.37 0.43 0.43 0.42 0.36

* = significant at the 95% level of confidence.
Simple regression standard errors are given in italics below each estimate.
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The experimental results reported in this paper say at least as much about the nature of the SCF
imputations as they do about the possibility of creating a fully simulated dataset.  Although the imputation
models have been refined over three surveys now, the results of experiments two and three, in particular,
suggest that there is room for improvement.  Indeed, a number of changes were instituted in the process of
getting the experiments to produce meaningful data, and other changes will be implemented during the
course of processing the 1998 SCF.  Other changes, including the possibility of using empirical residuals,
deserve further attention.  However, I am not optimistic that there are many major improvements in our
ability to impute the SCF data waiting to be discovered.  There  is a difference in what one can accept in
imputing a relatively small fraction of the data and what is acceptable for the whole dataset.  With fully
simulated data, we are left with a difficult tradeoff between noise (however structured) and potential
disclosure.

Disclosure limitation techniques have a Siamese twin in record linkage techniques.  As one side
progresses, the other side uses closely related ideas to follow.  This conference has played an important part
in highlighting this relationship and the need for coordination.  Perhaps if we work hard together, there may
be a chance that we will find a way to allow users to analyze disclosure-limited data using record linkage
ideas to sharpen inferences.  There may also be a payoff in more routine statistical matching, which is really
just another form of imputation.

A large problem in planning all disclosure reviews is how to accommodate the needs (but not
necessarily all the desires) of data users.  I expect that users will express considerable resistance to the idea
of completely simulated data. Some statisticians may be troubled about how to address questions of
estimating sampling error with such data.  Among economists, there are substantial pockets of opposition to
all types of imputation, and some researchers have raised carefully framed questions that need to be
addressed equally carefully.  For example, if unobserved effects are a serious issue (and they often are in
econometric modeling), then imputation must consider the distortions it may induce if such latent models are
ignored; the question becomes much more pressing if all of the data are imputed.  Given the choice between
having no data or having data that are limited in some way, most analysts will likely opt for some
information.  However, to avoid developing disclosure strategies that yield data that do not inform
interesting questions for users, it may be important to engage users in the process where possible.
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Footnotes

[ 1] As Fienberg (1997) argues, releasing any information discloses something about the respondent, even if
the probability of identification is minuscule.

[ 2] See Fries, Johnson and Woodburn (1997a) for a summary of the disclosure strategies that have been
developed for the survey.

[ 3] Ivan Fellegi emphasized a similar point in his address to this conferences.
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[ 4] For example, Rubin (1993) says “Under my proposal, no actual unit’s confidential data would ever be
released.  Rather, all actual data would be used to create a multiply-imputed synthetic microdata set of
artificial units...”

[ 5] However, Fienberg and Makov (1997) have proposed creating simulated data for the purpose of
evaluating the degree of disclosure risk in a given dataset and Feinberg, Steele and Makov (1996) have
examined the problem of simulating categorical data.

[ 6] Use of the ITF for the SCF is strictly controlled to protect the privacy of taxpayers. For the 1995 SCF,
SOI provided NORC with the names and addresses of a sample selected from a copy of the ITF
purged of name and address information at the Federal Reserve. NORC contacted respondents, but
had no means of linking to the tax data. The SCF group alone at the Federal Reserve is allowed access
to both survey data and tax data, but no names were available, and use of these tax data at the Federal
Reserve is strictly limited to activities connected with sampling, weighting, and other such technical
issues.

[ 7] See Fries, Johnson, and Woodburn (1997b) for details and information about the effects of the
alterations on the data.

[ 8] The shadow variables are used as a formal device in documentation, and they inform the imputation
software about which variables should be imputed.  The shadow variables contain information about
various types of editing that may have been performed to reach the final value, whether it was reported
as one of a large number of types of range outcomes, whether it was missing for various reasons, or
whether its outcome was affected by other processes.

[ 9] The collection of range data in the 1995 SCF is described in detail in Kennickell (1997).

[10] For an excellent example of a simultaneously determined system, see Schafer (1995).  Geman and
Geman (1984) discuss another type of structure involving data “cliques.”

[11] In general, continuous variables are assumed to follow a conditional lognormal distribution. For
continuous variables, the program assumes by default that errors should be drawn within a bound of
1.96 standard errors above and below the conditional mean.

[12] For the 1995 data, the process required about ten days per iteration, which is down from about four
weeks per iteration in 1989.

[13] There are 480 monetary variables in the SCF, but it is not possible for a given respondent to be asked
all of the underlying questions.

[14] The sets of observations underlying the charts include only respondents who gave a complete response
for the variable, or, in the case of financial assets, who gave complete responses for all the components
of financial assets.  For many sub-models of the SCF implementation of FRITZ, general constraints are
imposed for all imputations to ensure values that are reasonable (e.g., amounts owed on mortgage
balloon payments must be less than or equal to the current amount owed); in the actual data, these
constraints are occasionally violated for reasons that are unusual, but possible.  When reimputing these
values subject to dollar range constraints in experiment one, a small number of imputations violated the
bounds imposed.  To avoid major restructuring of the implementation of the FRITZ model for the
experiments, these instances are excluded from the comparisons reported here.  In each of the figures,
the set of observations is the same across all six of the panels.  For the income plots, households
reporting negative income have been excluded.
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[15] For example, total income is the first variable imputed, and all reported values (or midpoints of ranges)
for variables included in the model for that variable are used to condition the imputation.

[16] For disclosure reasons, the scatterplots supporting this claim cannot be released.

[17] In the cases examined, this result also holds if the data are separated by implicates rather than averaged
across implicates.

[18] The five implicates were pooled for these regressions.  Standard errors shown in the table are simple
regression standard errors that take no account of imputation or sampling error; the degrees of freedom
were altered in the standard error calculation to reflect the fact that there were five times as many
implicates as observations.

[19] Fienberg, Steele and Makov (1996) also address this question.
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Abstract

Congress has recognized that a confidential relationship between statistical agencies and their respondents is es-
sential for effective conduct of statistical programs.  However, the specific statutory formulas devised to implement this
principle in different agencies have created difficult barriers to effective working relationships among these agencies. 
The development of mechanisms to establish a uniform confidentiality policy that substantially eliminates the risks asso-
ciated with sharing confidential data will permit significant improvements in data used for both public and private deci-
sions without compromising public confidence in the security of information respondents provide to the Federal gov-
ernment.

Initiatives of the Statistical Policy Office to enhance public confidence in the stewardship of sensitive data and to
permit limited sharing of confidential data for exclusively statistical purposes received a substantial impetus in the 1995
reauthorization of the Paperwork Reduction Act.  The Act strongly endorses the principles embodied in statistical confi-
dentiality pledges and charges OMB to promote sharing of data for statistical purposes within a strong confidentiality
framework.

This paper discusses the history, the promise, and the current status of initiatives to strengthen and improve data
protection while promoting expanded data sharing for statistical purposes. The most recent efforts include the OMB
Federal Statistical Confidentiality Order, the Statistical Confidentiality Act (SCA), and companion legislation to the SCA,
that would make complementary changes to the Internal Revenue Code.

Introduction

 promising initiative to improve the quality and efficiency of Federal statistical programs is a legislative
proposal that would allow the sharing of confidential data among statistical agencies under strict safe-
guards.  The development of this approach has been a painstaking, careful process that has been sup-

ported and nurtured by Administrations of both parties over many years.

The Administration’s Statistical Confidentiality Act and two companion initiatives -- the OMB Federal
Statistical Confidentiality Order and an amendment to the Internal Revenue Code -- address two issues that
are vital to ensuring the integrity and efficiency of Federal statistical programs and, ultimately, the quality of

Chapter
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Statistical Purposes
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Federal statistics.  These are

n the unevenness of current statutory protections for the confidential treatment of information provided
to statistical agencies for exclusively statistical purposes; and

 
n the barriers to effective working relationships among the statistical agencies that stem from slightly dif-

ferent statutory formulas devised to implement the principle of confidentiality for statistical data in dif-
ferent agencies.

The proposed legislation would establish policies and procedures to guarantee the consistent and uniform
application of the confidentiality privilege and authorize the limited sharing of information among designated
statistical agencies for exclusively statistical purposes.

Initiatives Span More Than Two Decades

fforts to address confidentiality concerns with regard to Federal statistical data have a history that extends
for more than 25 years.  Such efforts have been endorsed on both sides of the aisle in the Congress.  The
roots of the policies in the Administration’s current Statistical Confidentiality Act reflect the work of three

Commissions that examined statistical and information issues during the Administrations of Presidents Nixon
and Ford.  In 1971, the President’s Commission on Federal Statistics recommended that the term confidential
should always mean that disclosure of data in a manner that would allow public identification of the respondent
or would in any way be harmful to him should be prohibited; this commission also recommended that consid-
eration should be given to providing for interagency transfers of data where confidentiality could be protected.

In July 1977, the Privacy Protection Study Commission stated that “no record or information... collected
or maintained for a research or statistical purposes under Federal authority... may be used in individually identi-
fiable form to make any decision or take any action directly affecting the individual to whom the record per-
tains...”  Later, in October of that year, the President’s Commission on Federal Paperwork endorsed the confi-
dentiality and functional separation concepts, but applied them directly and simply to statistical programs, say-
ing that:

n Information collected or maintained for statistical purposes must never be used for administrative or
regulatory purposes or disclosed in identifiable form, except to another statistical agency with assur-
ances that it will be used solely for statistical purposes; and

 
n Information collected for administrative and regulatory purposes must be made available for statistical

use, with appropriate confidentiality and security safeguards, when assurances are given that the infor-
mation will be used solely for statistical purposes.

The policy discussions generated by the three Commissions came together during the Carter Administra-
tion in a bipartisan outpouring of support for the Paperwork Reduction Act (PRA), which largely addressed the
efficiency recommendations of the Paperwork Commission.  The legislative history of that Act recognized the
unfinished work of fitting the functional separation of statistical information into the overall scheme.

E
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The first attempt to deal with the issues of confidentiality and sharing of statistical data was made by the
Carter Administration’s Statistical Reorganization Project (popularly known as the “Bonnen Commission”). 
This effort paralleled the legislative development work by OMB that became the Paperwork Reduction Act. 
The initiative identified a group of statistical agencies that could serve as protected environments -- or enclaves
-- for confidential data and attempted to create a harmonized confidentiality policy by synthesizing the several
prescriptions in existing laws.  The initiative was left behind by the fast-track PRA for two reasons:

n First, each new prescription to solve problems in one agency raised new questions in other agencies, so
that objections to the language increased as the draft legislation became longer and more complex.

 
n Second, the approach failed to appreciate that some large databases -- e.g., Census and tax files -- rep-

resented more significant risks and, thus, needed more elaborate confidentiality protection than other
files.

During the first Reagan Administration, this prescriptive formula became more and more complex, as at-
tempts were made to incorporate comments from both statistical and nonstatistical agencies. The draft proposal
eventually was withdrawn when it became apparent that almost no one could understand how all of the myriad
definitions and exceptions fit together. 

While the proposed approach did not succeed, the effort did draw attention to many subtle weaknesses in
existing law and led to new statutes and amendments during the second Reagan Administration.  In particular,
stronger statutory protections were enacted for the National Center for Health Statistics, the National Agricul-
tural Statistics Service, and the National Center for Education Statistics.  At the same time, the concept of a
government-wide law for statistical confidentiality and data sharing received a complete overhaul.

A new strategy was presented to the statistical agencies during the Bush Administration.  It had five im-
portant features that were missing from earlier efforts:

n It was designed to work with the tools already available in the PRA -- promoting data sharing, but pro-
viding for functional separation to ensure that the statistical data are only shared for statistical purposes.

 
n It was designed to be robust with respect to reorganizations within the statistical system.  Since every

major statistical agency had been involved in one or more reorganizations since 1970, it became appar-
ent that any successful strategy would have to work well in any reasonable organizational environment.

 
n It was built around a procedural strategy that gives due deference to the precepts of existing law that

are tailored to specific risks and builds on agency experience in implementing that body of law. The
idea was to adopt a general confidentiality policy consistent with existing law and provide the tools --
data sharing agreements, coordinated rules, and consistent Freedom of Information Act (FOIA) ex-
emptions -- to address those risks.

 
n It provided a means for the major statistical agencies to work closely with other agencies in their areas

of expertise.  While only the Statistical Data Centers would have broad access to data, any agency that
collects its own statistical data can act as a full partner in improving those data under the terms of a
data sharing agreement.

 
n It strengthened the Trade Secrets Act.  This universal confidentiality statute consolidated provisions of

tax law, customs law, and statistical law, but the statistical implications had been ignored.  The new
proposal set uniform policies for confidential statistical data, increasing penalties and addressing
questions of agents.
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This fresh start – based on  a precedent-setting data sharing order involving the Internal Revenue Service,
the Census Bureau, and the Bureau of Labor -- had strong support within the Administration.  But the effort
failed to reach closure.

The basic strategy developed during the Bush Administration was later expanded and refined during the
first term of the Clinton Administration.  Criteria for the Statistical Data Centers (SDCs) were incorporated into
the Statistical Confidentiality Act, and every statistical agency that could meet these tests was added to the list
of SDCs -- bringing the total from four agencies to eight.  The relationship to the PRA was fine-tuned, as well,
and this process identified some improvements to the PRA that were adopted in the 1995 amendments to that
Act.

The final step in the recent initiative involved negotiating a complementary amendment to the Statistical
Use section of the tax code [26 USC 6103(j)].  This change actually facilitates increased security for taxpayer
information, by targeting and, thus, limiting the wholesale disclosures permitted under current law.  It permits
multi-party sharing agreements, so that specific statistical data sets that include tax data can be shared under
IRS security procedures with other SDCs.

What Factors Argue for Success Now?

fter more than two decades, why should we think that these efforts will be any more successful than those
of the past?  Perhaps it comes down to what can be called the “Three E’s:”

n Experience. -- Over the past 25 years we have learned a considerable amount. The current proposal
builds on the experience OMB and the agencies gained through earlier efforts. 

 
n Environment.-- The Federal statistical system is faced with growing fiscal resource constraints. At the

same time, the 1995 Paperwork Reduction Act extends requirements for reducing burdens imposed on
respondents to Federal surveys.  Yet another factor that has affected agency views is the increasing
number of proposals for consolidating statistical agencies.

 
n Enthusiasm.—Last but not least, the statistical agencies appear to be in a “can do” mood – enthusiasti-

cally supporting the development and passage of legislation that will even out statutory confidentiality
protections and permit data sharing for statistical purposes.

Whatever the reasons, the agencies have come together on the Administration proposal now embodied in
Statistical Confidentiality Act and its companion pieces.

The Statistical Confidentiality Act

As the centerpiece of this effort, the Statistical Confidentiality Act has two principal functions:

n To ensure consistent and uniform application of the confidentiality privilege; and
 
n To permit limited sharing of data among designated agencies for exclusively statistical purposes.

A limited number of Federal statistical agencies would be designated as Statistical Data Centers. The eight
agencies that currently meet the criteria to become SDCs are the Bureau of Economic Analysis (BEA), Bureau
of the Census, Bureau of Labor Statistics (BLS), National Agricultural Statistics Service (NASS), National
Center for Education Statistics (NCES), National Center for Health Statistics (NCHS), the Energy End-Use and
Integrated Statistics Division of the Energy Information Administration (EIA), and the Science Resources
Studies Division of the National Science Foundation (NSF). 
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A key component of the legislation is functional separation, whereby data or information acquired by an
agency for  purely statistical purposes can be used only for statistical purposes and cannot be shared in identi-
fiable form for any other purpose without the informed consent of the respondent. If a designated SDC is
authorized by statute to collect data or information for any nonstatistical purposes, such data or information
must be distinguished by rule from those data collected for strictly statistical reasons.

The procedural strategy for implementing the legislation would be carried out via written data sharing
agreements between or among statistical agencies.  The Statistical Data Centers would provide information on
actual disclosures and information security to OMB for inclusion in the annual report to Congress on statistical
programs.  OMB would also review and approve any implementing rules to ensure consistency with the pur-
poses of the SCA and the PRA.

Companion Legislation

n addition to the Statistical Confidentiality Act, special amendments have been proposed to the Statistical Use
subsection of the Internal Revenue Code -- Section 6103 (j).  These amendments would authorize limited
disclosure of tax data to agencies which have been designated as Statistical Disclosure Centers.  In addition,

the Research and Statistics Division at the Federal Reserve Board has been added to the group of agencies cov-
ered under the IRS companion Bill. 

The amendment would provide access to tax return information to construct sampling frames and for re-
lated statistical purposes as authorized by law. Names, addresses, taxpayer identification numbers, and classifi-
cations of other return information in categorical form could be provided for statistical uses. These latter data
are not to be used as direct substitutes for statistical program content, but rather can be applied using statistical
methods such as imputation to improve the quality of the data.  Class sizes or ranges for such data -- e.g., for
income -- will vary by purpose.

The amendment is designed to protect taxpayer rights and maintain  proper oversight and control over tax
return disclosures, while allowing carefully targeted expansion of access to tax return information for statistical
purposes only.

The Statistical Confidentiality Order

s an integral step to foster passage of these legislative proposals, OMB felt it was critical to move ahead
with efforts to clarify and make consistent government policy protecting the privacy and confidentiality
interests of individuals and organizations that provide data for Federal statistical programs. With that aim

in mind, OMB developed and sought public comment on an Order that assures respondents who supply statisti-
cal information that their responses will be held in confidence and will not be used against them in any govern-
ment

I
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action.  The Order also gives additional weight and stature to policies that statistical agencies have pursued for
decades and includes procedures to resolve a number of ambiguities in existing law.  Following the public re-
view process, the Federal Statistical Confidentiality Order went into effect on June 27, 1997.

What Opportunities Will Attend Passage of the Legislation?

or more than a decade, we have worked within the constraints of existing law to make limited comparisons
between similar data sets in different agencies.  We have set in motion a series of limited exchanges tailored
to conform to current law, but they cannot address all of the problems.  Moreover, such exchanges could

be cut short by an unfavorable interpretation of any one of the dozens of statutes involved.  In each of these
cases, extraordinary efforts have been required to accomplish even limited data exchanges. Based on these ex-
periences, we believe that even modest exchanges of information could, in the future, unearth and eliminate
important errors in existing economic series, enable significant consolidations of overlapping programs (with
comparable reductions in costs), and permit substantial reductions in reporting burden imposed on the public.

As the possibility of a law to permit data sharing in a safe environment has become more credible, statistical
agencies have begun to identify potential improvements to current operations and programs that this law would
permit.  These include possibilities such as the following:

n Integrated database concepts for information on particular segments of the economy and society, such
as educational institutions (NCES, NSF, and Census), health care providers (NCHS, Census, and some
program-specific agencies), and agricultural establishments (NASS, Census, and the Economic Re-
search Service at the Department of Agriculture), would improve the consistency and quality of data
while reducing current data collection costs.

 
n Collaboration on sampling frames would improve accuracy and reduce maintenance costs.  A more ef-

ficient division of labor would make it possible to maintain high quality frames at minimum cost, both
for list frames (Census, BLS, NASS) and for area frames (NASS, Census, NCHS).  This approach
would avoid duplicate expenditures and improve quality.  Coordination and shared use of relisting in-
formation (updates) in large multi-stage designs could also reduce frame maintenance costs.

 
n Targeted frames – or sample selection services – from improved master frames could reduce duplica-

tive expenditures in agencies that must currently pay the cost of independently developing these re-
sources for specific surveys.

 
n Access to specific data details that can resolve uncertainties in particular analyses – e.g., anomalies that

arise in the Gross Domestic Product estimation process – would reduce errors in macroeconomic sta-
tistics without imposing additional burden.

 
n Coordination of sample selection across agencies could reduce the total reporting burden that falls on

any one household or company (and, thus, improve the level of respondent cooperation).

What Systemic Problems Will the Act Address?

n The Statistical Confidentiality Act creates a credible government-wide confidentiality umbrella.--
The public will know that the entire government stands behind the pledges of statistical confidentiality
offered by the SDCs or any agency engaged in joint statistical projects with the SDCs.
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n The SCA creates the legal presumption that data collected for most purposes may be used in a safe
environment for statistical purposes.-- This is one of the critical insights of the Privacy and Paperwork
Commissions.

 
n The SCA provides consistent FOIA policies for all the SDCs.-- This was controversial 15 years ago,

but now six of the eight agencies designated as SDCs already have in place statutes that meet the re-
quirements of Section (b)(3) of FOIA.

 
n The SCA permits the data sharing authorities of the PRA to work without compromising confidenti-

ality.-- By establishing the functional separation principle in law, the SCA facilitates the use of PRA
mechanisms to promote and manage data sharing for exclusively statistical uses.

 
n The SCA provides a privacy-sensitive alternative to the creation of universal databases, which each

Department has proposed at one time or another to support its own policy interests.-- Statistical
methods -- particularly sampling -- coupled with secure data sharing provide a natural hedge against the
big database (i.e., dossier building) mentality that puts privacy at risk.

In short, the Statistical Confidentiality Act permits the SDCs and their statistical partners to share both ex-
pertise and data resources to improve the quality and reduce the burden of statistical programs, while preserving
privacy.  Moreover, no matter how the organizational boxes for the ideal Federal statistical system are drawn,
this legislatin will permit the components of the statistical system to manage their data as if they were a single,
functionally-integrated organization.

Current Status of the SCA and Related Initiatives

ulminating efforts that literally have spanned decades, the Statistical Confidentiality Act initially was intro-
duced on a bipartisan basis in the House of Representatives in 1996.  Late in 1997, the Administration’s
proposed legislation was included in a broader bill, S. 1404, introduced on a bipartisan basis in the Senate.

 With growing bipartisan support in both houses, hopes are high that the SCA will soon become law.  The
complementary amendment to the Internal Revenue Code is also pending before Congress, with broad biparti-
san support.  OMB is working with the House and Senate to attain re-introduction and successful action on the
legislation during 1998.

In addition to these legislative approaches to foster efficiency and quality in Federal statistical programs,
the agencies are actively exploring other means of expanding collaboration to improve the effectiveness of the
Federal statistical system. Recently the Interagency Council on Statistical Policy (ICSP), under the leadership of
the Office of Management and Budget, has broadened efforts of the principal Federal statistical agencies to co-
ordinate statistical work -- particularly in areas where activities and issues overlap and/or cut across agencies. 
One by-product of these efforts was the establishment in 1997 of the Interagency Confidentiality and Disclo-
sure Avoidance Group, under the auspices of OMB’s Federal Committee on Statistical Methodology.  This
working group discusses common technical issues involving privacy, confidentiality, and disclosure limitation. 
The group is currently working on developing a set of generic guidelines for disclosure review, which could be
adapted for use by other agencies. 
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It is our hope and expectation that both the statistical confidentiality legislation and the subsequent coop-
erative efforts will go a long way towards solving some of the challenges the Federal statistical agencies have
encountered in a decentralized environment.
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Chapter

Abstract

Over the years, we have developed a number of ad hoc record linkage procedures to correct
serious data problems on the Federal Housing Administration’s (FHA) primary database of sin-
gle-family mortgage records. This work describes a number of the procedures used and illustrates
the results of these efforts. One effort resulted in the identification of thousands of duplicate mort-
gage records.  The subsequent deletion of these duplicate records from the database saved FHA
several million dollars. A second effort resulted in the identification of thousands of mortgage rec-
ords on terminated loans which the database erroneously indicated were active mortgages. This
effort enabled FHA to more accurately predict its future premium income as well as to improve
other analytic studies of these Federal mortgage insurance programs.

Chapter

9 Linking Records on Federal Housing
Administration Single-Family Mortgages

Thomas N. Herzog and William J. Eilerman
U. S. Department of Housing and Urban Development
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Chapter

Abstract

The author describes how using Microsoft Access to perform record linkage may be a viable
alternative to specially designed record linkage software for certain applications. Access was
pursued since it is fairly easy to use, flexible, interactive, and reasonably fast when performing
simple queries. The major drawbacks and minor difficulties will also be discussed.  Examples will
be drawn from a project which involved linking court records to police records for selected
Canadian cities.

A description of the project to link the data from the court and police surveys will be given.
The motivation for beginning the linkage and the long  term goals will be discussed.  The history of
the project will be briefly reviewed. The author will then focus on Access, and how it is considered
to be an effective alternative to methods previously used for this project. The advantages and
disadvantages will be presented.

The strengths of Access include:  flexibility -- the criteria which must be met for the records to
be considered matches are fully controlled and easily altered by the user, plus it is simple to select
subsets of large files which can then be easily explored; availability -- Access, being part of
Microsoft Office Suite, is available to many users; speed -- for our application the queries took
very little time to run, making the session highly interactive; ease of use -- Access is easy to learn,
and even fairly complicated queries can be done with only "point and click" actions with no
knowledge of how to program in SQL required.

The primary disadvantage is that there is no probabilistic matching based on the theory of
Fellegi and Sunter (1969). This is a significant drawback; however, for many applications, exact
matching is enough to meet the project's goals.

Lastly, some results of linking court and police records using Access will be presented.

Introduction

he goal of this project is to combine court data from the Adult Criminal Court Survey (ACCS) which
collects provincial court data and the Revised Uniform Crime Reporting Survey (UCR2) which collects
police data on criminal incidents. The populations of the two surveys overlap a great deal. By linking

the two files, we can map an offender’s movement through the criminal justice system from the point of
arrest to the point of sentencing. The ACCS provides data about the decision (guilty or not guilty) plus full
sentencing information. The UCR2 survey provides details about the criminal incident, the accused, and, for
violent offences, the victim(s). It is anticipated that linked data will provide answers to some interesting
questions asked in the justice community. For example, is there a difference in the types and lengths of
sentences for accused charged in spousal versus non-spousal assaults? Does the location of a break and
enter or act of vandalism affect the severity of the sentence?

Chapter

9 Using Microsoft Access to Perform
Exact Record Linkages

Scott Meyer, Statistics Canada
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This report will show that using Access has the potential to be an effective method to combine data. A
detailed explanation of how the linked data sets were created using Access queries is not included here,
instead linkage results and discussion of some of the advantages and disadvantages of using Access are
presented.  The first two sections provide a description of the preprocessing of the survey data. This is
followed by some statistics obtained for the city of Regina and some explanation of possible reasons for
nonmatches in this study. The disadvantages and advantages of using Access are then presented, and a short
summary and some conclusions are given in the final section.

Data Sources

olice and court data from the city of Regina was used in this study. Specifically, ACCS charges which
had a date of offence between July 1, 1993 and December 31, 1993, were loaded into an Access table.
Similarly, UCR2 records from the Regina police department which had a report date in the same six

months were loaded into an Access table. Most of these police records  also had a date of offence between
July 1, 1993 and December 31, 1993, but there were incidents where the date of offence was many years
prior. Although these UCR2 records will likely not match, they do not distort the linkage rate since this
calculation is based on the percentage of ACCS records for which a match to a police record is found.
Regina was chosen since the coverage of the two surveys currently overlaps only in Quebec and
Saskatchewan. All previous record linkage studies have been done using only Quebec data.

Preprocessing of the ACCS and UCR2 Data

efore the linkage could be performed, some preprocessing of both raw data files was done. The goal
was that each charge on the court file would link to its corresponding violation on the police file. This is
a significant change from prior linkage attempts where many charges were linked internally or “rolled-

up” into one ACCS record (Brown, 1995; Cooley, 1996).

The raw ACCS data comes from every courthouse in the city and there is one record for every
appearance. Since the unit of count used in ACCS published tables is the charge, a program was available
which converted the raw data into its one record per charge equivalent. This file with one record per charge
was loaded into Access.

The raw UCR2 data is reported by the municipal police department of each city and consists of three
files, the Incident, Accused, and Victim files. All three files contain two variables which uniquely identify
any incident, the respondent code and incident file number. These codes allow the files to be easily joined.
The Incident file contains information about the criminal incident including the location, date and time of
offence, value of property stolen, etc. The Accused file contains a record for each accused that has been
identified. Variables such as date of birth, sex, and ethnic status (aboriginal or non-aboriginal) appear on the
Accused record. Similarly, the Victim file contains information about each victim of a violent offence.
Variables appearing on the Victim file include level of injury, age, and relationship to the accused. An
incident may involve more than one violation (up to four are captured on a single UCR2 Incident record).
For example, one UCR2 incident could involve both theft and mischief violations. Also, there may be more
than one accused involved in a single incident, and for violent offences, a single incident could involve
multiple victims.

In order to make the UCR2 data more compatible with the ACCS data structure, a violation file was
created. This file had one record for each accused/violation. For example, if an incident involved two
accused and three violations, there would be six violation records created, one for every accused/violation
combination. This UCR2 preprocessing made the linkage between ACCS charges and UCR2 violations
more straightforward than in previous attempts. The UCR2 violation file was loaded into Access along with
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the Victim file. The three Access tables (the ACCS charge table, the UCR2 violation table, and the UCR2
victim table) together form an Access database.

In addition to creating ACCS charge and UCR2 violation and victim files, derived fields were added.
The most important of these fields was the Common Offence Classification (COC). The COC consists of
28 codes which represent broad categories of crime. The three digit ACCS offence code and the four digit
UCR2 violation code were each mapped to their corresponding COC codes. For example, a COC of “1”
represents homicide and related offences; a COC of “2” represents attempted murder; and “3” represents
robbery. Previously, the offence and violation codes were not used in the linking strategy. By incorporating
the COC into the linkage procedure, there is higher confidence that the court record and police record relate
to the same event. This minimizes the incidence of the “false-positive” matches encountered in earlier work.

Within Access, the variables available on both files which were used for linkage are Soundex
(encrypted name), date of birth, date of offence, sex and COC. The premise of Soundex coding is that
names which sound alike (regardless of spelling) are assigned the same code consisting of one letter followed
by three numbers. The Soundex codes are created when the survey records are extracted from the local
databases, therefore, the full names of the accused are not available from either survey. Records which link
exactly on all five of these variables are deemed to represent the same criminal violation and subsequent
court charge.

Results for Regina

or Regina, the overall match rate based on an exact match for all five variables was 58%. This is
calculated from 3105 of the 5360 charge records from the court data linking to violation records from
police data. As a second step, constraints could have been relaxed and another link using only

unmatched records from the first step could have been done. However, the goal was not to create one large
linked file but rather to produce Access tables which could be used to link records for specific research
questions.

The following example illustrates the use of Access to examine one specific problem concerning
assaults. There is a potential linking problem because common assault and major assault have different COC
codes. Table 1 shows that when using the restriction that the COC codes must agree exactly, 62% of the
442 assault records on the ACCS table were linked. By allowing major assaults to be linked to common
assaults, and vice versa, an additional 10% of the records were successfully linked. These are likely to be
true matches and the match rate for Regina assaults was increased to 72%. Further steps were then taken to
expand the linked file by allowing other constraints placed on the linking variables to vary. For instance,
allowing some range for the date of offence, rather than matching exactly, brought together records that, in
all likelihood, refer to the same UCR2 violation and ACCS charge.

Table 1 reveals that a match rate of around 85% was achieved while still maintaining high confidence
in the quality of the links. Confidence in the quality of the matches declines as more differences among the
linking variables are allowed. Judgement of the analyst is important in deciding whether to increase the size
of the linked Access table at the risk of allowing “false positive” errors to be made. Table 1 shows the
results of following one particular linking strategy for Regina data. Other equally effective strategies may be
used, and an analyst is free to reorder the steps, add or omit steps, or decide how much relaxation of
matching constraints is appropriate within any particular step (e.g., using 10 days instead of 35 for the date
of offence range). The method used to create the analytical Access table will depend on the application and
on the input data being used. For example, if some linking variables from certain jurisdictions are known to
have data quality problems, then constraints on these variables can be relaxed at an early stage.

Table 1. -- Linkage Rates Using Various Strategies -- Regina Assault Charges (N = 442)
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Link
#

Soundex Date of
Birth

Date of
Offenc

e

COC   Sex # of new
matches

Cumulative #
of  matches

Cumulative
match rate

1 exact exact exact exact exact   276 276 62%

2 exact exact exact same
family1

exact     42 318 72%

3 exact exact within
35 days

same
family

exact     32 350 79%

4 exact close2 exact same
family

exact     11 361 82%

5 exact close within
35 days

same
family

exact       3 364 82%

6 close3 exact exact same
family

exact     11 375 85%

7 exact exact exact same
family

disagree       2 377 85%

1Same family = there was no distinction between major and common assaults. Links to UCR2 violations of sexual
  assault were also permitted, but there were only two matches of this type.
2Close for Date of Birth = agreed on two of year, month, and day, or had a month/day reversal.
3Close for Soundex = agreed on first letter and first digit of Soundex code.

Possible Reasons for Unlinked ACCS Records

ourt and police records may not link for two distinct reasons. There may be no corresponding police
record for the charge or there exists a record, but it can not be matched to the charge based on the
linking variables and strategy.

There are several possible reasons why no corresponding police record exists. First, there are problems
of geographical (jurisdictional) coverage. For example, persons who were charged by the Royal Canadian
Mounted Police (RCMP) will have no UCR2 record because the RCMP does not currently report to the
UCR2 survey. It is estimated from UCR aggregate data that the proportion of charges laid by the RCMP for
Regina is around 5%.

Another aspect of coverage difficulties is charges pertaining to offences which are court related and
may not involve the police at all, for example, offences against the administration of justice. Charges for
these offences often have no corresponding police record.

There is also the possibility that the police record would be located in another city or province. Since
the database includes only the records for one city, the ACCS charge record would remain unmatched. In
future, databases which include records from larger areas, such as provinces or regions, could be produced
and these would provide the opportunity to link records for an individual who offends in one city and is tried
in another.

A fourth reason is that a UCR2 record exists, but due to the restrictions put on the report date when
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preparing the Access table, it was excluded. This will be investigated further, and some adjustments to the
table preparation method may be required.

The reasons for failing to find true matches when both records exist are harder to describe. Name
changes, keying errors on Soundex (incorrect first letter), and missing data are examples of data quality
problems on the source files that can result in nonmatches.

Microsoft Access as a Record Linkage Tool

hile this report shows that Access can be an effective tool, there are, as with any software, some
problems or difficulties. Obstacles and drawbacks encountered in this study will be discussed first,
followed by a summary of some advantages of using Access.

These are some difficulties with using Access:

n Although Access does allow for some inexact matches, there is no real probabilistic matching based
on weighting. It is possible to use weights when doing exact matching, however, assigning weights in
Access is difficult, and this is a major drawback. Probabilistic matching based on the theory of
Fellegi and Sunter (1969) is possible with Statistics Canada’s GRLS system (Felx, 1995). Further,
GRLS and other record linkage software allow the use of sophisticated comparison rules (e.g.,
string comparator metrics), which would be very difficult, if not impossible, to imitate using Access.

 
n When the linkage is performed, duplication can occur. If two UCR2 violation records have exactly

the same values for all matching variables, they would both be linked to the same charge record. In
a sense, the charge record has been duplicated. This duplication is not a problem when simply
counting the number of successful matches, or when the UCR2 records are very similar. The
difficulty occurs when the UCR2 records differ in important ways. For instance, an analyst is
interested in comparing sentencing for break and enters (B & E) committed against businesses to
sentencing for break and enters committed against personal homes. If one break and enter charge
links to two different UCR2 violations, and one violation is against a business and the other is
against a home, then the charge is difficult to classify. Should the sentence length be used in the
mean sentence length calculations for business B & E, residential B & E, both, or neither? The
analyst must be aware of this possibility, and, when doing analysis, these ambiguous records may
have to be excluded or handled in some other fashion.

 
n Access does have some mathematical functions (sum, average, max/min value, etc.), but to do

more sophisticated statistical analysis with the linked data set, it would have to be exported to a
statistical software package.

 
n Though Access is easy to use, careful attention to detail is required. Queries with seemingly small

differences can produce vastly different results. Careful design of queries is needed to ensure that
the final result is what was intended. Novice users, not knowing what kind of output to expect, may
not immediately recognize flawed queries. Also, depending on the linking strategy used, a relatively
long sequence of steps may be involved. Though each step is fairly easy to perform, the entire
procedure can become quite complicated.

 
n The study used Access 2.0 for Windows and there are some important technical limitations. The

speed, and hence the convenience, of using Access is affected by the power of the PC that it is
running on. Some important Access limitations are listed here. The maximum database size is 1
Gigabyte; the maximum number of tables plus queries in the database is 32,768; the maximum
number of fields per record/table is 255; the maximum number of tables used in a query is 32; the
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maximum number of sorted fields per query is 10. In the Regina study these maximum capabilities
were not generally restrictive. One problem encountered was by continually using the output from
one query as the input to the next, after several layers of depth, the error message “query is too
complex” would appear. This is avoided by saving the output from an intermediate step as a table,
then using this newly created table, rather than the output from the query, as the input to subsequent
queries. MS Access Version 7.0, which is now available, may have greater capacities. For large
applications, MS SQL server could be adopted as the underlying relational database management
system, while the user interface would still be MS Access.

 
These obstacles are not terribly severe. The advantages of Access, which are listed below, outweigh

the problems or difficulties.
 
n The greatest advantage of using Access is the flexibility. As mentioned, the criteria which must be

met for the records to be considered matches is fully controlled and easily altered by the analyst.
 
n Also, there is flexibility when creating the linked analytical file with respect to which variables are

included. Since only the selected variables will be written to the linked table, the analyst is able to
work with an uncluttered data set. In addition, the analysis of nonmatched records from any Access
table is very easy. A simple built-in query wizard will provide the analyst with the unmatched
records. Patterns among the unmatched records may be discovered by reviewing them visually or
via subsequent queries on the unmatched data set. For instance, match rates may, for some reason,
be lower for certain courtrooms within the city. If a situation like this is discovered, it can be further
investigated.

 
n Another asset of Access is its availability. In particular, it is available to analysts in the Canadian

Centre for Justice Statistics (CCJS), and  generally, it is a component of the ubiquitous MS Office
Suite.

 
n Another benefit of using Access is its speed. How quickly a query runs depends on the computer’s

hardware, the size of the tables which are being queried, and the complexity of the query. Using a
pentium computer, queries on the Regina database took only a few seconds to complete. The result
is a highly interactive session where one can quickly learn  about the data while creating the linked
table.

 
n Since it runs in the PC environment, Access is inexpensive to use. The only cost is an up-front cost

of purchasing the software/software licences.
 
n Another asset of Access is its ability to use data from and provide data to a number of sources (e.g.,

spreadsheets, other database software, flat file, etc.). Since the preprocessing was done using SAS,
and further analysis requiring sophisticated statistical procedures may be done, it is important that
Access be able to import and export the files. Indeed, the import and export capabilities of Access
are quite good, thus lending compatibility with other packages.

 
n Lastly, Access is easy to learn and use and requires no special programming skills to use effectively.

Table 1 shows the results of a sequence of queries. This was done to show how relaxing the
constraints can increase the number of matches. In practice, the analyst would not usually run
several follow-up queries. It is  more likely that a single complex query which achieves much the
same result would be run. The drawback of a single secondary query which follows the exact match
is that for the added records, it is not immediately obvious why they failed to match on the first
attempt. For example, records which did not match exactly on the COC and records which did not
match exactly on date of offence would be added at the same stage, and it would not be obvious
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how many records were in each group. A complicated query which would allow inexact matching
on any one of date of birth, date of offence, COC, sex, or Soundex needs to be prepared only once,
after which it can be re-used (if some consistent table naming convention is used). In this way, the
analysts who are new to using Access and not confident about preparing their own queries can still
perform an effective record linkage using these pre-written queries.

In summary, there are both positive and negative aspects to using MS Access to link ACCS and UCR2
records. Weighing these various considerations, Access appears to be a viable and practical way to link
records, and meets the goals of this project.

Conclusions

he preliminary work using Access to perform the record linkage is very encouraging. This report
focuses on one application, linking adult criminal court records to police records, but Access could also
be used for other CCJS record linkage projects. Some possibilities are: youth court to youth corrections

(YCS-YCCS), youth court to police (YCS-UCR2), and the marriage of these, police to youth court to youth
corrections (UCR2-YCS-YCCS). The match rates achieved for the UCR2-ACCS linkage in Regina were
similar to previous studies, but the interpretation of the resulting file is easier. This is an advancement in the
record linkage work done in the past three years, since for the first time meaningful analysis of the linked
file seems possible.
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Chapter

Abstract

This paper describes the record linkages being carried out at Statistics Canada to link data
for all immigrations to Canada from 1980 through 1994 to income tax files (for live follow-up) and
then to data for all deaths in Canada.  The files involved are very large.  As an example, the
number of immigrants in 1980 was 143,432, and the number in 1994 was 222,538.

Numerous studies of immigrants have been published around the world, but the vast majority
of them are missing information on the entry date to the country.  Our immigration data will not
have this limitation.  They will be used to follow up immigrants to see how living in Canada has
impacted their health and how this is affected by the length of time they have lived in Canada.
This project will study how cause-specific mortality varies with country of origin and length of
residence in Canada, to aid in disease control and prevention.  The study of disease patterns in
persons from different geographical areas is an epidemiological technique that can provide
important clues to the causes of disease.  Such studies can show the potential for preventive actions
if a risk pattern from one population can be transposed to another.

Introduction

ecord linkages are presently being carried out at Statistics Canada to link data for all immigrants to
Canada from 1980 through 1994 to income tax data (for live follow-up) and then (for the earliest
years) to mortality data.  This paper is a description of the data bases and the rationale for the project.

This project will study how cause-specific mortality varies with country of origin and length of
residence in Canada, to aid in disease control and prevention.  The study of disease patterns in persons from
different geographical areas is an epidemiological technique that can provide important clues to the causes of
disease.  Such studies can show the potential for preventive actions if a risk pattern from one population can
be transferred to another.  One of the earliest of these studies involved Japanese migrants to Hawaii.  From
the differences in stomach cancer rates among the immigrant and native populations the researchers were
able to implicate diet as a risk factor for stomach cancer.

Immigration Data

umerous studies of immigrants have been published around the world, but the vast majority of them
are missing information on the entry date to the country.  Without this information, the amount of
exposure to life in the new country is unknown, so an “exposure-response” relationship cannot be

studied.  Our immigration data, with the landing date, will not have this problem.

Immigrants comprise a large proportion of the Canadian population.  For example, the number of
immigrants in 1980 was 143,432, and the number in 1994 was 222,538. According to the 1991 Census,
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there were approximately four million immigrants in Canada, or 16% of the population.  The health status of
such a large segment of the population should be investigated.

The Immigration Data Base has existed in machine-readable form since 1980.  It contains information
on every landed immigrant to Canada, as of the actual date of landing.  In contains data on education level,
intended occupation, medical class (a summary variable providing a baseline medical status), language ability
and, of course, name, sex and date of birth.  It also contains a couple of unique identifiers: visa number,
which is unique for every landed immigrant, and family identification number, which is given to all members
of a family who immigrate on the same date.  The database, for the most part, is complete.  The least
complete variable for 1980 immigrants is date of birth, which is missing in approximately 1,000 out of
143,476 records (0.7%).

The present study will use probabilistic record linkage to the Canadian Mortality Data Base (CMDB),
maintained at Statistics Canada, to link to almost three million immigrant records.  If this linkage proves
successful, then future linkages to the cancer incidence and tuberculosis data bases will be considered. The
linked data will be used to follow up immigrants to see how living in Canada has impacted their health and
how this is affected by the length of time they have lived in Canada.

Preliminary analysis will be performed on the immigration data before the linkage to the mortality data.
Trends in immigration over the 15-year period will be examined. Specifically, the number of immigrants by
country of birth, age, sex, education, medical class and intended occupation will be described over the 15
years.  The analyses to be performed on the linked data involve Poisson or logistic regression models of
outcome (mortality, cancer or tuberculosis) and exposure variables (length of time in Canada, age, country
of birth, medical class at arrival, etc.).

Data Limitations

hree challenges have to be dealt with in analyzing these data.  Studies of immigrants must deal with
what is termed re-migration, i.e., immigration followed by emigration.  Of all the landed immigrants to
Canada, about 30% will later emigrate, most likely to the United States or return to their home country.

The second challenge pertains to immigrants who will not link to the mortality database, that is, who have
not died in Canada.  If they do not link to the mortality database then it is not known whether they are alive
in Canada or deceased in another country.  Based on the initial data, one would not be able to estimate the
time spent in Canada if there was no record of death.  A third issue concerns female immigrants.  For those
who have changed their name through a change in marital status, it may prove to be extremely difficult to
find a match to the mortality database.  Whether or not data for both sexes can be analyzed, the 1980
immigration data are expected to yield the most useful results, as the follow-up period during which
mortality could occur is longest for this group.

Record Linkage

o address these problems a record linkage to the income tax files was suggested, not necessarily to
obtain tax information. The main purpose of linkage to tax files is live follow-up, i.e., accumulation of
evidence that the immigrant remained in Canada.  This is critical information because a significant

number of immigrants leave Canada subsequent to immigration, as mentioned previously. An extremely
useful by-product of this linkage will be the date of death for those immigrants who died since 1980; this
will facilitate the second stage of linkage -- to mortality data.

As the first stage of linkage, the immigration data for each year have been linked to all income tax files
for 1980-1994 (including tax files for years before immigration to Canada, because it is possible to file
before immigrating). Of all the 3 million immigration records, only half had a valid Social Insurance Number

T

T



Record Linkage Techniques -- 1997

289 n

(SIN).  This included those who had a temporary SIN, which was later converted to a permanent number.
The SIN is the Canadian counterpart of the American Social Security Number.  For each immigrant, exact
matching was used to find that person on the tax file for any year, based on surname, first four characters of
given name, date of birth (year, month, day), and sex.  Once the immigrant was found on any tax file for
any year, the SIN was known and could be used to find the same person on tax files for other years. As part
of the regular income tax form, immigration date, emigration date and date of death all appear in addition to
the regular tax information, if applicable.  See Figure 1 for a diagram of the tax linkage procedure.

Figure 1. — Income Tax Linkage Procedure

At the stage of exact matching, duplicates are created.  For those records where there is a prefix to the
surname (e.g., De La or Von), there is a duplicate record created (and flagged) for the surname without the
prefix.  From this procedure there were approximately 1,000 records that yielded many-to-one or one-to-
many linkages; these were ignored for this linkage.  All records with a SIN are then linked using that SIN to
all the income tax files.  It is at this step where the linear record of a landed immigrant’s stay in Canada will
be found.  Regardless of the outcome of the income tax linkage procedure, all immigration records will be
incorporated in the mortality linkage.

All Immigration Records

Records with valid Social Insurance No.
+ converted temporary Social Insurance No.

Records without Social Insurance No.

Exact matching

One-Many
Many-One

Valid matches Non-matches
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Results

able 1 contains some of the results of the tax linkage.  Examining the 1980 data, one can see that there
were 143,432 landed immigrants, of which 44, 486 linked to the 1980 tax files and 67,782 linked to the
1994 files.  Note that the tax files mostly contain data for filers aged 15-65 (about 100,000 out of

143,432 1980 immigrants).  In other words, about 68% of those who landed in 1980 filed a tax return in
1994.  Also, 152 people who filed a tax return in 1980 did not become  landed immigrants until 1994.  It is
possible, for example, for people present in Canada on business or student visas to pay tax before becoming
landed immigrants.

   Table 1. — Preliminary Results from Income Tax Linkage

Found    Found
Landing   Number of           1980       1994
  Year   Immigrants       Tax Form Tax Form

1980 143,432 44,486 67,782
1981 128,735 4,648 62,956
1982 121,253                    2,776 60,771
…
1993 255,087  222  118,795
1994 222,538  152 86,943

Next Steps

nitially, only the 1980 immigration-tax data (1980 immigrant files linked to 1980-1994 tax files) will be
linked to the CMDB using the commercially available Automatch linkage software.   The CMDB is a
record of all deaths since 1950.  The database is mostly complete, with coverage varying between 98%

and 100% for most variables.  The completeness differs over time and among provinces.  Linkage to the
CMDB will be done using probabilistic methods.  The variables Surname, Given name(s), Date of Birth,
Sex and Other Name will be used for the linkage.  Marital status and Country of Birth may also be used
depending on the success of the previous pass.  All of the names will be converted to NYSIIS format to aid
in the name-matching process.  With foreign names there may be more spelling/typographical errors that
NYSIIS coding can alleviate.  Reversing of the name and birthdate fields will be allowed to control for those
errors where the first and last name or day of birth and month are switched.

As mentioned previously, linkage problems may be encountered for females because of name changes
subsequent to immigration and because of the decreased propensity of females to file tax forms.  To
increase the chances of finding females on the mortality database, all surnames of females (maiden names
and married names) found on the income tax records will be captured and used in the death linkage.

Analyzing the output from the linkage will involve many steps.  First, we will examine the risk of
disease in immigrants compared to their country of birth, controlling for age and sex and examining trends
over time.  Second, we will examine the Canadian rates of disease for Canadian-born persons.   Third,
unique to analyses of data of this nature, risk of death by disease and by duration of residence in Canada as
well as age at migration will be analyzed.  This analysis will also examine the differences by country of birth,
occupation, education and other factors.
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Conclusion

o summarize, the immigration database offers the opportunity for new research into immigrant health.
By linking to Canadian income tax records, we could know when a landed immigrant is no longer a
resident of Canada, something that is not available in most immigrant studies.  We should also be able

to account for some name changes that occur in female immigrants.  From the linkage to the mortality
database, we will be able to examine the risk of death by country of birth, length of stay, age, sex, education
and other demographic variables.  All of these analyses will aid in identifying trends and the etiology of
specific diseases.
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Chapter

Abstract

In response to the lack of easily retrievable clinical data to address health services and medi-
cal effectiveness questions, especially as they relate to racial/ethnic minorities, the Center for In-
formation Technology (CIT), Agency for Health Care Policy and Research (AHCPR) recently spon-
sored a project on record linkage methodology applied to automated medical administrative da-
tasets containing racial and ethnic identifiers (Contract 282-94-2005). The primary objectives of
the project were to:

link patient-level related datasets that contain racial and ethnics descriptors;
and assess the value of the linked data to address medical effectiveness research
questions that focus on the quality, effectiveness, and outcomes from care for
minority populations.

KAI, AHCPR's contractor, received approval from the State of New York's Department of
Health to utilize the Statewide Planning and Research Cooperative System (SPARCS) files Dis-
charge Data Abstract (DDA) and Uniform Billing files (UBF), which contain all acute hospital
discharge and claims data, the SPARCS Ambulatory Surgical files, and the Cardiac Surgery Re-
porting System (CSRS) files, a research dataset.  KAI received files for the 1991, 1992, and 1993
time periods.  The files were successfully linked by patient, "visits" across the time periods.  While
the linked data appear to be of high quality, the process of obtaining and linking the data is
lengthy.  Additionally, these administrative health care data sets contain millions of records that
document all hospital stays and thus, identifying appropriate subpopulations for a particular re-
search question is a time and resource-consuming effort.

While the administrative health care datasets may be useful in answering questions about
charges, length of stay, and other health service issues, their current utility may be less useful in
answering clinical questions for minority populations. These datasets can be used to explore po-
tential associations among diagnoses, treatment, and outcome variables. However, understanding
the mediating factors and the decision-making variables that result in patient care may not be pos-
sible.  For example, the results of diagnostic tests such as angiograms are not generally recorded
in these datasets, thus limiting the ability to carefully subgroup patients by disease severity. With
consideration for the potential utility of these datasets, however, there are several recommenda-
tions that emanate from the study.

This talk will briefly describe the research questions posed, linkage process, findings, and
recommendations for additional action and policy considerations.
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Introduction

he ability to link automated health data records is of critical importance in our rapidly changing health
care system. In a managed care and cost containment environment, researchers require reliable and
valid data collected over time and across providers that describe patient characteristics and the location,

process, cost, quality, and outcome of care to analyze which procedures are effective and produce satisfac-
tory patient outcomes. Approaches and methods to linking records across time and providers are needed to
provide information to policy makers, health plans, practitioners, consumers, and patients to make decisions
about accessing, using, and paying for care, as well as the effectiveness of that care.

Background

n response to the lack of easily retrievable clinical data to answer medical effectiveness questions, espe-
cially as they relate to racial/ethnic minorities, the Agency for Health Care Policy and Research (AHCPR)
sponsored a project on "Record Linkage Methodology Applied to Linking Automated Data Bases Con-

taining Racial and Ethnic Identifiers to Medical Administrative Data Bases" under AHCPR contract number
282-94-2005 (Kunitz and Associates, Inc., 1996). This linkage demonstration project contributed to
AHCPR's research goals by reviewing and adding to record linkage methodology; illustrating the value of
this methodology; assessing the need for further development; and providing guiding principles to develop-
ers. The primary objectives of this record linkage methodology project were to:  link two patient- level re-
lated data sets that contain racial and ethnic descriptors; and assess the value of the linked data to address
medical effectiveness research questions that focus on the quality, effectiveness, and outcomes from care
for minority populations.

Data Sets

AHCPR's contractor, KAI, a health research firm, identified data sets to use for assessing the value of
linking administrative health related data bases to support medical effectiveness research in minority popula-
tions. KAI received approval from New York State's Department of Health (NYSDOH) to utilize the
Statewide Planning and Research Cooperative System (SPARCS) files Discharge Data Abstract (DDA) and
Uniform Billing files (UBF), the SPARCS Ambulatory Surgery files, and the Cardiac Surgery Reporting
System (CSRS) files. KAI received files for 1991, 1992, and 1993. The selected systems and data files are
briefly described as follows:

n SPARCS (State Wide Planning and Research Cooperative System) is a system maintained by
the NYSDOH. The Discharge Data Abstract files (DDA) contain all acute hospital discharge data
and the Uniform Billing Files (UBF) contain all acute hospital billing records. Data about surgeries
performed at hospital-based ambulatory care centers and certified diagnostic and treatment free-
standing centers are maintained in the Ambulatory Surgery files. The data are used for planning and
research. Three of the files extracted from SPARCS for this project were the DDA, UBF, and the
Ambulatory Surgery file.

NYSDOH staff combined the acute hospital DDA and UBF data files by individual hospital stay for
this project. Thus, we received both matched and unmatched records from the DDA and UBF for
1991 - 1993. Because the files were selected based on DDA variables, unmatched records are those
that are in the DDA file but do not have a corresponding match in the UBF. A completeness level
of 95% is typically achieved in SPARCS files, a figure that is supported by our research, as seen in
Figure 1. Yet, those records which are unmatched may reflect not only missing UBF records, but
also incorrect information which may have hindered the original matching process performed by the
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NYSDOH.

Figure 1. -- Matching Rates Between DDA and UBF Records

Year Total Matched

Unmatched

   N %

1991 626,222 594,302 31,290 5%

1992

1993
699,246

714,583

663,323

677,778

35,923

36,805

5%

5%

KAI obtained 31,290 unmatched records out of a total of 626,222 for 1991, 35,923 unmatched out
of a total of 699,246 for 1992, and 36,805 unmatched records out of 714,583 for 1993. The selec-
tion process did not enable KAI to receive data which was in the UBF file but absent in DDA. In
addition, we received the Ambulatory Surgery files for these three years.

n Cardiac Surgery Reporting System  (CSRS) is a voluntary reporting system of all in-hospital car-
diac surgeries. It contains risk factors, clinical descriptors and procedure data and is used as a re-
search data set. We received these files for 1991-1993.

 
Figure 2 summarizes the size of the original data files. The DDA/UBF files contain between 2.5 and
3 million records each year. The ambulatory surgery files were not segregated by year and contain
slightly more than two million records. The CSRS data files are also summarized by year and con-
tain a considerably smaller number of records because of the more narrow focus of the records on
cardiac surgery.

Figure 2. -- Summary of Sizes of Complete Data Files

Data Set     Year(s) Number of Records

SPARCS
1991      1,687,521

1992      1,677,948

1993      1,660,109

Ambulatory Surgery
1991-1993      2,121,542

Cardiac Surgery
Reporting System

   (CSRS)

1991

1992

1993

          19,783

          21,592

          22,491

Research Question

One of the primary goals of this project was to determine whether a medical effectiveness research
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question could be successfully addressed by the linked data. The selected research question for this project
relates risk factors, treatment and outcome of cardiovascular disease to minority status:

Are the racial/ethnic differences in mortality and morbidity from coronary heart disease
related to racial/ethnic differences in treatment?

The working hypothesis stated that minorities are less likely to receive surgical treatment for coronary artery
disease and, therefore as a group, experience higher incidence of cardiovascular morbidity and mortality
than the majority U.S. population. The cohort was to be extracted from the linked SPARCS and CSRS data
sets. The linked data sets were to contain records for 3 years, 1991-1993. Males and females aged 45-75
who were assigned a diagnosis of ischemic heart disease (ICD-9 codes 410 - 414) were to be included.

Confidentiality Approach

One of the primary issues in acquiring the New York State files was data confidentiality. Technically,
the problems of confidentiality of data are often addressed by suppressing, encrypting or compressing in-
formation. In these data sets primary identifiers such as name, address, and telephone number were re-
moved or suppressed from the files and secondary identifiers such as Medical Record Number (MRN),
Admission Number, and Physician License Numbers (PLNs) were encrypted consistently across files and
years to aid the matching process. Typically, confidentiality restrictions hinder the matching of large data
sets. Identifiers such as name, address, and medical record number are important in order to be confident
that the correct linkages are being made. If only demographic data and broad geographic identifiers are
available such as gender, race, age and zip code, then a large group of people may have the same character-
istics with the result that their records inaccurately matched.

Cardiac Subset -- Identification and Issues

The original research plan specified the use of ICD-9 codes 410 - 414 to address the research question.
The low yield on initial matches, however, indicated that we needed to expand these codes to obtain a more
complete record match between the SPARCS and CSRS files. Therefore, for the linkage process, the codes
were expanded to include: 390.xx - 459.xx - disease of the circulatory system; 212.7x - benign neoplasm of
the heart; 745.xx - bulbus cordis anomalies and other cardiac anomalies; 861.0x - injury to the heart without
open wound to thorax; 861.1x - injury to the heart with open wound to thorax; 901.xx - injury to thoracic
aorta; and 996.0x - mechanical complication of cardiac device. Figure 3 summarizes the number of potential
patients on the DDA/UBF files using the ischemic heart disease codes (ICD-9 410 - 414) and an expanded
set of codes.

Figure 3. -- Universe of Patient Records In DDA/UBF

DDA/UBF File
Year

Initial Universe of ICD-9

Codes - 410-414

Expanded Universe of ICD-9

Codes - 390-459

1991 170,779  626,222

            1992
            1993

                   189,198
                   190,497

                      699,246
                      714,583

Record Linkage

he linkage software used for this project was MatchWare Technology Incorporated's (MTI) Auto-
match, developed by MTI's founder, Matthew Jaro (Jaro, 1997). MTI was KAI's subcontractor and its
linkage experts collaborated with KAI's clinical researchers in conducting this project.
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Several steps were involved in the data preparation process prior to performing the record matching or
linking process. Fields that are common to the files had to be identified and recoded, where necessary, for
potential use in the linkage process. Common person and event fields included for all three data sets were
MRN, sex, date of birth, patient county, hospital identification number, diagnosis, procedure code and date,
and Physician License Number (PLN). Fields common to two of the three files included age, patient zip
code and state, admit date, discharge date, and payor.

As an example of recoding needs, race codes on the CSRS files were converted to correspond to
SPARCS codes as shown in Figure 4.

Figure 4. -- Race Code Conversions

Description SPARCS Race CSRS Race

Asian or Pacific Islander 1 8
Black 2 2
Hispanic 3 8
Native American 4 8
Other 5 8
White 6 1

Linkage Objective

The linkage objective was to build a longitudinal, comprehensive patient history that captured clinical
encounters over time and across care settings. Thus, records for the same patient were linked in two ways:
matches were performed within each of the three data sets; and matches were performed between the
DDA/UBF files and CSRS and between the DDA/UBF and Ambulatory Surgery files.

Steps in Record Linkage

Steps in the linkage process included identifying duplicate records; running preliminary matches as an
iterative process to determine which fields yielded the most appropriate matches; identifying appropriate cut-
off weights; and running the final linkage.

Duplicate records were identified on each of the files with no file having duplicates that exceeded 1%
of the records. Automatch's method for determining most effective variables and probability weights to
match across files were evaluated in preliminary iterative match runs. The process was iterative and con-
sisted of selecting key variables for each match strategy, producing preliminary matched pairs, examining
matched pairs with marginal match weights, and revising the parameters to better discriminate between ap-
parent true and false matches. For the final matches specific probabilities of agreement were determined
based on the preliminary matches. The match cutoff weight was chosen so that the estimated absolute odds
of a true match for record pairs with that match weight were 95:5; i.e., a confidence level of .95 of a true
match.

Linkage Data Quality Analysis
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he linkage results were reviewed for data reliability and validity. First, the same variables on linked and
unlinked records were compared to assess internal consistency and reliability. Agreement was 99% or
greater for all variables except for date of principal procedure (67%) and admission number (83%);

MRN, zip code, county, and other procedure each exhibited an agreement rate of 93%. Principal procedure
as well as other procedure differences may reflect differences in reimbursement categories that were
changed on the UBF for payment advantages. Admission number and MRN are scrambled by computer and
any clerical error such as a transposition of numbers in the original MRN yields an inconsistent scrambled
MRN. Likewise, transposition of numbers in zip code and county can yield mismatches.

The DDA and UBF responses for linked and unlinked records were then compared for the same pa-
tient. The responses are fairly consistent across DDA and UBF subfiles and between linked and unlinked
records with  slight differences in reimburser and diagnoses, which could be a function of the research ques-
tion reflected in the linked files.

The DDA variables were selected for matching and were compared for linked and unlinked patient re-
cords, because of their tendency to be more reliable in the clinical area. In the linked records, patients are
older (age >  65 - 71% versus 59% for unlinked records), most likely reflecting the research question which
focuses on cardiac diagnoses. Racial characteristics are similar as are ethnicity and gender.

Linked and unlinked records for Ambulatory Surgery patients were also compared. Analysis showed a
greater percentage of the linked records to have a higher proportion of angina as the primary diagnosis while
in the unlinked files there was a higher proportion of arterial disease, perhaps reflecting procedures per-
formed in ambulatory surgery, i.e., angiograms. There were more Medicare reimbursers in the linked rec-
ords which is consistent with differences in age groups. Other fields show no differences. Linked records
compared with unlinked records for the CSRS patients showed a greater proportion of persons over 65,
most likely reflecting the diagnostic groups of research interest. There were no gender, race, or ethnicity
differences  in the linked and unlinked records, reflecting similar patient populations.

The general consistency between the DDA and UBF subgroups and the consistency between linked
and unlinked records within each of the data sets demonstrate the reliability of the matching and indicates
that the linked records generally reflect the file population.

Racial Subsets

Responses across racial subgroups for DDA variables were reviewed. As expected, more Blacks,
Asians and other minorities are treated in the New York City area (over 70%) than other parts of the state.
Payment also differs, with a higher proportion of Whites on Medicare (69% versus 46% for Blacks and
Others and 40% for Asian Americans. A higher proportion of Blacks and other minorities have Medicaid as
the primary reimburser (Blacks -- 26%, Whites -- 5%, Asian Americans -- 25%, Other -- 27%). Blacks have
a higher proportion of diabetes (4% versus 1% for Whites, 2% for Asian Americans and Other) and hyper-
tension diagnosis (5% versus 1% for Whites, and 2% for Asian Americans and Other), and a slightly lower
proportion of myocardial infarctions (Whites -- 11%, Blacks -- 7%, Asian Americans -- 10%, Other -- 11%)
as principal diagnosis. Responses for other variables for linked and unlinked records by racial and ethnic
categories are consistent, indicating that the linked file is a representative subset of the larger file.

Research Subsets

The research subsets, defined as the original diagnoses categories, 410.xx - 414.xx, were examined
next. Comparing the DDA and UBF records on the SPARCS data set for linked and unlinked records indi-
cates that age is higher on the linked records (age > 65 = 75%) than on the unlinked records (> 65 = 59%),
reflecting the cardiac procedure research question. Also reflecting the research question is the larger number
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of patients on Medicare in the linked data set (74% versus 59% in the unlinked data set). Comparisons be-
tween linked and unlinked records in the ambulatory surgery research files indicates no significant differ-
ences between the two subsets.

A review of responses for racial and ethnic subgroups for the linked and unlinked subsets in the DDA
research file indicates that in both Whites are significantly older (78% Whites in the linked subset and 66%
Whites in the unlinked subset are 65 or older). In the other racial categories, however there is a larger pro-
portion under 65 (Blacks -- 42%; Asian Americans -- 33%; and Other -- 56%) in both linked and unlinked
subgroups. The age differences between White and minority racial subgroups are also reflected in the pro-
portion of patients on Medicare. There do not appear to be other major differences between White and mi-
nority subgroups. These trends are also reflected in the differences between Hispanic and non-Hispanic sub-
groups.

Linked Data Sets and the Research Question

Preparing the data to answer the research question was a complex process despite the fact that record
linkage had taken place. The primary reason for the complexity of the process is that the research question
focuses on outcome while the linkage focused on diagnosis. The linkage focus on diagnosis appears logical
because it is how patients are generally categorized for health services and clinical research. However, medi-
cal effectiveness questions often focus on outcomes and thus, within diagnoses, outcome is an important
patient characteristic. The research question, while resulting in a complex subject identification procedure,
was typical of many medical effectiveness questions. The amount of time, then, needed for progressing
from a linked data set to analyses for outcomes research, is several months and should be built into the re-
search planning process.

Data and Linkage Issues

Several issues related to health care data sets and application of linkage methodology were identified:

n Purpose. -- The purpose of the primary data collection endeavor impacts on the quality of specific
variables and on their utility for linkage and their relevance for addressing a medical effectiveness
question.  For example, primary diagnosis frequently differed between the DDA and UBF subfiles.
The diagnoses in the DDA is driven by clinical practice while in the UBF it is driven by reimburse-
ment. Variables such as age and date of birth, gender, county of residence, hospital identification
number, MRN, admission date, and procedure date may not be consistent across billing and dis-
charge administrative records as well as the research records for several reasons: accuracy is not
important for billing, discharge, and some research; an individual's high anxiety state; and family
members reporting information under stress. Further, discharge abstracts generally reflect clinical
diagnoses more accurately, while billing data  typically reflect charge justification.

 
n Encryption. -- Encrypting the Medical Record number (MRN), admission numbers, and physician

license numbers degrades the efficiency of the matching software. The matching software used in
this study can take into account slight differences among identifiers such as transposition of charac-
ters and adjust the match for them. However, since the encryption process scrambles identifiers or
assigns a sequential number to records, the software is not dealing with actual numeric identifiers,
which may have typographical errors. Thus this feature of the software is not useful for electroni-
cally encrypted or created numbers. The degradation was demonstrated in the first matching pass
between the ambulatory surgery file and the DDA/UBF file. The MRN in the DDA/UBF file is de-
fined as ten characters and was encrypted as such. The MRN in the Ambulatory Surgery file is de-
fined as seventeen characters in which the first ten characters actually contain the MRN and the last
seven characters are spaces. When the initial match between the DDA/UBF file and the Ambulatory
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Surgery file took place there were no matches. The resolution involved the recreation of the Am-
bulatory Surgery File using only the first ten characters of the MRN in the encryption process. If
however, the MRNs had been provided without being encrypted, the software could have adjusted
for the spaces at the end of the original MRN in the Ambulatory Surgery File.

 
n Race and Ethnicity Codes. -- The race and ethnicity codes are not always accurate as demon-

strated by all observations for a particular New York State hospital which contained a race code of
5 and ethnicity code of 2 for all patient records. Additionally, the state SPARCS programmer indi-
cated that there were software problems for RACE and ETHNICITY for certain hospitals that af-
fected accuracy.

 
n Dependent Relationships Among Variables. -- Certain pairs of patient and provider variables are

strongly dependent on each other. For example, MRN is frequently hospital-specific and physicians
are generally associated with only a few hospitals, thus PLN (Physician License Number) and Hos-
pital Identification Number are also strongly dependent as shown statistically by chi square and un-
certainty coefficient tests. The Automatch software requires that only one member of each de-
pendent pair is used as a match variable because of relative odds of a true match calculation. For
example, if both date of birth and age were used in a matching process, the calculated match weight
would overstate the relative odds of a true match by exactly the contribution of the second occur-
rence. While date of birth and age represent the same concept, hospital and physicians may be logi-
cally independent entities although statistically associated. The nature of association in health related
records should be considered in the matching process and perhaps, a different statistical approach
used for these data.

 
n Matching Variables. -- A related issue is determining what variables provide the greatest yield

during the blocking and matching procedures. Linking is generally dependent upon person identifiers
such as name and address, and date of birth, as well as on procedure and diagnosis codes from
health related records. Since name and address were omitted from the files used to preserve per-
sonal privacy, other variables assumed greater importance. The clinical research staff, experienced
with clinical data, recommended the use of age and date of birth, gender, county of residence, hos-
pital identification number, MRN, admission date, and procedure date. The researchers pointed out
that procedure and diagnoses codes can vary between administrative and clinical data sets because
of reimbursement interests and are more likely to be accurate in clinical files. Identification of the
variables most appropriate for linking health related files is still an open research issue.
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n Type and Number of Variables Utilized for Linking. -- Personal identifiers such as name and

address are frequently used in census and vital statistics linkage efforts. Since these variables are not
present on the health files, other variables that appear in several files and have a high probability of
accuracy must be identified. Some examples are  hospital identification number, admission date, and
zip code. Additionally, linkage software experts often argue for numerous variables upon which to
link. We found that the health- related data sets were more frequently linked with fewer discrepan-
cies in the matching records when fewer variables are used. Thus the percentage of "true" matches
was higher with fewer variables or, conversely, the number of false positives was lower. However,
the total number of matched records was fewer.

 
n Experience from Other Applications. -- Experience and assumptions gathered from other appli-

cations of linkage methodology such as census data cannot necessarily be applied to health- related
data. Thus, for health- related data, multidisciplinary teams of linkage software programmers and
health researchers need to develop appropriate linkage algorithms and to identify variables pertinent
for linking these files.

Findings

espite time delays and other issues, the files were successfully linked and the data were used to address
the above hypothesis that pertains to care among minority populations. General findings are as follows:

n Data quality in the administrative and research files generally appears high and the data are poten-
tially useful for health services research.

 
n Both the linkage process and the analytic phase for large data sets are lengthy and resource con-

suming. The practicality of linking large health- related data sets needs to be balanced against the
number of years the data will be useful. If data can be used to support research for three to five
years, then the linkage overhead expense may be justifiable. Costs of linking large data sets, then
need to be balanced against the potential benefits.

 
n Linking is only the first step when the data are to be used to address research questions. The

linkage process identifies a set of unique indexes for each of the patient records in each of the linked
files. Depending upon the focus of the research question, it is necessary to carefully review the data
files and the index files, which consumes both time and computer processing. Since the data files
for large data sets must reside on mainframe computers, it also is a costly process.

 
 In this project, in which those subjects with the same diagnoses who received cardiac surgery are

compared to those who did not, patients with relevant diagnoses had to be identified to form a sub-
group from the SPARCS DDA/UBF files. The subgroup had to then be identified on the index files,
determined whether linked or not linked to the CSRS file, and then found on the CSRS files. These
steps precede any analytic procedures and represent the complexity of data management procedures
that are associated with the analysis of the linked files.

 
n Utility of administrative data sets in answering medical effectiveness questions is variable.

Clearly, identifying diagnoses, treatment, and outcome at a general level is possible and meaningful.
The data set can be used to explore potential associations among diagnoses, treatment, and outcome
variables. However, understanding the mediating factors and decision making variables that result in
a patient proceeding to surgery or not may not be possible. For example, the results of an angiogram
for a patient with ischemic heart disease are not recorded in SPARCS DDA/UBF or in CSRS.
Thus, understanding why some patients who have angiograms proceed to surgery and others do not

D
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is not possible.

Recommendations

This project yielded the following recommendations:

n Utilize Linking Techniques for Projects With a Three- to Five-Year Life. -- Because of the
time, labor, and financial costs of linking large data sets, it would appear practical to utilize linking
techniques for data that can be analyzed over a period of three to five years.

 
n Continue Methods Research. -- Issues in data dependence and optimal variables for use in linking

health related data sets should be addressed in additional research projects.
 
n Multidisciplinary Teams. -- The need for utilizing multidisciplinary teams composed of health re-

searchers, programmers, and linkage experts was demonstrated in the linkage process.
 
n Linking Prior to Research Use. -- Future efforts may enlarge record linkage before data are re-

leased from the agency that holds authority for the data to avoid degradation of data from scram-
bling or encryption. Linking prior to release across agencies raises issues of data sharing, protection
of privacy, and other operational issues that must be addressed.

 
n Recognize Time Needed for Research. -- Research efforts using linked data sets must allocate

sufficient time and manpower resources to identify and extract the suitable subpopulation for a spe-
cific research question.
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Abstract

Introduction:  In the current economic context, all partners in health care delivery systems, be they
public or private, are obliged to identify the factors that influence the utilization of health care serv-
ices. To improve our understanding of the mechanisms that underlie these relationships, Statistics
Canada and the Manitoba Centre for Health Policy and Evaluation have set up a new database. For a
representative sample of the population of the province of Manitoba, cross-sectional microdata on in-
dividuals’ health  and socio-economic characteristics were linked with detailed longitudinal data on
utilization of health care services.

Data and methods:  The 1986-87 Health and Activity Limitation Survey, the 1986 Census and the
files of Manitoba Health were matched (without using names or addresses) utilizing a CANLINK soft-
ware.  In the pilot project, 20,000  units were selected from the Census according to modern sampling
techniques. Before the files were matched, consultations were held and an agreement signed by all
parties to establish a framework for protecting privacy and preserving the confidentiality of  the data.

Results:  A match rate of 74% was obtained for private households. A quality evaluation based on
the comparisons of names and addresses over a small subsample  established that the overall concor-
dance rate among matched pairs was 95.5%. The match rates and concordance rates varied according
by age and household composition. Estimates produced from the sample accurately reflected the socio-
demographic profile, mortality, hospitalization rate, health care costs, and consumption of health care
by Manitoba residents.

Discussion:  The match rate of 74% was satisfactory in comparison with response rates reported
by the majority of population surveys. Because of  the excellent concordance rate and the accuracy of
the estimates obtained from the sample, this database will provide an adequate basis for studying the
association between socio-demographic characteristics, health and health care utilization in province
of  Manitoba.

Introduction

 number of studies have clearly shown that there is a link between an individual’s socio-economic
status and the probability of his or her death during a given period of time (Wolfson et al., 1993;
Marmot, 1986;  Wilkins et al., 1991). Other studies have shown that the prevalence of certain diseases

varies greatly depending on the socio-economic characteristics of the area in which an individual resides
(Anderson, 1993,  Dougherty, 1990). In addition, several Canadian surveys have already provided cross-
sectional data on individuals’ health status and socio-economic status, along with self-reported information
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on the use of health services, e.g., General Social Survey of 1991 (Statistics Canada, 1994a), Ontario Health
Survey of 1990,  Enquête Santé Québec of 1987 and 1992-93,  Health and Activity Limitation Survey of
1986 and 1991 (Statistics Canada, 1988), Canadian Health and Disability Survey of 1983-84 (Statistics
Canada, 1986a), Canada Health Survey of 1978-79 (Health and Welfare Canada, 1981). However, to our
knowledge, there is no Canadian longitudinal database that combines information on health, use of health
services, and socio-economic characteristics. In an effort to meet this information need, Statistics Canada
and the Manitoba Centre for Health Policy and Evaluation (MCHPE) set up a joint pilot project to evaluate
the possibility of creating such a database using existing data sources.

The primary objective of the pilot project was to evaluate the feasibility of combining the following
three data sources: the 1986 Census of Population, the 1986-1987 Health and Activity Limitation Survey
(HALS) , and the Manitoba Health (MH) longitudinal file on health care service utilization. The database
resulting from this combination will enable researchers to explore new directions with respect to health
determinants. In this article, we describe the matching of files, the selection of the sample for analysis
purposes and the results, which show the representativeness of the database created and validate the
techniques employed.

Confidentiality and Right to Privacy

hen creating a database from both administrative and survey data, it is essential to ensure the
confidentiality of the data and prevent any unwarranted intrusion into individuals’ privacy. In
accordance with the policies of the collaborating agencies, certain procedures were undertaken prior

to matching these data sets. They include consultations with the Privacy Commissioner of Canada, the
Faculty Committee on the Use of Human Subjects in Research at the University of Manitoba, and Statistics
Canada’s Confidentiality and Legislation Committee. In addition, Manitoba Health’s Committee on Access
and Confidentiality was informed of the project.

Following these consultations, and in accordance with the formal policies of Statistics Canada, the
Minister responsible for Statistics Canada authorized the matching as outlined below:

n A pilot project for evaluating the feasibility and utility of data matching.
 
n It was explicitly stated that individuals’ names and addresses would not be used for matching

purposes, nor would they appear in the database.
 
n The matching would be done entirely on the premises of  Statistics Canada by persons sworn in

under the Statistics Act.
 
n Only a sample of 20,000 matched units would be used for purposes of research and analysis; and
 
n Access to the final data would be strictly controlled in accordance with the provisions of the

Statistics Act. In addition, all activities with the linked data set are covered by a memorandum of
understanding including Statistics Canada, the University of Manitoba and the Manitoba Ministry
of Health.

Data

he detailed questionnaire (questionnaire 2B) of the 1986 Census of Population contains extensive socio-
economic information including variables such as family composition, dwelling characteristics, tenure,
ethnic origin and mother tongue, as well as a number of variables relating to income and educational

attainment (Statistics Canada, 1986b).  This questionnaire was filled by persons residing in Manitoba on

W
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June 3, 1986 in a proportion of approximately one household in five. The other households completed a
short form designed solely for enumerating the population. Thus, the file used for matching purposes
consisted of 261,861 records. The individuals represented by these records lived in two types of dwellings:
private or collective. While this article focuses primarily on the private household component, there were in
1986 more than 26,161 persons in Manitoba living in a collective dwelling according to the Census.
Examples of collective dwellings are hospitals, hospices, nursing homes, institutions for the physically
handicapped, orphanages, psychiatric institutions, hotels/motels, work camps, jails, Hutterite colonies,
military residences, religious institutions, student residences and YMCAs.

The 1986 HALS was a  postcensal survey that sought to identify individuals who, because of their
health, were limited by the type or amount of daily activities that they could perform.  A postcensal survey
refers to a question from the Census (in this case, Question 20 on disabilities) which serves to enrich the
survey sample by identifying a high proportion of the target population. An appropriate questionnaire was
then completed for each person sampled. For HALS, the Manitoba population living in private households
and having disabilities was studied on the basis of a sample of 5,480 persons representing a population of
150,857 persons having at least one disability. The data set created, contained information on individuals’
health and functional limitations as well as on type of employment, educational level, transportation, housing
and recreation. Since the survey was of the self-reporting type, the data represent the situation of
respondents from their viewpoint rather than from an administrative or clinical viewpoint.

The MH longitudinal file, for its part, contains information on visits to physicians, stays in hospital,
diagnoses, surgical procedures, admission to personal care (nursing) home, health care received at home, the
date and cause of death, and other data on health care utilization. A number of innovative studies in health
care research have used this file (Roos et al., 1987,  Shapiro and Roos, 1984).  For this pilot project, a
register of persons covered by Manitoba health insurance was identified from June 1986, using the date of
commencement of health insurance coverage and the date of cancellation of coverage. The register
contained 1,047,443 records.

Methods

he matching project was divided into three main stages. The first stage consisted of pairing individuals
belonging to three distinct data sources. The second stage consisted of assessing what proportions of
the pairs formed represented the same individual. The third stage consisted of selecting a sample of

20,000 matched units used to create the database for analysis purposes. In this section, we shall deal with
the methodology used in each of these stages in turn.

Matching

The CANLINK system (Smith, 1981; Fellegi and Sunter, 1969) developed at Statistics Canada, was
used for the pairing stage. CANLINK is a probabilistic matching software that pairs records from two sets of
data by using the discriminatory power of the common variables available. The software weights the pairs of
records according to the degree of concordance of the values observed and also takes account of the
probability of random concordances. The files paired were that of the 2B sample from the 1986 Census
covering the province of Manitoba and the file of persons registered with MH in June 1986, containing a
subset of the variables available. Only these two files were involved in the probabilistic matching, since the
1986-1987 HALS sample was drawn from the Census 2B sample (Dolson et al., 1987), and all HALS
records were already paired to those in the Census by a unique identifier.

The individual records which were paired came from two files, one containing the records of 261,861
individuals living in Manitoba (derived from the 2B file of the 1986 Census), and the other, containing the
records of 1,047,443 persons (a derivative of the Manitoba Health file). The strategy adopted for identifying

T
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pairs representing  the same individual (good pairs) consisted of dividing up the two data sets into blocks and
forming only pairs of individuals belonging to the same block.
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The pairs of records were compared only if all the blocking variables concurred. It was therefore
necessary to choose carefully so as not to eliminate at an early stage a great number of “good” pairs. It will
be recalled that the most discriminant variables, namely surnames, given names and addresses, were not
used in this study. Because of this constraint, we were forced to choose other combinations of variables that
were limited in discriminatory power and then apply innovative techniques.

Two matching phases were carried out. First, after examining various possible definitions, we defined a
block as a set of four individual characteristics, namely a person’s sex, year of birth, month of birth and
postal code.  In the second matching phase, the definition was relaxed in order to form more pairs of
individuals. The exact year and month of birth were replaced by the person’s age, which made it possible to
compare an individual with a greater number of candidates. In addition, the area covered by the geographic
variable in urban settings was expanded by a factor of approximately three, with the postal code being
replaced by the census enumeration area.

Through these matchings the census file was divided into three subsets: records which had clearly
matched (definites), those which had matched but for which the discriminatory power of the available
variables raised a doubt (based on CANLINK criteria (possibles)), and those which had never matched.

While the information on family structure was used in the matching process, the CANLINK system
compared only two individuals at a time, without taking account of matches obtained for other family
members. We had to define a series of rules in order to ensure the consistency of matchings within a given
family and between two matching phases (David et al., 1993).

Evaluation of the Concordance of the Pairs Formed

The evaluation pursued two objectives. First, it was important to determine the degree of accuracy
with which we had associated the Manitoba Health data with the Census data (definite matches only). Then
it was necessary to assess whether the rules that had been developed for rejecting certain “possible”
matches were adequate.

A sample of 1,000 families was drawn, representing 2,102 matched individuals. As stratification
variables, we used urban/rural area as determined by Census, family composition (person living alone,
couple with child, couple without child, multiple family) and matching status (definite or possible). MH
extracted the names and addresses of all these individuals and their family members. It should be
understood that this identifying information was not used to determine the validity of specific matches, but
only to estimate actual matching rates at aggregated levels. Names and addresses were compared manually
with those on the mircrofilmed 2B questionnaires kept at Statistics Canada.

Sample Selection

As the project involved three databases, the sampling frame was derived from the 2B file from the
1986 Census.  The sample size was already set at a maximum of 20,000 units and the database created had
to combine information from the census files and the MH file, as well as information from the HALS file.
The HALS sample used the individual as its sampling unit, whereas the analysis of the overall population of
Manitoba used the household as defined by the Census. Several options were considered in order to try to
construct a single database, however the complexity of the analysis would have negated any potential gains
in accuracy. To ensure a balance between simplicity of analysis and an effective design, the selection
process consisted of constructing two independent databases: the first, to study the link between disability,
socio-economic status and health, and the second, to analyse the general population of Manitoba. To
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maximize the use of the 20,000 units, it was also necessary to take account of the overlap between these
two databases.

Owing to the complex sample design of HALS, the relatively small number of individuals sampled and
the importance of this database from an analytical standpoint, matched individuals with disabilities were all
selected.  These accounted for 4,434 basic units.  This sample formed the first database, used for the
analysis of persons with at least one functional disability.

There were therefore 15,566 units left to form the general population database plus the expected
number of units overlapping the two databases.  Still pursuing the objective of optimizing the sample design,
an evaluation indicated that stratification was appropriate.  Stratification has several advantages.  First, it
serves to reduce the overall variance of the estimates. Second, it ensures a standard of quality for estimates
relating to subgroups of interest in the population.  Third, stratification can result in improved accuracy for
cases in which non-sampling error can be taken into account. Finally, stratification is especially effective
when the stratification variables are correlated with the target variable.

Since a number of studies have established links between socio-economic status and health, it was
natural to use socio-economic variables to construct the strata. In addition, there was no disadvantage to
using the household as the sampling unit, since socio-economic status is generally the same for all members
of a given household.  Since it was the 1986 Census file that entirely determines the composition of this
population, all the stratification variables were either taken directly from that file or derived from it.  The
final number of strata for private households was 611.  The total number of units drawn was 16,387. These
represented 46,670 persons.

Finally, it is common practice to adjust sampling weights so that the totals estimated by the sample will
reflect as accurately as possible the counts of the population studied.  With post-stratification, the counts can
be adjusted for categories for which the number of units was insufficient to create a real stratum but which
were of sufficient analytical importance to justify the use of special techniques. These techniques changed
the initial weight subject to the constraints of minimum change (Kovacevic, 1995).  For private households,
the counts by age group, rural or urban geographic area, marital status and sex were used to adjust the
weights to the individual level, while rural or urban geographic area, household size and tenure played the
same role for adjusting at the  household level.

Results

Results for Matching

Despite the conservative approach applied to the initial matches, overall, 74% (174,476 out of
235,700) of individuals from the census living in a private household were matched with an individual in the
Manitoba file.  This rate varied according to geographic mobility, age, marital status and family size.

The factors that had the greatest influence on the match rate were all related to individuals’ geographic
mobility. Hence, the following groups of individuals were more difficult to match: young adults (between 20
and 25 years of age: Figure 1), persons who had changed their place of residence between the 1981 and
1986 censuses (Table 1), and divorced or separated persons (Table 2). Among these groups, frequent
changes of address and family structure made concordance between the two data sources more difficult
than among less mobile groups. The reason for this is that since the Census figures date from June 3, 1986,
and some MH data are dated December 31, 1986, there was more likely to be an information lag with
respect to mobile individuals.
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Figure 1. -- Match Rate by Age
Private Households Only
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Table 1. -- Match Rate According to Mobility:
Private Households Only

Mobility Match Rate
%

Same household 81.7
Same CD 65.8
Other CD 62.5

   CD: Census Division, a geographic unit used by the Census.
Manitoba is made up of twenty-three Census Divisions.
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The effect of age on the match rate was not surprising. Children under fifteen years of age and adults
between thirty and sixty years of age had better rates, owing to their more stable situation. Among
individuals over 85 years of age, there was greater variability in the data due to the rate of institutionalization
and the small number of cases.

Among individuals who did not move between the 1981 and 1986 censuses (same household), one
might have expected an even better match rate. The rate of 81.7% is perhaps an indication that using the
methodology described thus far, there is an upper limit of around 80% on matches, given that the files are
not totally free of errors.

Intuitively, family size is correlated in two opposite ways with the match rate. While a large family has
an intrinsic constraint on the mobility of the family nucleus, some members of the family will periodically
attach or re-attach themselves to this nucleus.  Table 3 indicates that match rate dropped off significantly as
family size increased.

Results for Evaluation of Concordance of Pairs Formed

Table 4 shows that overall, more than 95% of  the definite matches retained represented the same
individual. As the sample of 20,000 units was drawn from definite matches only, this meant that the
matching was of exceptional quality. Also, due to the fact that the rate of concordance of names among
possible pairs was only 40% indicated that the enforcement of a conservative methodology was justified and
prudent, as they prevented a large proportion of bad matches.

Household size was closely related to the concordance rate.  Persons living alone and those living in
households of eight or more persons exhibited a lower concordance rate, namely 86.8% and 90.8%
respectively. These results would seem to be due to the small number of discriminant variables available for
persons living alone and the fact that in the case of large households, there was often more than one family
within the household.

   Table 4. -- Rate of Concordance of Names According to Various Groupings:

Table 2. -- Match Rate According to Marital Status:
          Private Households Only

Marital Status Match Rate
%

Married 78.5
Widowed 74.5

Single 71.2
Divorced 61.4
Separated 43.4

Table 3. -- Match Rate According to Family Size:
Private Households Only

Family Size 1 2 3 4 5 6 7 8 9 10+
Match rate  % 66.4 78.5 74.7 79.8 77.1 70.0 55.9 51.4 39.2 46.7
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 Private Households Only

A final point to be observed is that matched inhabitants of Indian reserves [1] had a concordance rate
equivalent to that of persons living off reserve.

Results for Sample Selection

Overall, we were pursuing two specific objectives in designing the stratification. First, it was necessary
to come as close as possible to having a self-weighted design so as to allow for the use of existing computer
applications.  The costs of custom applications and the time required to develop them would have been a
major handicap for any subsequent analysis. The first objective was attained by avoiding oversampling of
strata to the extent possible and by maintaining a certain uniformity of weights within each stratum formed.
The second objective was to use socio-economic variables in the process of forming strata.  Therefore,
when stratum sizes permitted, we used variables derived from income, education level, family structure, age
and geography.

There were major conceptual differences with respect to the definition of the populations represented
by the Census and by the MH file. Only persons having a usual place of residence in Manitoba on June 3,
1986 were enumerated in that province. The MH file was made up of all persons who were covered by the
health insurance plan. Some of these persons no longer lived in Manitoba or may not have indicated a
change in their status, resulting in some overcoverage.  The MH file contained no information on residents
of several categories of collective dwellings for which medical services were provided by the federal
government, such as military camps and some Indian reserves, whereas the Census considered these
persons to be residents of Manitoba.

For purposes of comparison, we excluded persons living in nursing homes (an institutional collective
dwelling) from the MH counts in the tables that follow.  According to the census definition, persons who
had stayed for 180 days or more in a health care institution were considered institutionalized, and therefore
excluded.  Despite efforts to make the two universes uniform, the fact remains that we managed only to
approximate the counts of persons living in institutions. Consequently, the populations compared represent
approximately those persons living in a private household  or  a  non-institutional collective household.

Match Status Concordance on Names
%

Standard Error*
%

“Possible” match” 40.1 2.4

“Definite” match” 95.5 0.5
     Indian reserves 95.3 1.5
     Household of 1 person
     Household of 2 to 7
        persons
      Household of 8 or more
        persons

86.8

96.5
90.8

2.5

0.5
2.0

               * The design effect is ignored in calculating the standard error.
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As Table 5 shows, despite major conceptual differences, the sizes of the two populations by age group
were quite comparable. Overall, the estimated total sizes of the two populations differed by only 0.1%,
although males were underestimated by 1.2% and females overestimated by 1.4%. It was also observed that
the greatest differences were amongst younger individuals.

Tables 6, 7 and 8 compare the mortality rate, medical care utilization and hospital care utilization by
whether they were estimated from our sample or from the MH file.  It should be noted that the death rates
reported in the literature (Statistics Canada, 1994b) were slightly higher than those presented in Table 6,
with the difference increasing with age. This may be explained by the fact that our files exclude individuals
living an institutional collective dwellings, who exhibit a higher mortality rate than persons living in private
households.

Table 5. -- Accuracy of the Sample by Age Group Versus MH:
  Private And Non-Institutional Collective Households

Age
Males
MH

Difference
from Sample

%

Females
MH

Difference
from Sample

%

Total
MH

Difference
from Sample

%
0  to   4  years 32 743     2.57 31 105 1.98 63 848 2.28
5  to 14  years 78 076     1.47 73 912 2.87 151 988 2.15
15 to 24 years 86 722    -1.24 82 971 1.61 169 693 0.15
25 to 44 years 165 783    -2.84 159 458 1.92 325 241      -0.51
45 to 64 years 96 989    -1.71 98 997 0.92 195 986      -0.38
65 years and + 57 904    -1.34 74 129      -1.10 132 033      -1.20
Total 518 217    -1.20 520 572 1.39 1 038 789 0.10

 Table 6. -- Annualized Mortality Rates Based on the Period from June 1986 to May 1989:
    Private and Non-Institutional Collective Households

Age
Annual Mortality
Rate* (x 1,000)

MH

Annual Mortality
Rate* (x 1,000)

Sample

95% Confidence Interval
for the Sample

0-4 0.51 0.02 (0, 0.18)
5-44 2.49 2.04 (1.54, 2.54)
45-49 3.23 2.78 (0.57, 4.99)
50-54 5.12 3.68 (1.03, 6.33)
55-59 8.42 8.91 (4.80, 13.02)
60-64 12.43 10.48 (6.01, 14.95)
65-69 18.96 19.03 (12.69, 25.37)
70-74 28.63 24.59 (16.76, 32.42)
75-79 42.77 43.09 (30.85, 55.33)

80 and over 76.98 73.67 (57.41, 89.93)
Total 6.71 6.11 (5.39, 6.83)

    *Number of estimated deaths (over the three years period) divided by estimated population total
      times 3.
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Overall, the mortality rate estimated by the matched sample (6.11) was lower than the one derived
from the MH file (6.71), but this difference was not statistically significant at a 95% confidence level.  It
should be noted that the confidence intervals derived from our sample contained the value calculated by MH
for all age groups except children aged 0 to 4.  While the number of deaths in this category were relatively
small, the difficulty in matching children under one year of age may be related to this underestimate.
Additionally, this also indicates that any analysis specific to children from 0 to 4 years of age be conducted
with caution, especially where the prevalence of a disease or condition was low.

* Totals includes some Type of Practice not showned on this table.

For most categories of medical practice, the estimates drawn from the sample were fairly close to those
presented by MH, both for the number of services and for the costs generated in providing these services.
The accuracy achieved was all the more remarkable as no post-stratification was carried out at any level to
adjust the consumption of health care services to the MH figure.

Table 8. -- Number and Duration of  Hospital Stays, 1986-87 Fiscal Year:
                 Private and Non-Institutional Collective Households

Number of Stays Duration of Stays
Age

Group MH Sample
Relative

Difference
(%)

MH Sample
Relative

Difference
(%)

 0-64 100,127 96,303 -3.82 538,616 499,665 -7.23
65 and over 43,226 41,318 -4.41 452,172 414,555 -8.32
Total 143,353 137,621 -4.00 990,788 914,220 -7.73

Table 8 shows the results of the comparison of the number and duration of hospital stays. Taking the
conceptual differences between the two data sources into account, it is deemed to be satisfactory to achieve
an accuracy of the estimates within 10%.  A larger underestimate for the duration of stays, than for the

Table 7. -- Number and Costs of Medical Services, 1986-87 Fiscal Year:
  Private and Non-Institutional Collective Households

Number of Services Costs of Services  ( $ )
Selected Type of

Practice MH Sample
Relative

Difference
(%)

MH Sample
Relative

Difference
(%)

Internal medicine 699,542 702,735 0.46 19,060,658 18,904,922 -0.82
Paediatrics 416,157 449,122 7.92 6,932,217 7,359,290 6.16
Psychiatry 154,279 146,704 -4.91 8,970,489 8,468,584 -5.60
Surgery 406,907 409,097 0.54 21,772,057 21,230,743 -2.49
Ophthalmology 339,334 357,273 5.29 10,017,371 10,506,461 4.88
Radiology 623,712 653,850 4.83 9,564,330 9,970,191 4.24
Pathology 2,941,244 3,126,365 6.29 21,369,502 22,489,399 5.24
Obstetrics and
Gynaecology

294,288 328,728 11.70 8,774,785 9,151,231 4.29

General practice 4,762,316 4,858,641 2.02 75,806,649 76,545,594 0.97
Totals* 10,938,103 11,351,540 3.78 193,386,798 195,908,988 1.30
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number of stays, indicates that longer stays were prone to underestimation. This situation may be explained
by the difficulty in identifying residents of institutional collective dwellings on the MH files.

Discussion

ith the methodology presented in this article, approximately 74% of the census file corresponding to
private households could be matched with the MH file, using mainly age, sex, postal code, family
size and family structure.  This rate of 74% is satisfactory when compared to the response rate

reported in a number of surveys.  For example, response rates for the Nova Scotia Nutrition Survey were
79.7% among located respondents and 60.0% for the total sample (Maclean, 1993). The Manitoba Heart
Health Survey registered response rates of 77.1% among located respondents and 60.8% for the total
sample (Young et al., 1991).

Obviously, considering the various types of errors possible with matching on a large scale, it is not
realistic to expect a matching rate of 100%.  It is inevitable that the success rate of any probabilistic
matching exercise be affected by erroneous data, lags in the collection or updating of the information, as
well as conceptual differences between the data sets.  Furthermore, while non-matched individuals exhibited
different characteristics from matched individuals, rich socio-demographic information concerning the non-
matched population was available from the Census.  This information was used to select a sample of
matches representative of the entire population.

In 95.5% of cases, the pairs formed did associate with the data on an individual’s health care utilization
and with the socio-economic data on the same individual in the 1986 Census. This rate of accuracy is
exceptional, considering that surnames, given names and birth dates were not used in the matching process.

The accuracy obtained in estimating various indicators associated with the consumption of health care
(such as mortality, number and costs of medical services, number and duration of hospital stays) justifies
the care with which the matching and sampling methods were developed.

In light of the match rates obtained, the rates of concordance of names and the accuracy of the
estimates, it can be said that not only is the new database unique in Canada but also that the quality of the
data coded in it greatly exceeds that of many surveys based on interviews.

At a time when health expenditures exceed 10% of the GDP in Canada and 13% in the United States,
substantial efforts are being made to identify the relationships between health care utilization and health
itself.  While it is suspected that the level of health perceived by the patient explains a sizable portion of
consumption,  many studies have focused on consumption by a specific client group, such as the elderly, or
on consumption of health care in the years prior to death (Barer et al., 1987;  Shapiro and Roos, 1984).

The newly constructed microdatabase opens the door to various studies that were previously not
possible in Canada.  For example, one of the projects proposed by the MCHPE consists of analysing
morbidity with respect to an individual’s occupation and by examining the extent to which the health care
utilization for a particular class of illnesses is related to the basic occupational group.  The census data can
be used to classify individuals according to the reported occupation, or according to whether or not they are
employed and whether or not they are in the labour force. Using the 9th revision of the International
Classification of Diseases (ICD-9), the potential medical conditions to be studied will be musculo-skeletal
disorders, cardio-vascular diseases, mental disorders, gastrointestinal illnesses and injuries.

From a general view, there are plans to study differences in the level of health care utilization by socio-
economic status at different stages in life.  On the one hand, it is well-documented that the greatest
consumption of health services occurs toward the end of one’s life (Barer et al., 1987; Roos et al., 1987).

W
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On the other hand, a major decline in infant mortality between 1960 and 1990 has also been observed
(Pappas et al., 1993;  Marmot, 1986).  These two phenomena alone are justification for undertaking more
thorough comparisons at all age levels.  Using data on visits to doctors, health care at home and hospital
admissions, it will be possible to compare health care utilization by different age groups by socio-economic
status for the classes of illnesses mentioned above. In addition, several studies (Ugnat and Mark, 1987;
Williams, 1990;  Wilkins et al., 1991) suggest that differences in health conditions according to socio-
economic status are greater among persons between 35 and 64 years of age than for other age groups.
Analyses by age group using this new database confirmed these hypotheses or shed new light on these
matters (Mustard, 1995).

A study to examine the impact of parental socioeconomic status on the use of hospital and ambulatory
medical care services during the first year of life has just been completed. It showed that after controlling for
low birth weight, maternal age and the joint effects of education and income; for hospital care, education
was significantly negatively associated and exhibited a threshold effect between the lowest quartile and all
other quartiles; for ambulatory treatment care, income was significantly associated and exhibited a linear
effect; for preventive care, both income and education were associated and exhibited a threshold effect
between the lowest quartiles and all other quartiles.  In the first year of life excluding the birth event, per
person public health expenditures were more than twice as high in the lowest education or income quartile
compared to the highest quartile (Knighton et al., 1997).

Although the links between socio-economic status and health are the object of intensive research, one
of the most frequently encountered problems is that it is impossible to have precise information on socio-
economic status at the individual level.  Some researchers have no other choice but to use an indicator
obtained through the aggregation of taxation or census data for an area of a given size, such as the census
enumeration area or the postal code area (Wilkins, 1993).  Little research has been done to verify the impact
and the validity of this methodology.  This tends to reduce the capacity of such models to detect more
subtle but theoretically important determinants.

The HALS file, combined with administrative data from health care utilization records, opens the door
to comparisons which, until now, have been difficult if not impossible to make.  HALS offers us a clear and
detailed image of individuals suffering from disability. Whether by age group or sex, by type of disability
(mobility, sight, hearing, dexterity, cognition, etc.) or severity, the Manitoba population suffering from a
disability can be compared to the general population by means of the census file.  Specific analyses of these
data focussed on mortality and on health care utilization (Tomiak et al., 1997).

Finally, as the population ages, a greater demand for long-term care services and in particular, nursing
homes is expected.  A study was initiated to assess the relative importance of predisposing, enabling and
need characteristics in predicting nursing home entry.

The list presented here is not exhaustive and is provided only to demonstrate how the new database
can be used to analyze health care utilization at different stages in life and for different topics.  It is believed
that the analytical benefits produced by the record linkage of the administrative sources are important in
term of public interest.
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[1] It should, however, be kept in mind that the match rate on Indian reserves was only 44.5%,
considerably lower than the average rate of  74%.  This could lead to a bias, since the matched
individuals may have had very different characteristics from the reserve population as a whole.
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Chapter

Abstract

Since 1968, patient identifiable records of hospital discharges, cancer registrations and death
records have been held centrally in Scotland in machine readable form.  Patient details are held in
order to enable record linkage using probability matching. In the 1970s and early 1980s over forty
ad hoc linkages were carried out. Since the late 1980s, the records have been brought together into
permanently linked data sets the largest of which now contains over 12 million records spanning
the years 1981 to 1995.

These linked data sets have enabled a wide range of analyses to be carried out in response to
demands from the health service and the medical research community. They have ranged from
relatively simple aggregations of data at the patient level to complex studies of long term patient
outcomes.  Outcome indicators such as 30 day survival after acute myocardial infarction are now
published at hospital level.

In addition to the main “internal” linkages over seventy linkages have been carried out be-
tween external data sets such as surveys (e.g., the West of Scotland Coronary Prevention Study),
employee records and clinical audit records and the centrally held linked data sets.

The linkage techniques used have evolved to meet the challenges posed by a wide range of
customer requirements and data sets. In particular there has been a shift from traditional
sort-and-match methods to one pass techniques involving indexing in memory. This has been nec-
essary to enable the linking of relatively small data sets to the main data set without multiple sort-
ing of the data.  The technique is currently being adapted to the main linkages to enable much
more rapid incorporation of new data.  Appropriate use of “best-link” principles has made possi-
ble either very high linkage accuracy (e.g., the linkage of Scotland’s two main population regis-
ters) or reasonable accuracy in linking very poor quality data sets (e.g., linkage of records of vic-
tims of cardiac arrest to death records).

The paper will use the Scottish experience to illustrate how the application of probability
matching needs to be closely attuned to the precise characteristics of and, in particular, the rela-
tionship between the data sets to be linked.

Introduction

ecord linkage using probability matching, like many fields of human endeavour, has progressed as a
highly fruitful interplay between theory and experiment, axioms and pragmatism. One viewpoint would
see record linkage as primarily a highly practical enterprise based on common-sense and close attention

to the empirical characteristics of the data sets involved in any linkage. Another would emphasize the rigor-
ous grounding of record linkage practice in statistical theory and the theory of probability (Fellegi and Sun-
ter, 1969; Newcombe et al., 1992; Arellano, 1992).
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Howard Newcombe, pioneer and founder of probability matching techniques, recognises the value of
both perspectives. His work has illustrated the continuing dialectic between the theory and the practical craft
of linkage. From the point of view of the development of record linkage in Scotland however his most valu-
able contribution, beyond his initial formulation of the principles of probability matching, has been his em-
phasis on being guided by the characteristics and structure of the data sets in question and  close empirical
attention to the emergent qualities of each linkage (Newcombe et al., 1959; Newcombe, 1988). Particularly
inspiring has been his insistence that probability matching is at heart a simple and intuitive process and
should not be turned into a highly specialised procedure isolated from the day to day concerns of the organi-
zation in which it is carried out (Newcombe et al., 1986).

In this paper we wish to show how the development of the methods of record linkage used in the Scot-
tish Health Service have been driven forward by concrete circumstances and in particular by the practical
demands of  our customers and the needs of the health service as a whole. Although almost no specifically
“research and development” time has been devoted to the development of the Scottish system, our open-
ness to the demands of customers and the sheer variety of linkages which this has engendered has in fact
produced a rapid pace of development and change which shows no sign of abating.

Although we have pursued a highly pragmatic rather than a theoretical approach, the variety of linkages
which have been undertaken has served to give shape to an overview of some of the main factors which
need to be taken into account in designing linkages most effectively. The paper is thus in part the story  of
record linkage in Scotland, in part a concrete account of how our methods have evolved but also contains an
overview of some the  factors to do with data structure which may be relevant to linkage strategy. More
than anything however the paper is an illustration of how the sensitive and flexible application of the very
simple and basic principles outlined by Howard Newcombe can produce very powerful results.

The Context

he current system of medical record linkage in Scotland was made possible by an extremely far sighted
decision made as long ago as 1967 by the predecessor organisation to the Information and Statistics
Division of the Scottish Health Service and by the Registrar General for Scotland. The decision was

taken that from 1968 all hospital discharge records, cancer registrations and death records would be held
centrally in machine readable form and would contain patient identifying information (names, dates of birth,
area of residence etc.).

The decision to hold patient identifying information was taken with probability matching in mind and
reflected familiarity with the early work of Howard Newcombe in Canada and close contact between Scot-
land and the early stages of the Oxford record linkage initiative. (Heasman, 1968; Heasman and Clarke,
1979).

In what can now be regarded as the first phase of medical record linkage in Scotland, over 40 often
sizeable linkages were carried out between the late 1960s and the mid-1980s (for example, Hole et al., 1981;
Kendell et al., 1987). The linkages were primarily for epidemiological purposes and each involved the rather
laborious specification and development of a bespoke computer program, the whole process often taking
over a year to complete. Although the system represented a considerable achievement, by the mid-
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1980s it was acknowledged that it would be increasingly inadequate for the perceived future needs of the
Scottish Health Service especially in terms of management information.

In the late 1980s the decision was taken to reconstitute the linkage system. Increased computing power
and data storage capacity enhanced the feasibility of linking once and for all the set of records pertaining to a
given patient. New enquiries, whether epidemiological or relating to service management, would increasingly
involve analysis of already linked data rather than requiring fresh linkages.

The years since 1989 have seen the creation of such permanently linked data sets of Scottish health
related data. (Kendrick and Clarke, 1993). The largest currently contains all hospital discharge data, cancer
registrations and Registrar General’s death records from 1981 to 1995 (over 14 million records relating to
just over 4 million individuals). A maternity/neonatal data set contains all maternity admissions, neonatal
records, Registrar General’s birth records and stillbirth and infant death records from 1980 to 1995. Finally,
the data set with the longest time span contains linked psychiatric inpatient records and Registrar General’s
death records from 1970 onwards.

It was envisioned that the creation of the national linked data sets would be carried out purely by
automated algorithms with no clerical checking or intervention involved. After linkage of five years of data
in the main linked data set it was found that the false positive rate in the larger groups of records was begin-
ning to creep up beyond the 1% level felt to be acceptable for the statistical and management purposes for
which the data sets are used. Limited clerical checking has been subsequently used to break up falsely linked
groups. This has served to keep both the false positive and false negative rates at below one per cent. More
extensive clerical checking is used for specialised purposes such as the linking of death records to the rec-
ords of the Scottish cancer registry to enable accurate survival analysis for example.

The existence of the linked data sets has generated a high level of demand for analysis. Approaching a
thousand analyses have been carried out ranging from simple patient based counts to complex epidemiologi-
cal analyses. Among the major projects based on the linked data sets have been clinical outcome indicators
(published at hospital level on a national basis), analyses of patterns of psychiatric inpatient readmissions
and post-discharge mortality and analyses of trends and fluctuations in emergency admissions and the con-
tribution of multiply admitted patients.

 However, far from reducing the requirement for specialised data linkage, the existence of  permanently
linked national data and facilities for linkage  has served to fuel the demand for new linkages. Over a hun-
dred and fifty separate probability matching exercises have been carried out over the last five years. These
have consisted primarily of linking external data sets of various forms -- survey data, clinical audit data sets -
- to the central holdings. A particularly important linkage in the context of a major trial of cholesterol lower-
ing drugs enabled  comparison of the accuracy of  follow-up using probability matching with reporting based
on direct contact with patients. Automated linkage was found to be just as accurate for tracking hospital
admissions (West of Scotland Coronary Prevention Study Group, 1995). Other specialised linkages have
involved extending the linkage of subsets of the ISD data holdings back to 1968 for epidemiological pur-
poses. (for example, Gillespie et al., 1996).  These exercises have varied enormously in scale and complex-
ity, from following up the patients of a particular consultant to linking what are virtually two different regis-
ters of the population of Scotland. Linkage proposals are subjected to close scrutiny in terms of the ethics of
privacy and confidentiality by a Privacy Advisory Committee which oversees these issues for ISD Scotland
and the Registrar General for Scotland.

The Scottish linkage project has been funded primarily as part of the normal operating budget of ISD
Scotland. Relatively little time or resources have been available for general research  into linkage methodol-
ogy.   Instead the development and refinement of linkage methods  has taken place as a response to a wide
variety of immediate operational demands. We have become to all intents and purposes a general purpose
linkage facility at the heart of the Scottish Health Service operating to very tight deadlines often set in terms
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of weeks and in extreme cases, days. This has placed a high premium on developing quick, effective and
accurate methods of linkage with an emphasis on fitness for purpose rather than straining for precision for
its own sake.

Despite the lack of time and resources available for background research and development in linkage
methodology, these conditions have in fact fostered, especially in recent years, a rapidly changing and de-
veloping approach to linkage.

Before describing the most significant developments involved, a brief overview of the main compo-
nents will serve to set them in context.

The Elements of Linkage

or the purposes of this discussion, record linkage using probability matching can be regarded as having
three phases or elements  each involving a key question.

n Bringing pairs of records together for comparison. -- How do we bring the most effective sub-
set of pairs of records together for comparison? It is usually impossible to carry out probability
matching on all pairs of records involved in a linkage. Usually only a subset are compared, those
which share a minimum level of identifying information. This has been traditionally achieved by
sorting the files into “blocks” or “pockets” within which paired comparisons are carried out (Gill
and Baldwin, 1987).

 
n Calculating probability weights. -- How do we assess the relative likelihood that pairs of records

belong to the same person? This lies at the heart of probability matching and has probably been the
main focus of much of the record linkage literature. (Newcombe, 1988).

 
n Making the linkage decision. -- How do we convert the probability weights representing relative

odds into absolute odds which will support the linkage decision? The wide variety of linkages un-
dertaken has been particularly important in moving forward understanding in this area.

It would probably be fair to say that of the three areas, it is the second, the calculation of probability
weights which has received the most attention and is the best understood. Developments in Scotland over
the last few years have occurred in the other two areas as the two subsequent sections will demonstrate.

Before moving on to these developments, our approach to the calculation of probability weights has
been  relatively conventional and can be quickly summarised. A concern has been to avoid overelaboration
and over complexity in the algorithms which calculate the weights. Beyond a certain level increasing refine-
ment of the weight calculation routines tends to involve diminishing returns. This relatively basic approach
has been facilitated by the relative richness of the identifying information available on most health related
records in Scotland. To take an example, for the internal  linking of hospital discharge (SMR1) records
across Scotland we have available the patient’s surname (plus sometimes maiden name), first initial, sex and
date of birth. We also have postcode of residence. For records within the same hospital (or sometimes the
same Health Board) the hospital assigned case reference number can be used. In addition positive weights
can be assigned for correspondence of the date of discharge on one record with the date of admission on
another. Surnames are compressed using the Soundex/NYSIIS name compression algorithms (Newcombe,
1988) with additional scoring assigned for more detailed levels of agreement and disagreement. Wherever
possible specific weights relating to degrees of agreement and disagreement are used.

Bringing the Pairs of Records Together:  One Pass Linkage

F
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The Limitations of Sort-and-Match

y the time the largest linked data set covered several years of data and consisted of several millions of
records, a particular challenge emerged. The linkage team began to be asked to link data sets consisting
of relatively small numbers of “external” or “newcomer” records to the central catalog of identifiable

records. The external or newcomer records might  consist of respondents to a survey, a specialised disease
register or a particular group of employees.

In all cases the aim was to link the newcomer data set to the central catalog of records so that the expe-
rience of the individuals involved could be traced forward from the  date of survey, the date last known to
the disease register or the date of employment.

As we have seen, in record linkage it is impossible to bring together and compare all the pairs of rec-
ords involved in the linkage. The number of pairs which are brought together for comparison is normally
reduced to manageable proportions by some form of blocking by which only those pairs of records which
share common sets of attributes are compared. For example a common strategy is to compare only those
pairs of records which share either the same first initial and NYSIIS/Soundex code or the same date of birth.
The normal method of achieving such blocking is to  sort the two files concerned on the basis of the block-
ing criteria. Thus, for a first pass of linkage, the files would be sorted by first initial and NYSIIS/Soundex
code to bring together into the same “pocket” or “block” all records sharing the same NYSIIS/Soundex code
and first initial. Records would only be compared within this block. Because a number of truly linked pairs
of records would not be brought together on this basis (for example, because of a misrecording of first ini-
tial), a second pass could be carried out which blocks by date of birth. This second pass involves resorting
the files on the basis of  date of birth to create a second set of pockets or blocks within which comparison
takes place. The results of the first and second passes need to be reconciled and this involves sorting the file
yet again.

The key point is that standard methods of blocking involve sorting all the records involved in the link-
age at least twice and usually more often. When faced with the kind of linkage mentioned above, involving
linking a small number of  newcomer records to a central catalog holding several millions of records such a
procedure is at best immensely wasteful and at worst impossible. No matter how few newcomer records are
involved, it is still necessary to sort all the central catalog records for the years of interest. If only a few
years are involved, and especially if linkage is restricted to a subset of the central records e.g., cancer regis-
trations, the exercise is feasible but immensely inefficient. If it is desired to link newcomer records to the
entire data set, the exercise becomes, in reality, impossible.

One Pass Linkage: Blocking Without Sorting

The question thus became: how can we link a relatively small number of newcomer records to the
catalog without having to repeatedly sort the catalog? The solution adopted has been to store the newcomer
records in memory and carry out blocking using indexes based on numerical elements of the blocking crite-
ria. The catalog records  can then be read in sequentially and compared with all the newcomer records
which fit the chosen blocking criteria (Kendrick and McIlroy, 1996).

The linkage is thus carried out in the course of “one pass” through the catalog data set.

Before they are brought into contact with the catalog, all newcomer records are read into memory and
stored in an array indexed by a unique numeric record identifier. Necessary pre-processing such as genera-
tion of NYSIIS/Soundex  codes is also carried out.

The next step is the creation of blocking index arrays. In this description we assume that two sets of
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blocking criteria are being used: first initial and NYSIIS/Soundex code on the one hand, and date of birth on
the other.

The blocking index arrays are indexed by numeric elements of the  blocking criteria. Thus the first
blocking array uses the numeric element of the NYSIIS/Soundex code as its index. All NYSIIS/Soundex
codes consist of a letter followed by three figures e.g., A536 or B625. The first blocking index array has a
row for each number from 001 to 999 which covers all possible numeric elements of NYSIIS/Soundex
codes. In each row are stored the numeric identifiers of the newcomer records whose NYSIIS/Soundex
code has the relevant numeric element. For example, the identifiers of newcomer records with surname
FRAME (NYSIIS/Soundex code F650) and BROWN (B650) would be stored in the same row.

The second blocking index array has three indices: year, month and day of birth. Along the fourth di-
mension of the array are stored the numeric identifiers of the newcomer records sharing that date of birth.

Catalog records are then read in one by one. Suppose the first catalog record is for someone named
BROWN (NYSIIS/Soundex code B650) with date of birth 1st March, 1922.

n Row 650 of the first blocking index array is inspected to see whether any newcomer records share
the numeric element of the Soundex code. If any are found, then the first newcomer record is ac-
cessed via its numeric identifier in the newcomer record array. An immediate comparison is made
of the first letter of the Soundex code and the first initial. If both match then we proceed to full
probability matching between the catalog and newcomer records. If neither or only one match then
no further action is taken. We then look at  the next newcomer record (if any) indexed on the rele-
vant row of the blocking index array.

 
n Blocking by date of birth is even easier to simulate in that the blocking criteria are entirely numeric.

The catalog record can be directed to all newcomer records which share the same day (in this case
1); month (in this case 3); and year (in this case 22) by directly accessing the relevant array.

How the results of the ensuing pair comparisons are stored and implemented depends upon the struc-
ture and purpose of the linkage. Whenever links above a certain weight occur they can be output and stored
for implementation in a provisional linkage file. This provisional linkage file can itself be  flexibly interro-
gated to implement a given structure of linkage e.g., we may be only interested in the best link (the link with
the highest weight) achieved by each newcomer record (see below).

One Pass Linkage: Practical Considerations

The above strategy, whereby the newcomer records can be indexed only in terms of  the numeric ele-
ments of any blocking criteria, is necessary  when we are using a programming environment which only al-
lows numeric indexing of arrays. If either the newcomer data or the catalog data is stored in a database
which allows direct access by any type of key then the logic of the exercise would be  simplified. The file
could be flexibly indexed by whatever blocking keys are felt appropriate.

Our impression at present would be that using memory still has advantages in terms of speed of access.
This of course is a practical issue and may well change quickly as relational databases and “search engines”
improve in speed and efficiency.

The number of  newcomer records which can be linked in one pass through the data is of course lim-
ited by the  available memory. Memory is needed both for storing the elements of the newcomer records
which are necessary for linkage and for storing the blocking index arrays. For most ad hoc linkages involving
anything up to 15,000 newcomer records this has not tended to be a problem. Larger newcomer data sets
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can often be linked in sections without affecting the logic of the linkage.

Of the three elements of linkage it is this which is most dependent upon the capabilities of available
hardware and software. The implication is that as these capabilities develop, there will be immense potential
for moving beyond current limitations.

The Linkage Decision:  Relative and Absolute Odds, Structuring the
Linkage and the Best Link Principle

t the heart of the record linkage enterprise is the decision as to whether two records are truly linked.
Most often the question is one of whether the records involved relate to the same person. The calcula-
tion of probability weights aims to provide a mathematical grounding for this decision.

However, it is a fundamental characteristic of the odds represented by probability weights that they are
relative odds rather than absolute odds. They only serve to rank the pairs of records involved in a given
linkage in order of  the probability that they are truly linked. The relative odds do not represent fixed abso-
lute or betting odds such that a probability weight of 25, for example, would always representing absolute or
betting odds of 50/50. The conversion factor will vary from linkage to linkage.

It is absolute odds which are needed to inform the linkage decision. In practical terms the issue of the
determinants of the conversion from relative odds to absolute odds can often be bypassed in that the re-
quired threshold in terms of absolute odds can usually be identified empirically from inspection of a sample
of pairs. However a broad understanding of the relationship between relative and absolute odds is useful in
that it can help optimise the way a given linkage should be structured.

Not all linkages require the same absolute odds. The absolute odds required depend upon the purpose
of the linkage. They depend upon the costs associated with missing a true link compared with making a false
link. For statistical purposes, the required absolute odds may be 50/50. If the linkage is to be used for ad-
ministrative or patient contact purposes where a false linkage may have extremely damaging consequences,
very high absolute odds may be required.

Relative to Absolute Odds: A Priori Factors

Two of the factors involving in converting relative to absolute odds take the form of relatively straight-
forward numerical principles. Newcombe has stated  them in the context of a search file and a file being
searched (Newcombe, 1988; Newcombe, 1995).  The first principle is that the higher the proportion of  re-
cords in the search file for which there exists a linked record in the file being searched, the more favorable

A
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will be the conversion factor between relative and absolute odds. The second proposition is  that the larger
the file being searched, the less favourable will be the conversion factor between relative and absolute odds.

These factors are given for any specific linkage.

Relative to Absolute Odds:  Structural Factors

However the conversion factor between relative and absolute odds can be influenced by how the link-
age is implemented. It is important to design the linkage in a way which takes maximum advantage of the
structures of the files involved and the relationships between the records in the files. For example, are the
relationships between the records in two files one-to-one, one-to-many or many-to-many? How much con-
fidence do we have in previous linkages which may have been carried out on the files involved? How confi-
dent are we that a file to be linked already contains only one record per person?

For example, if we want to link to each other a set of hospital discharge records, we have no a priori
knowledge of how many records belong to each person. Our best bet is to do a conventional internal linkage
and inspect all resulting pairs in setting a threshold. In this case we have relatively little leverage to improve
the terms of conversion between relative odds and absolute odds.

 If however we are linking a file of hospital discharge records to a file of death records we can obtain
some “structural leverage.” Death only occurs once and assuming that this is reflected in there being only
one death record per person in the file of death records, the linkage becomes many-to-one. Each hospital
discharge record should link to only one death record. The terms of conversion from relative to absolute
odds can be improved by only retaining, for each hospital discharge record, the best (highest weight) link
which is achieved to a death record (see also Winkler, 1994).

Similarly, at the other end of the life cycle, if we are linking baby records to mothers records, assuming
that the mothers records themselves have been correctly linked we should allow each baby to link to only
one mother. This in fact was the first context in which the importance of structuring the linkage emerged in
Scotland.

Best Link and Structural Leverage:  An Example

The CHI/NHSCR Linkage

hese rather abstract considerations can be best understood in the context of a particular example.  In
common with the rest of the United Kingdom, Scotland is committed to the development of a unique
patient identifier to help streamline the management of all patient contacts with the health service. His-

torically, Scotland has possessed two health-related registers of the Scottish population. It was felt that the
combined strengths of the two registers would provide a firm basis for a new patient identifier.

For the last twenty years the Community Health Index (CHI) has operated on a regional basis as a pri-
mary care patient register for such purposes as screening for breast and cervical cancer and childhood im-
munisation. It contains a wealth of operational information with high  population coverage. However, the
regional indexes were initially compiled on an opportunistic basis and there was a general perception that
there were gaps in its coverage and that there was a high proportion of duplicate records for people who had
moved from one area of Scotland to another.

Scotland also possesses a National Health Service Central Register (NHSCR) which has been carefully
maintained to contain one record for each resident of Scotland. The NHSCR however contains relatively

T
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little operational information.

The initial plan was to carry out an internal linkage of the aggregated regional CHI indexes in order to
remove duplicate records and then to link the resulting aggregated CHI data set to the NHSCR to form the
basis of a national index.

However, based on our early experience of structuring linkages to maximise the power of the linkage, it
was felt that linking the CHI databases to each other via a linkage to the NHSCR would provide more “lev-
erage” in the linkage. (Kendrick et al., 1997)

The data which was available on both data sets to enable linkage was reasonable but not excessively
rich. We had forenames, surnames, sex and date of birth but the only residential data was Health Board of
residence (average size 300,000). A major bonus was that National Health Service number was available in
a well formatted form on all NHSCR records. Because of its irregular format, the British NHS number has
been notoriously difficult to use and  was available on only a proportion of CHI records and with wide
variations in accuracy and formatting.

Although the linkage was primarily concerned with “current” CHI records, those reflecting the current
residence and GP registration of the Scottish population, “redundant” CHI records for people who had died
or moved to a new Health Board were included in the linkage as a possible basis for constructing historical
traces. In order to find a correct NHSCR “home” for as many CHI records as possible the NHSCR file also
contained deaths from 1981 as well as known emigrants.

Since we were confident that the NHSCR did contain one record for every Scottish resident but there
were suspicions that the CHI data set contained duplicate records (as well as legitimately multiple historical
records), it was decided to structure the link as many-to-one. Each CHI record was allowed to link to only
one NHSCR record -- the one with which it achieved the highest probability weight. Each NHSCR record
on the other hand was allowed to link to as many CHI records as necessary.

Relative to Absolute Odds: Conversion Factors

The linkage can be described in terms of the factors which were outlined in the previous section as de-
termining the conversion factor between relative and absolute odds.

n Purpose of the linkage. -- Any links accepted from the linkage would form the basis of patient
contact. A very high level of confidence in the validity of any links was required. Missed links were
regarded as less of a problem in that they would normally be picked up in the course of the running
of the new index. Thus very high absolute odds for linkage were required.

 
n A priori probabilities. -- Given that both sets of data represented a high level of coverage of the

Scottish population, there was a very high probability that a person represented on the CHI file
would also be represented on the NHSCR file. In terms of Newcombe’s first rule, circumstances
could not have been more favourable.

 
n File sizes. -- Reflecting as they did the entire Scottish population as well as deaths and transfers

these were large files: approximately 6.3 million NHSCR records against 7.8 million CHI records.
This gives a high coincidence factor and, according to Newcombe’s second rule, would normally
serve to push up the relative odds required for given absolute odds.

 
n Structuring the file. -- Given the knowledge that all Scottish residents were likely to be represented

by one NHSCR record and one or more CHI records, it made sense to structure the linkage as a
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best link many-to-one linkage i.e. allowing each CHI record to link only to the NHSCR record with
which it achieved best link would be the most effective route and would maximise the conversion
factor between relative and absolute odds.

In broad terms then the linkage faced two difficult circumstances: the requirement for very high abso-
lute odds and the large file sizes. These were more than outweighed however by the massive leverage con-
tributed by the use of the best link principle in the context of a very high a priori probability that people were
represented in both files.

Linkage Results

Of  approximately 5,360,000 current registered CHI records, 4,600,000 or 86% linked deterministically
to an NHSCR record. There was a match between the Soundex/NYSIIS code of surname, first initial, date
of birth, sex and NHS number. For the remaining 750,000 CHI records, probability matching was carried
out.

Resources for clerical checking were limited and such checking was limited to a sample of best link
pairs to determine a probability weight which would  represent absolute odds for  the correctness of a link-
age which were sufficiently high for administrative purposes. Staff of Health Board Primary Care Teams
and the National Health Service Central Register checked 2,500 pairs using existing search and confirmation
systems. No incorrect links were found at a probability weight greater than 30 and this was chosen as the
administratively acceptable threshold.

To put this outcome into a broad comparative  perspective we can compare the CHI/NHSCR linkage
with previous linkages in Scotland which did not use the best link principle but which linked similar types of
record using virtually the same agreement and disagreement weights for the main identifying items such as
name and date of birth.

In the linkage of the Scottish hospital discharge and death record data sets using probability matching,
the fifty/fifty threshold (i.e., the weight at which it is equally likely that the two records belong or do not
belong to the same person) has remained relatively constant at a probability weight of 25. The fifty/fifty
threshold for the best links of CHI to NHSCR records is around 15.   Similarly, the threshold below which
links between Scottish Cancer Registrations and death records are clerically checked and above which they
are accepted automatically is a weight of 40. In the CHI/NHSCR linkage as we have seen, this threshold is
30. In both cases the difference is ten units in the currency of binit weights or logs to the base 2. In terms of
odds this is an improvement in the conversion factor from relative to absolute odds of 210 or  around a thou-
sandfold.

Why the use of only best links in this context should contribute so much extra leverage compared with
a pure threshold method is perhaps intuitively obvious but is much more difficult to explain in principle. The
logic is perhaps best illustrated by a hypothetical example.

 Let us suppose that a CHI record on which is recorded the name Angus MacAllan with date of birth
25/01/1952 has achieved its best link with an  NHSCR record on which is recorded the name Angus McAl-
lan born 24/01/1951. There is no NHS number on the CHI record and no other elements agree so that the
link achieves what would be, in the context of an unstructured purely threshold linkage, only a moderate
probability weight implying a less than fifty/fifty chance that the records belong to the same person. We can
best assess the likelihood that these two records would belong to the same person in the CHI/NHSCR link-
age context by an indirect route. Let us imagine what would have to be true for the two records not to be-
long to the same person. Either:
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n there is no NHSCR record relating to the individual represented on the CHI record and in addition
there exists on the NHSCR file a record relating to another Angus Mc/MacAllan with a highly simi-
lar date of birth; or

 
n there is an NHSCR record corresponding to the individual represented on the CHI record but there

are sufficient discrepancies in the recording of the identifying information for this “true link” Angus
MacAllan that an NHSCR record for another Angus MacAllan in fact achieves a higher probability
weight with the CHI record.

Neither of these scenarios are impossible but they are highly improbable and it is much more likely that
the two records really do belong to the same person.

The method used had two additional advantages. The file which was output from the linkage took the
form of a copy of each CHI record to which was appended an extract from the NHSCR record to which it
had achieved the best link and the weight at which the link was achieved. This file was used as a basis for
generating pairs for inspection and links could be extracted at whatever weights were necessary. In essence
this means that the threshold for linkage was set and could be varied retrospectively without having to rerun
the linkage.

The problem of twins has always bedevilled record linkage. The CHI/NHSCR linkage was able to take
advantage of the fact that the NHS numbers for most pairs of twins are consecutive and a high negative
weight was given for pairs of records with consecutive NHS numbers. Linkages using best link are in normal
circumstances better than linkages using only a numeric threshold. In the presence of consecutive NHS
numbers for twins the linkage was very successful in correctly allocating the records for twins.

One Pass Linkage and the Structuring of Linkages

lthough one pass linkage and the structuring of linkages in terms of the best link have developed as
separate responses to different challenges, they are not entirely independent.

Given that one of the main aims of one pass linkage is to avoid having to repeatedly sort or restructure
the larger or target file, it is natural to implement one pass linkage as a best link procedure i.e., each new-
comer record is allowed to link only to the catalog or target record with which it achieves the highest prob-
ability weight. Thus, it is not possible for the linkage to bring together records in the target file by “bridging”
between them -- this would involve restructuring or resorting. As we saw earlier, as patient record sets in the
main linked database grew larger, the false positive rate crept upwards, often because of illegitimate bridging
by new records. As the main production linkages are adapted to one pass linkage, this problem will be
minimised.

Although the affinity between one pass linkage and the best link principle is one of practical conven-
ience,  as we have seen, depending upon the circumstances of the linkage, the best link principle often  has
highly beneficial effects. Practicality and best practice often go hand in hand.

Linkage in Scotland:  A Possible Future

nother way of looking at the CHI/NHSCR linkage is to see the NHSCR file as a target file at which the
regional CHI files were aimed for linkage. As we have seen finding the best link record in the target file
for each CHI record proved to have a dramatic effect on the accuracy of the linkage.

The much richer “national CHI” file which has resulted from the linkage and the introduction of na-
tional search and enquiry facilities provides an even better target for the linkage of other data sets.

A

A
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For example, in November 1996 Scotland experienced a severe outbreak of  infection by the E-coli
0157 bacterium. Several different sets of records were generated in the course of the outbreak: a case reg-
ister, community clinic contacts, laboratory records, known exposed cohorts and hospital patients. The
quality of identifying information on many of these records was rather poor reflecting the circumstances in
which they were collected.  ISD Scotland was asked to link these records so that the records for each indi-
vidual involved in the outbreak could be gathered together. Rather than attempt to link the different sets of
records directly to each other, the records were “aimed” at the local Community Health Index and linked to
it. Again this method paid off in terms of much more accurate linkage.

It is likely that more and more linkages in Scotland will take the form of aiming data sets at the target
of the national CHI. Ultimately the objective is to use such linkages, whereby for example laboratory data
sets or hospital Master Patient Indexes are linked to the national CHI , to populate an increasing proportion
of Scotland’s health records with a unique patient identifier. It is intended that this will eventually reduce the
need to record patient identification details such as names and dates of birth on operational records and
communications. Instead identification will be via the national CHI number. Such a system is already in
place in Tayside Health Board where the CHI number is implemented on a wide range of primary and acute
health care records.

In this context the role of probability matching in the Scottish Health Service  and the methods used to
carry it out are likely to change even more rapidly over the next few years than they have over the last ten
years.

As we have emphasised it has been the openness of  record linkage in the Scottish Health Service to
the demands of  a wide range of customers which has driven the rapid development in our methods and this
is likely to continue.

In this context the common sense and pragmatic approach to record linkage championed by Howard
Newcombe has been especially useful and appropriate as guidance. Working as we are in his footsteps we
can summarise some of the most salient emphases.

Record linkage is about being guided by the data and staying as close to the data as possible at all
stages. The people who know the data best must be involved. Linkage is an evolutionary and recursive pro-
cess at all levels. Linkage is a continual learning process and linkage is about what works, not what ought to
work.

Finally, record linkage is not about the mechanical application of complex and abstract rules. As cir-
cumstances change and data sets vary there is unlikely ever to be one definitive best method of carrying out
record linkage using probability matching. Progress will come rather from the flexible and responsive appli-
cation of what are, at heart, very simple principles.
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Whenever there are large computerized genealogical files the problem of duplication of records for the
same individual or family within the file always exist.  Many indexing schemes can be used which allow some
matching of entries being added to the files with slight variations, but computer technology in the past has been
limited in matching entries in which more than one field such as surname, given names, date or locality have
disagreement.

Genealogists know that disagreement comes through different record sources used for identification or
through transcription errors.  Bringing together records with discrepancies has always been a genealogical
nightmare.  If the records don't even come together using various sorting schemes, how can the records be
analyzed for matching or merging decisions?  In other words, how does one know if two different records refer
to the same individual or family?

One solution to this dilemma is the use of Record Linkage theory.  Record linkage refers to a computer
program which uses a detailed algorithm based on probability to determine if two records being compared
represent the same individual.  This technique, developed in Canada by Howard B. Newcombe (1988), has
been used in the statistical, demographic, and medical disciplines to identify and link two or more records
representing the same person or entity.

The theory underlying record linkage was developed around the need for an algorithm which would mimic
human decision making in comparing a record from one file with a record from a second file.  To do this, two
records which represent the same person are studied and field comparisons made.  Fields are items of
information in the record, such as given name, surname, birthdate, birthplace, etc.  The outcome of this
comparison (agreement, disagreement or partial agreement) that is common in linked records is noted.  If there
is enough agreement, the probability is high the records being compared from the two different files represent
the same individual.  If the comparison outcome is more common to unlinked records, the probability is high
the records being compared represent two different individuals.

Using the comparison statistics, a record linkage system computes the odds in favor of a match or against
a match for any two records selected for comparison.  For example, if a surname in two records matches, the
computer calculates the odds of the two names matching by chance and how often the surname field agrees in
the truly linked records contained in the comparison file.  From these two statistics the program determines a
score which represents the odds above chance the two surnames matching are for the same person.

Each algorithm may be tailored to the uniqueness of the genealogical data elements in its geographic area.
This eliminates applying an "English" standard to all geographic areas of the world.  Another advantage is the
algorithm may be refined to specific cultural or variable record types.

Reprinted with permission from the Utah Genealogical Journal (1992), 20, 3 and 4, 113-119.

To develop the algorithm, samples of files which need to be matched or merged are examined by
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specialists to locate duplicates for statistical analysis.  Based on their analysis and the purpose of the linkage for
the file, the specialists choose blocking, weighting, and threshold parameters which will be used by the
computer for each geographic area to determine if the records being compared are a match.

Searching the File -- Blocking

When searching a file to see if there is a record which matches the request, it would be ideal to compare
every record in the file with the request.  However, this is not practical in most data bases so an indexing
scheme is used to retrieve only the entries in the file which are most likely to match the request.  This is called
blocking or retrieval.  The intent is to reduce the number of comparisons the computer must make.  The
implicit assumption is that only records with a reasonable chance of being linked are retrieved.

Blocking effectiveness can be described in terms of "recall" and "precision."  Recall is a measure of how
many relevant records in the file are included by the blocking scheme.  Precision is a measure of how many of
the total records retrieved by the blocking scheme are relevant.

For example, if you're looking for a record of Joseph Jones, and the file contained two records for him,
one in which he is identified as Joseph Jones and the other as J. Jones, the system would exhibit good recall if it
retrieved both records.  However, the system tuned to recall near matches such as J. Jones may retrieve
irrelevant entries where the letter J. stood for John or James rather than Joseph.  These irrelevant entries are
known as "noise."

Precision measures the amount of noise. A problem with a system tuned for precision over recall is
relevant entries can be missed because the narrower search parameters used to limit the noise also limit the
recall.  Whenever you tune for recall you increase the noise; when you tune for precision you decrease recall.
The two concepts have been found to be in opposition.  The goal is to find an acceptable balance between the
two which suits each specific application.

It is possible to enhance the recall of a system without greatly reducing the precision by using some form
of authority control to bring together the equivalent names of people which are spelled differently and locality
names which are different but refer to the same locality.  Blocking schemes are tuned to the specific file or part
of the file being searched.  Those fields which are accurate, discriminating, and most often present in the
records are chosen because they help give a balance between precision and recall.

Weight Calculations

Using the blocking parameters the computer retrieves a set of records which can now be compared in
detail with the query to determine their similarity to it.  As fields in the query and candidate record are
compared, a statistical score or  weight is computed which reflects agreement, partial agreement, or
disagreement of the two fields being compared.  A positive weight is calculated for agreement, a smaller
positive weight is calculated for partial agreement, and a negative weight is calculated for non-agreement on that
field.  If either record has missing information in the field being compared, a weight of zero is assigned.  The
weights are added to each other to obtain a total weight which reflects the similarity of the pair of records being
compared.

The weights are tailored to the locality or record source.  For example, surnames for England agree more
often than surnames in Denmark and other countries which have patronymic surnames.  This affects the
weights.  England would have a smaller positive weight for agreement on surname than Denmark but would
have a higher negative weight for disagreement on surname than Denmark because the surnames seldom
disagrees for England.  Also taken into consideration for the calculation of the weight is the relative size of the
name pool.  For example, there are fewer surnames in England than there are in United States records.  The
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fewer the names, the less significant is the agreement.  These types of calculations and comparisons are done
on the fields for gender, names, localities, and dates.

It is not necessary to weight all of the fields in a record.  Generally fields which were used as blocking
parameters are not weighted.  The fields are not weighted because the records retrieved have already matched
on these fields and weighting them only increases the overall score of each record by the same amount.  Other
fields may not be weighted because they are not statistically discriminating and don't contribute significantly to
the equation.

Threshold Determination

Once the file records have been retrieved using the blocking scheme, compared field by field to the query,
each field weighted, and each total record's weight determined; then a decision can be made about whether or
not a duplicate was found.  The total weight which is used to decide whether a record should be considered a
match or non-match with the retrievals from the file is called the threshold.

Generally, scores above a certain threshold indicate a match and those below it indicate a non-match.  For
example, if the weight of 40 is considered the threshold, then all retrievals scoring less than 40 are considered
non-matches.  All retrievals with scores of 40 and above are considered matches.  The threshold decision is
based on the total weights of truly matched records for that specific locality (truly matched means the two
records are known to refer to the same person).

There is often a small range of scores which includes intermingled matches and non-matches.  This is
called the gray area.  For example in a study of criminals and law abiding citizens, the range of scores could be
from -150 to 150.  Criminals have scores ranging from -150 to +50.  Citizens had scores ranging from +30 to
+150.  Everyone with a score below 30 is a criminal, everyone with a score above 50 is a citizen.  Those with a
score between 30 and 50 could be either a citizen or a criminal.  This is the gray area for this study, meaning if
40 is picked as the threshold score there is the possibility of a non-match scoring high enough to appear to be a
match (false positive) or there is a possibility of a match scoring so low it appears to be a non-match (false
negative).  Which number to pick is called the threshold decision.

In making a threshold decision it is important to decide the purpose of the links.  For optimal linkage it is
important to follow the rule which states that before a threshold is picked, decide the purpose of the links.  If
the goal is to arrest all the criminals in a town and not let any of them go free, then a threshold of 50 would be
picked.  But as a result, some law abiding citizens would be arrested because their score would be  similar to
criminals.  If the goal is to arrest as many criminals in a town but to not falsely arrest any citizens, then a
threshold of 30 would be picked.  As a result, some criminals would go free, but no citizens would be arrested.

The Family History Department and Record Linkage

The theory underlying this technology is the best approach known to the scientific community.  For this
reason, the Family History Department of  The Church of Jesus Christ of Latter-day Saints has chosen to
implement its usage in their genealogical systems and databases.  It is currently being used to retrieve entries
within the department's genealogical files, and will be used in match and merge decisions.  The results have
been very satisfying and its efficiency has been improved by taking full advantage of name and locality
authority systems.  The use of record linkage for the massive files and record linking needs of Family History
makes the most efficient use of the Department's computer resources in eliminating or matching duplicates in
their files.  This technology has not been employed in the Personal Ancestral File7 as that program was
developed before the implementation of Record Linkage in 1988.
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Introduction

he Church of Jesus Christ of Latter Day Saints maintains massive genealogical files, which consist of mil-
lions of names.  The two largest files are the International Genealogical Index (IGI) and the Ancestral File.
The IGI contains over 200 million individual vital records and, because of its size, is divided into geo-

graphical subfiles.  The Ancestral File contains over 21 million names arranged in family groups and pedigrees. 
These files are growing, and one of the major challenges is to be able to query these files in such a way that
correct records are retrieved for various genealogical purposes and adding duplicates to these files is avoided. 
Record linkage is used for this purpose.

For this paper, a record will be defined as the collection of items that refer to a specific event, such as a
birth or christening.  Each item for the event, such as the day, month, year of birth, surname, and given names
of the father and mother, is stored in what are called fields in computing terminology. Two records are defined
as “linked” if the odds are high that they represent the same person.  One of the first challenges for record link-
age is finding those fields that are useful for calculating these odds. Although all the records in the IGI are birth
and marriage events, they come from various sources. The same is true for the Ancestral File.  For example, a
birth record for the same individual may come from a civil record, an ecclesiastical record, or a family source. 
This may result in multiple records in the file for the same person when the available information is sparse or
varies.

Comparing a Pair of Records (Calculating the Odds)

e begin with statements about the comparison of field entries coming from two records when it is known
that these records refer to the same person.  Such records are termed “matched” or “duplicates” by re-
searchers.  The records may or may not be from the same source.  An example of different sources

containing records about the same person would be births coming from civil records and ecclesiastical records. 
An example where only one source is involved would be ecclesiastical records about the same person who has
moved from one jurisdiction to another within the same denomination, and the record keeping agency includes
both jurisdictions.

Next, consider birth records and, within a birth record, the field containing the given name of the mother. 
We consider a pair of birth records and desire evidence to either confirm or deny that these records represent
the same person.  Suppose the given name of the mother shows up in both records, and we have n pairs of
such records, which are matched (i.e., each pair is known to refer to the same person).  Further, suppose that
in k instances, the mother’s given name for one record of the pair is the same as that for the other record. 
Then, the probability that the given names are the same when the records are matched is estimated by k/n, and
we use the equation

P(S|M)  ≅ k/n (1)

where ≅ means that the two sides of the equation are “close,” although they may not be exactly equal. We read
P(S|M) as the probability that an entry in a specific field is the same for both members of a pair, given that we
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have a matched pair.

Next, consider the probability that the given names of the mother are the same when the two records are
randomly paired.  Such pairs of records are termed “unlinkable” by Newcombe.  As an example, suppose we
have a file with a total of m different given names appearing for the mothers of the child. Then, a typical event
describing a pair with the same given names is:

Both given names are Dorothy, or
                                   Both given names are Phyllis, or
                                    .....
                                    .....

Both given names are Agnes,

where Agnes completes the total of the m given names appearing in the records.

First, assume that the records come from the same file and that there are N1 records with the name Doro-
thy, N2 records with the name Phyllis, and so on, to Nm for Agnes.  If  N1 + N2 + . . . + Nm = N, then the
probability that one element of a pair is Dorothy will be estimated by N1/N and that both elements are Dorothy
will be estimated by (N1/N) 

2 --  we multiply the probabilities for the two elements together since the events are
independent (any two records were randomly paired).  Since we allow that both elements having the same
given name can happen with any one of the m alternatives, we add the probabilities for the m possible given
names together, to get

P(S) ≅ (N1/N) 2 + (N2/N) 2 +  ..... + (Nm/N) 2

(2)
≅ Σ j=1

m
 (Nj/N) 2  .

We read P(S) as the probability that two corresponding elements of a pair are the same when the records
have been selected at random.

Now, assume that the records come from different files, and that there are m first given names for moth-
ers in common between the two files.  Assume that there are L1 records in the first file with the name Dorothy,
and N1 corresponding records in the second file, or in general, Lj and Nj records with the jth given name.

Then, the probability that the given name of the mother will be the same is estimated by

              P(S) ≅ (L1N1)/LN + (L2N2)/LN + .....  + (LmNm)/LN  (3)

                          ≅ Σ j=1
m(LjNj)/LN,

where now,

              L = Σ j Lj   and   N = Σ j Nj   (4)

and the summation of the subscript j is not limited to the m alternatives in common, since each file may have
alternatives not in common with the other file.

We now have P(S|M), the probability that two elements in a pair are the same, given that the pair is
matched, and P(S), the probability that they are the same when they have been paired randomly.  For the rest
of the paper, we will deal only with the case where the two elements come from the same file; the other case
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corresponds in the same way as described above.

Another way to estimate P(S) is to actually create a set of randomly matched pairs and calculate the pro-
portion of matches obtained.  This way is computationally less intensive and may be a practical alternative for
people with more meager computational resources.

 We next consider the probability law:

P(M|S)P(M) = P(SIM)P(S). (5)

What we want is P(M|S), which is the probability that two records of a pair do, in fact, represent the same
person when the first given names of the mothers are the same.  P(S|M), which we have, is the probability that
the elements of a pair are the same when they are matched.  Using equation (5), we get

P(M|S) = [P(S|M)P(M)]/P(S). (6)

This is an application of what is sometimes called “Bayes’ Rule,” being used more often in recent years
and which has caused a good deal of controversy in the statistical community; it has been used successfully in
Record Linkage.

Perhaps the pair of records does, in fact, represent the same person, even though the records of birth give
a different given name for the mother.  We then want P(M|Sc), where Sc means the two elements in a pair do
not agree. (Sc is read as the “complement” of S).  Then, the analogue of equation (6) gives

P(M|Sc) = [P(Sc|M)P(M)]/P(Sc).                Further, (7)

P(Sc) = 1 - P(S) = 1 - [(N1/N) 2 + (N2/N) 2 + .... + (Nm/N)2], and (8)

P(Sc|M) = 1 -  P(S|M) =  1- k/n, (9)

so that we get for the probability of a match when the elements are not the same,

P(M|Sc) = [(l - k/n)P(M)]/{1 - [(N1/N) 2 + (N2/N)2 + . . . . .  + (Nm/N) 2]}.           
(10)

Note that k and n are different from N1, N2, . . ., Nm or N.  This is because they come from a sample of dupli-
cates of size n, whereas N1, N2, . . . , Nm are the total numbers of records in the file for each of the names.
Recall that k is the number of pairs of records in the set of duplicates (or matches) for which the given name of
the mother is the same.  P(M) in equations (5), (6), (7), and (10) is the probability that two records “match”
(represent the same person) when they have been paired at random.   It will be very small.

Next, let E be the event describing whether the mothers’given names are the same, not the same, or miss-
ing.  Then,

P(M|E) ≅ P(M) times (k/n)/ [(N1/N) 2 + (N2/N)2 + . . . . .  + (Nm/N) 2] (11)

if the names are the same

and P(M|E) ≅ P(M) times (1 - k/n)/{1 - [(N1/N) 2 + (N2/N)2 + . . . . .  + (Nm/N) 2]}

if they are different.
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We further define P(M|E) = P(M) if one or both elements are missing in the record pair. This makes
sense, since E tells us nothing new about the match when the information is missing.

Since virtually all records contain more than one element or “field,” we must allow for this in our formu-
las.  We let Q be the number of elements or fields common to both records and consider the ith field, where i
ranges from 1 to Q.  Then, let ni be the number of elements with both entries present for the ith field in the
sample of duplicates, and ki be the number of element pairs in the ith field which are the same.  Letting Ei be the
event for the ith field (same, not same, or missing), we get the following:

P(M|Ei) ≅ P(M)P(Ei/M)/P(Ei) = P(M) times (ki/ni)/[Σ j(Nij/Ni)
2], (12)

when the ith elements are the same and where the summation Σ j is over all possible values of  j in Nij/Ni for the
ith element or field.  Note that Nij now has two subscripts, the first subscript ( i ) to account for the field and the
second ( j ) to account for the altemative values for the ith field. The range of j is from 1 to Ji because there are
a different number of alternatives in each field.  For example, there are two alternatives for gender and, in our
case, m altematives for the given name of the mother.

If the elements for the ith field are not the same, the formula is:

P(M|Ei) ≅ P(M)P(Ei/M)/P(Ei) = P(M) times (1 - ki/ni)/{1 - [Σ j(Nij/Ni)
2]} and (13)

                         P(M|Ei)  = P(M) when one or both of the ith elements are missing.

P(Ei|M)/P(Ei) (14)

can be referred to as the “odds” in favor of a match, given the event Ei with respect to the ith field.  Note that
P(M) does not appear in (14).  It does appear in (12) and (13), however, which are the probabilities that two
records refer to the same person, given the event Ei for the ith field.  There are Q events for each pair of rec-
ords (an event for each of the fields).  Next, we consider

P(M|E1, E2, . . . , EQ), (15)

which is the probability that both members of the pair represent the same person when events E1 and E2 and ...
EQ have occurred.  If most of the paired fields are the same, this probability will be close to 1, and we should
conclude the pair is “linked,” as distinguished from the cases where they are known to have been matched by
prior identification of duplicates.  If most of the paired fields are not the same, (15) will be close to zero, and
we conclude the records are not a match.  There is a gray area in between where the evidence is not conclu-
sive. We assume that the events E1, . . . , EQ are independent (that is, that one pair of fields being the same tells
us nothing about the Asameness@ of any other pair). 

If we assume this, we get the formula:

P(M|E1, E2, . ., EQ) =  P(M|E1)P(M|E2) ... P(M|EQ) = Πi=1
QP(M|Ei)

(16)

                                                  = Πi=1
Q P(Ei|M)P(M)/P(Ei)  
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                                                  = P(M)[Πi=1
Q P(Ei|M)]/[Πj=1

Q P(Ei)].

(Note that Πi=1
Q P(Ei|M) means to take the product of the P(Ei|M) as the subscript j ranges from 1 to Q; simi-

larly for Πj=1
Q P(Ei) in the above expression.)

The “odds” in favor of the records representing the same person are calculated as the probability of the
above events when the records are matched, divided by the same probabilities when the records are randomly
paired -- which is the last expression of (16), except that P(M) would be dropped.  Referring to the second page
of NeSmith’s paper, the probability of the two names “matching by chance” is

Πj=1 
QP(Ei), (17)

while the probability of the names being the same in the “truly linked records” is

Πi=1 
QP(Ei |M). (18)

These are the two statistics used to calculate the odds.  As before stated, this is (18) divided by (17).

Blocking

inding the matches or duplicates (those pairs which are known to represent the same person) involves the
time of experienced researchers who must consider a large sample of record pairs and find those which will
be identified as duplicates.  If all possible pairs are to be considered for the cases of interest, we will have

an impossible task before us, with literally billions of pairs to evaluate.  To cut down on the enormity of this
task, we attempt to gather together records, which are likely to be matches, by sorting on fields, which will put
potential matches close to each other in a listing of available records.  Such fields usually include a surname
code (such as Soundex), a given name code, and possibly a range for birthdates, and a county identification of
some kind.  If these four fields were used, a listing of records would put people together if they had the same
surname code, given name within the surname code, birthdate range within the names, and the same county.

A block is defined as the set of records whose pairs are the same with respect to a set of fields, such as the
above four fields.  Each distinct set of fields used for this purpose is called a blocking scheme. The records
whose blocking fields match will be adjacent to each other in a file, which has been indexed on the basis of
these fields.  Such a list can be constructed with any good data base management system.  A block may, and
probably will, contain a number of records, which are not duplicates; but a qualified researcher can browse the
list and determine which of the pairs within the block should be considered as representing the same person.
The size of the block should be modest -- not more than 10 to 20 records, so that the worker can compare
them on a monitor screen.  In order to find as many duplicates as possible, this process must be repeated for
several blocking schemes.  Even then, the number of blocks for a data bank may be too numerous to make
searching all of them for duplicates feasible.  Then, a subset is used, such as some representative date ranges.
One of the problems of interest is how large the sample of duplicates obtained by the workers should be.  Cur-
rent practice is to find about 1,000 to 1,500 duplicates -- a substantial amount of work.

One blocking scheme will often have better properties than another.  Measures of how good a scheme is
include:

n Blocking Recall. -- It often happens that when a second blocking scheme is used, there will be a few
of the duplicate pairs found in the first scheme, which will now be separated; that is, the two members
of the pair will not show up in the same block.  Since our searching procedures only look for record
matches within the same block, such duplicates will not be detected using the second scheme.  If we

F
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now consider several blocking schemes, the percentage of known duplicate pairs, which are picked up
with any one of the schemes, may well be less than 100%.  Hopefully, we will find one of them, which
picks up a higher percentage of duplicate pairs than do the others.  Blocking recall is defined as the
percentage of known duplicates, which are identified with a particular blocking scheme.

 
n Block Noise. -- This is the number of non-duplicates in the blocks divided by the total of the block

sizes in the blocking scheme.  Greater block noise requires more computing time for a search, but recall
for the scheme is usually better.

 
n Block Precision. -- For a blocking scheme, this is the ratio of the number of duplicates to the number

of non-duplicates in the blocks, multiplied by 100.  A blocking scheme with high precision has mostly
duplicate pairs within the block.  There are not many non-duplicates.

The greater the precision, the less recall, as a general rule, as indicated on the third page of NeSmith
(1994).  Her comment about increasing recall without seriously reducing precision relates to the use of a name
code, such as Soundex, and a place code, which different versions of place names are tied to.  This can be con-
sidered as a partial agreement for the fields concerned, and the blocks that use these fields will be somewhat
larger, including proper and/or place names, which are “close” to each other.  We decrease the block noise and
increase the block precision by increasing the number of fields used for blocking.  Fewer fields, conversely,
increase both noise and recall.

Calculating the Weights

he weights are obtained from the odds by taking logarithms. Using equation (16), we take logarithms,
to get

log P(M|E1,E2,..,EQ) = log P(M) + Σ i=1
Q  log{P(Ei|M)/P(Ei)}. (19)

Note that P(M) is a constant term, which factors out of (16), and is simply an additive constant in (19).  Such a
constant does not influence the results.  We can drop this constant and simply consider the term

L = Σ i=1
Q log{P(Ei|M)/P(Ei)}. (20)

The Aweights@ referred to in the NeSmith paper are the individual terms

wi = log{P(Ei|M)/P(Ei)}. (21)

For each field, there are three weights -- one for when the two field entries are the same, one for when
they are not, and zero for when one or both entries are missing.  This weight will be a positive value when the
two fields are the same; it will tend to be negative if the entries for the two fields are different.

If the probability is high that the records are for the same person, then most of the Ei will be in agreement
(the ith elements are the same for most of the i), and the sum of the weights (sum of the “log-odds”) will be
high, usually positive.  If the probability is low, then most of the Ei will not be in agreement, and the sum of the
weights will be low, usually negative.  If data are missing in the ith field, so that P(M|Ei) = P(M), then from
(12), P(Ei|M)/P(Ei)=l and log[P(Ei|M)/P(Ei)]=O.  That is, the weight is zero if one or both field elements are
missing.  Fields with missing elements, therefore, neither add to nor subtract from the evidence we are inter-
ested in.

The researcher must identify each of the pairs in the subset of blocks as either a duplicate or a
non-duplicate, and the weights are calculated from the duplicate pairs in the blocks, plus a set of counts (the

T
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Nij) for each field.  The counts do not come from the blocks but from the complete set of records to be linked -
-that is, from the entire file.  Note that as per the comment in NeSmith on the fifth page, the weights are not
calculated for the fields used as blocks because those fields always are the same for the records in the
blocks, whether duplicates or not, and thus have little or no discriminating power.  For the same kind of
reason, some fields have poor discriminating power because they do not change a great deal in some files --
such as a geographical area in which a few family names predominate.  A small amount of variability in a field
reduces its usefulness for linkage algorithms.  Algebraically, this shows up in the denominator of (18)/(17),
above, because the chance of the fields being the same with random pairing becomes larger.  But this is (17),
which thus decreases the odds for a link when the field entries are the same.

Thresholds

any genealogical tasks involve a search for someone in a large data bank.  This search is usually termed a
“query,” and the framework for this is the set of linkage algorithms described above.  One uses the fields
available for the person to be searched for, chooses a blocking scheme employing some of those fields,

and then searches the block into which the person being searched for fits.  If a record in the block, when paired
with the query, has the sum of the weights higher than a value called the threshold, a link has been found for
the query.   High recall for a blocking scheme means that there is a good chance of finding this link if it exists---
but since high recall goes with more “noise,” more computing time is involved.  If a large number of queries are
involved, the computing time may become an important issue.

The threshold is simply a constant value, C, which is a cutoff point for L, the sum of the log-odds for a
pair.  We consider the pair as representing the same person if L is greater than or equal to C; that is, the pair is
“linked.” The pair is not linked (i.e., considered as representing different people) if L is less than C. As an illus-
tration for thresholds, we consider five sets of date ranges, which were used with Norway data (1736- 1755),
(1781-1794), (1805-1814), (1836-1845), (1866-1875).  These subsets of the complete set of data were used
because finding duplicates for the complete set would have been too time-consuming.  Several blocking
schemes were used for identifying duplicates.  For each blocking scheme and for each block in the scheme, all
possible pairs were obtained, and the worker identified each pair as either a match (i.e., a duplicate) or a non-
match.  The scheme chosen as best for linking on the basis of precision and recall used the fields: birth year,
birth county code (to standardize county names), the given name code for the principal (whose birth is re-
corded), and the father=s given name code. A block consisted of all records, which were the same for all four of
the above fields.  The fields used for weighting purposes were:

n the latitude minutes of the birth town
n the birth day
n the birth month
n the death day
n the death month
n the death year
n the mother’s given name code, and
n the mother’s surname code.

The Nij were obtained with the computer from all records in the Norway File.  The weights were then cal-
culated with computing facilities for each of the eight fields, according to the formulas described in the preced-
ing section and using the duplicates identified by the researchers. Next, for each pair of records within each
block (duplicates or not) and for each field in the pair, the weights are then used.  The total of the weights
is obtained to get the value for the sum of the log-odds (see equation (17)).  We now have a set of weight totals
for the duplicates (matched pairs) and another set for the non-duplicates (unmatched pairs).  A frequency histo-
gram was obtained for both the matched and the unmatched pairs; these appear in Table 1.

M
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Table 1. -- Frequency Distributions for Matched and Unmatched Pairs

Class Limits for                                    Unmatched Pairs                      Matched Pairs
Weight Totals

-34.35 to -27.56 0
0

-27.55 to -20.76 6
0

-20.75 to -13.96 257 0
-13.95 to   -7.16 602 1
  -7.15 to   -0.36 381 33
  -0.35 to    6.44 58 255
   6.45 to  13.24 2 540
 13.25 to  20.04 0 344
 20.05 to  26.84 0 15
26.85 to 33.64 0 19
33.65 to 40.44 0 13
 40.45 to  47.24 0 0

Minimizing False Duplicates

It will be noted that the scores for the unmatched pairs are consistently lower than for the matched pairs,
but that occasionally, the scores for the unmatched pairs will be higher than some of the scores for the matched
pairs.  Figure 1, below, provides graphs for both histograms.  The vertical line for both distributions represents
the threshold, or value above which a pair will be linked (i.e., considered as representing the same person).  In
the top graph, consisting of the unmatched pairs, there are a few weight sums for pairs, which fall above the
threshold and thus will be “linked” (i.e., considered as representing the same person, even though the pair was
judged by the worker to represent different people).  These are the “false duplicates.”

Minimizing Missed Duplicates

Now, consider the distribution of duplicates or Amatched pairs@ in the lower graph of Figure 1. Notice that
with the threshold illustrated, there is a substantial proportion of duplicates that will be unlinked (i.e., considered
as representing different people).  Rather few of the unmatched pairs will be considered as matched (i.e., will
be linked); but substantially more of the duplicates (matched pairs) will fail to be linked. These are the “missed
duplicates.”  The higher proportion of these is due to minimizing the false duplicate error.

Figure 1. – Threshold which Minimizes False Duplicates
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It may be that we consider the “missed duplicate” problem as more serious than the “false duplicate” is-
sue.  In this case, we can minimize the missed duplicates by moving the threshold to the left, as in Figure 2. 
Here, the false duplicate rate (the proportion of non-duplicates which are linked) is now larger than that for the
missed duplicates.

Figure 2. – Threshold which Minimizes Missed Duplicates

We have now considered two kinds of errors:

n We can fail to identify a genuine match because our “linking” algorithm did not give the sum of the
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weights above the threshold (missed duplicates).
 
n We can “link” a non-duplicate because our algorithm gave the sum of the weights above the threshold

(false duplicates).

Table 2 gives both errors for ten alternative threshold values.  Note that increasing the threshold value de-
creases false duplicates but increases the percentage of missed duplicates.

Table 2.  --  Duplicates and Missed Duplicates for Alternative Thresholds

Threshold Value for % False Duplicates in % Missed Duplicates in
Sum of Log=Odds Nonmatched Sample                            Matched Sample

-8.81 26.85 0.00
-7.03 26.52 0.08
-5.25 26.38 0.08
-3.48 7.66 2.21
-1.70 5.11 2.62
0.06 4.66 2.78
1.84 4.66 2.78
3.61 1.54 16.47
5.39 0.21 23.60
7.16  7.16 0.21 23.93

Now consider Figure 3. If, now, we identify non-links as those to the left of the lower threshold
(THRESHOLD l) and links as those to the right of the upper threshold (THRESHOLD 2), we have a small
error rate for both decisions -- but now, we have a new problem.

There is a “gray” area between THRESHOLD 1 and THRESHOLD 2 where there is no rule on how to
make a decision.  If the pairs in the gray area need to be inspected manually in order to make a decision, this
becomes a task of prohibitive magnitude with large files.  If one does not need to make a decision with every
pair, the use of two thresholds may be the best alternative.  NeSmith notes on the final page of her paper that
the purpose of linking needs to be considered when setting the threshold.  If missed duplicates are the most se-
rious risk, then a lower threshold as in Figure 2 would be preferred.  This would make sense for genealogical
queries where the failure to find a genuine link could not be compensated for, while a false duplicate would or-
dinarily be easy to detect on examination.  If a large file is to be Acleaned up,@ however, a false duplicate might
be more serious, since merging two individuals would then lose information on one of them.  A duplicate of an
individual would also be a problem, but possibly less serious, and the higher threshold of Figure 1 might be
better.  If the file were small enough, then cleaning it up might be best with the two thresholds of Figure 3, with
manual inspection of the pairs whose linkage scores fell in the gray area.
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Figure 3. – Using Two Thresholds to Control Both Kinds of Errors

Summary

The procedure has several main phases:

n Select a file (or set of files) in which to identify duplicates.
 
n Pick fields for ordering the records to put likely duplicates close together, using a data base
 management system with “browsing” capacity (blocking).
 
n Manually identify between 1,000 and 1,500 duplicate pairs.
 
n Use the duplicate pairs and the preceding formulas to construct weights for all fields, except         

those used for blocking.
 
n Select one or two thresholds to use for “linking” pairs of records as estimated duplicates.  The position

of the threshold or thresholds depends on the desired type and size of the error rates (see Figures 1-3).
 
n Merge records which have been linked, allowing storage space for possible conflicts.  If the entries for

a specific field do not match, both entries should be stored, so that a genealogical researcher using the
data bank can evaluate them both.

 
n Use these algorithms to identify duplicates when records are added to the file, and when queries are

being made.

This type of project can be repeated with many different geographical areas: the problems and sets of
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weights appropriate for use with patronymics will be much different than those associated with the U.S. and
Canada.  There are many refinements, which need to be investigated, including the use of value-specific tech-
niques, partial agreements, lack of independence between field entries, and the use of other statistical proce-
dures to enhance current techniques.

Note

David White is professor emeritus at Utah State University, Department of Mathematics, Logan, Utah
84322 and has been statistical consultant to the Record Linkage Team, Family History Department, Church of
Jesus Christ of Latter-Day Saints.
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1. Purpose

The purpose of this paper is to provide an introduction or "starter set" for reflecting on human rights issues
that arise when bringing together or linking the health records of individuals. In particular, the paper will discuss
the potential role of record linkages in the proposed new United States health information system; specifically, 
how linkage applications  may affect both the rights of individuals to privacy and their rights of access to health
care services.

Four potential types of record linkages will be covered (see Figure 1 below). The primary concern will be
with linkages of health records, such as the computerized enrollment and encounter records proposed to be cre-
ated under the Health Security Act or other health care reform legislation [1].  As the columns of Figure 1 indi-
cate, linkages for both statistical and administrative purposes will be considered. As the rows of Figure 1 imply,
there will be a discussion of record linkage within the health system, e.g., records of individuals may be linked
to records of providers or insurers. The paper will also consider linkages of health care records with records
from other systems, such as vital records or social security, income tax, and welfare program records.

In all, the paper is organized into eight sections:  the present introduction and statement of purpose (Sec-
tion 1); a background section on what is meant by record linkage -- both in general and with respect to
health record systems (Section 2); then there are four short sections, each devoted to a cell in Figure 1 (Sec-
tions 3 to 6); and, finally, a brief overall summary with recommendations (Section 7). The main questions to be
addressed throughout are the extent to which linkages should be permitted, for what purposes, and under what
conditions.  An Afterword has been included (as Section 8) to afford room for a more personal comment.

Figure 1. -- Potential Types of Health Record Linkages
(Cell entries reference paper section where topic covered)  

Linkages
Purposes

Administrative Statistical

Within health
record system Section  3 Section  4

With other
Record systems

Section  6 Section  5

*Reprinted with permission.  See Note at end of paper.

Chapter

11
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2. Background

This section is a  review of automated record linkage techniques, the nature of record linkage errors, and
some overall system concerns in a world where multiple opportunities exist to carry out record linkages.

2.1  Types of Record Linkages

It seems fairly safe to speculate that once human beings began to keep records there were efforts to link
them together. Until well into this century, though, such work was done manually and often only with great
difficulty and expense; however, there now exist four broad types of automated record linkage (see Figure 2) --
each of which will be described below by means of an example.

Figure 2. -- Examples of Linkage Types and System Structures

Type of Record Linkage
Record System Structure

Intended for Linkage Incidental to Linkage

Deterministic Social Security and Medi-
care systems

National Death Index (NDI)

Probabilistic 1990 Census Post Enu-
meration Survey

NDI Links to the Current
Population Survey

In the United States, the first National experience with automated record linkage systems was the assign-
ment, beginning in 1935, of social security numbers (SSN's) to most wage workers. Initially this system was
based on a single punch card for each worker; these cards were updated using the SSN as an account identifier
and a cumulative total kept of taxable wages received under covered employment. Record linkages at the Social
Security Administration were computerized in the 1950's and SSN's are issued now to virtually all Americans.

From its inception, the intended use of the social security number was to carry out record linkage. Efforts,
not always successful, were made so that SSN's, when assigned, would be unique and each person would have
just one [2].  Further, the wage reporting system was designed so that updates by SSN would be conducted in a
manner relatively free of error. Put another way, the social security system was designed or intended all along
for automated record linkage and a straightforward, so-called deterministic linkage rule of exact matching on
SSN's was to be the basic approach.

Birth and death registration in the U.S. offers a useful contrast to social security. These vital registers,
which became complete only in the 1930’s, were not intended for automated linkage operations [3].  Identify-
ing items, like names, are on these records, of course, and could be used as matching keys but would not al-
ways be unique alone -- common surnames like Smith or Johnson or Williams being notable cases where link-
age problems might be particularly severe. Automated linkages to U.S. death records did not begin nationally
until the inception in the 1970’s of the National Death Index or NDI.  The NDI in its original operations relied

on  multiple exact  matches as a way to locate potential linkages; [4]  hence, as shown in Figure 2, the NDI
may serve as an example of a deterministic automated linkage approach that was added on to a system not
initially designed for such a use.
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Deterministic match rules are easy to automate but do not adequately reflect the uncertainty that may exist
for some potential links. They can also require costly manual intervention when errors occur in the matching
keys. More complicated methods were needed that weighed the linkage information, allowing for errors and
incompleteness, and minimizing the clerical intervention required to select the best link from all those possible.
Such techniques are called probabilistic. The main theoretical underpinnings for probabilistic matching meth-
ods were firmly established by the late nineteen sixties with the papers of Tepping [5] and, especially, Fellegi
and Sunter [6]. Sound practice dates back even earlier, at least to the nineteen fifties and the work of New-
combe and his collaborators [7].

The Fellegi-Sunter approach is basically a direct extension of the classical theory of hypothesis testing to
the problem of record linkage.  A mathematical model is developed for recognizing records in two files which
represent identical units (said to be matched).  As part of the process there is a comparison between all possible
pairs of records (one from each file) and a decision made as to whether or not the members of the comparison-
pair represent the same units, or whether there is insufficient evidence to justify either of these decisions.  The
three outcomes from this process can be referred to as a “link,”  “ nonlink,” or  “potential link.” 

In point of fact, Fellegi and Sunter contributed the underlying theory to the methods already being used by
Newcombe and showed how to develop and optimally employ probability weights to the results of the compari-
sons made.  They also dealt with the implications of restricting the comparison pairs to be looked at, that is of
“blocking” the files, something that generally has had to be done when linking files that are at all large.

Many of the major public health research advances made in recent decades have benefitted at least in part
from probabilistic linkage techniques. Included are such well known epidemiological findings as the effects of
smoking, risks from radiation exposure, asbestos and many other carcinogens arising in the workplace,  through
diet or other exposures -- increasingly in populations with genetic predispositions [8].  These benefits have to be
considered when exploring record linkage impacts on privacy and other rights. We will return to this point at the
end of this paper where trade-offs are explicitly considered.

Most of these automated linkages, like Newcombe’s studies of radiation exposure at Chalk River (and
elsewhere), were not envisioned when the records were originally created. Some probabilistic linkage systems
were intended, however -- notably for “post enumeration” surveys (PES’s), carried out to evaluate U.S. de-
cennial census coverage. For example, the PES for 1990 was particularly well designed for carrying out prob-
abilistic linkages [9]. Another good example of a continuing probabilistic linkage that has been a real success for
statistical purposes is the bringing together of the NDI and Current Population Survey [10]. This linkage,
though, was not planned into the design of either of the data sets being employed.

2.2  Nature of Linkage Errors and Identifying  Information

All linkage operations are subject to two main types of errors: matching records together that belong to dif-
ferent entities (false matches) and failing to put records together that belong to the same entity (false non-
matches). These errors can have different human rights implications, depending on what the linkages are used
for (see Figure 3).

Figure 3. -- Linkage Error Implications on Human Rights

Types of Linkage Error Linkages Used for --
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       Data about     Information about
False Matches     that individual a class of individuals

False Nonmatches Potentially very serious May be less serious

If  the linkage is to assemble data about an individual so an administrative or diagnostic determination can
be made about that individual, then the consequences of any error could be grave indeed. Potentially, a differ-
ent (lower) standard of accuracy could be tolerated, provided a suitable adjustment is made when analyzing the
results of linkage operations whose purpose is to obtain information about a group [11].  More will
be said about these issues in later sections, particularly how this distinction affords an opportunity to both pre-
serve individual privacy rights -- through group matches, say -- but still attain societal information needs.

If an efficient (low cost, essentially error free) health care linkage system is a goal, then consideration
needs to be given to the establishment of a health identification "number." In ideal circumstances, personal
identifying information on a medical record should satisfy the following requirements [12].

n The identifying information should be permanent; that is, it should exist at the birth of a person to
whom it relates or be allocated to him/her at birth, and it should remain unchanged throughout life.

 
n The identifying information should be universal; that is, similar information should exist for every

member of the population.
 
n The identifying information should be reasonable; that is, the person to whom it relates and others,

should have no objection to its disclosure for medical purposes.
 
n The identifying information should be economical; that is, it should not consist of more alphabetic,

digits and other characters than necessary.
 
n The identifying information should be simple; that is, it should be capable of being handled easily by a

clerk and computers.
 
n The identifying information should be available.
 
n The identifying information should be known; that is, either the person to whom it relates or an in-

formant acting on his/her behalf should be able to provide it on demand.
 
n The identifying information should be accurate; that is, it should not contain errors that could result in

its discrepancy on two records relating to the same person.

 
n The identifying information should be unique; that is, each member of the population should be iden-

tified differently.

The social security number, incidentally, fails several of these tests. Only now is it beginning to be issued
at birth; also it is far from being accurately reported. In practice, too, because of incentives created by the
SSN's use in the tax system, the number is  not always unique.  Some people use more than one SSN, even in



Scheuren

408 n

the same year, and more often over longer periods of time. Multiple uses of the same SSN by different people
have been common , as well.

Concerns about the risks to health records from unauthorized disclosures are greater with an identifier like
the SSN which is widely available on many large private data bases, like credit files, and of course many non-
health related Federal, state and other government files [13].  In the Office of Technology Assessment's 1993
report [14] on privacy  the following recommendation is made with regard to the SSN.

The use of the social security number as a unique patient identifier has far-reaching rami-
fications for individual health care information privacy that should be carefully considered
before it is used for that purpose.

Elsewhere  [15] the stronger recommendation has been made not to use the SSN as a health identifier.  Its
use could lead to matching errors and might greatly increase the potential for unregulated linkages between
health and nonhealth data sets.

2.3  Some Proposed Health Record Linkage Systems

The proposed Health Security Act [16] calls for the establishment of a National Health Board to oversee
the creation of an electronic data network. The types of information collected would include: enrollment and
disenrollment in health plans; clinical encounters and other items and services from health care providers; ad-
ministrative and financial transactions and activities of participating states, regional alliances, corporate alliances,
health plans, health care providers, employers, and individuals; number and demographic characteristics of eli-
gible individuals residing in each alliance area; payment of benefits; utilization management; quality manage-
ment; grievances, and fraud or misrepresentation in claims or benefits [17].

The Health Security Act specifies, among other things, the use of  uniform paper forms containing stan-
dard data elements, definitions, and instructions for completion;  requirements for use of uniform health data
sets with common definitions to standardize the collection and transmission of data in electronic form;  uniform
presentation requirements for data in electronic form; and  electronic data interchange requirements for the ex-
change of data among automated health information systems.

A prototype health care record linkage system may be worth considering as well since it spells out an initial
schematic of a person-level health or patient record.  Data could come from an array of health care settings,
linked together using a "linkage processor."  This processor would determine the linkage and also assign the
unique patient identifier in the actual patient record. Record types would differ by the type of provider from
which they are derived. The functions of the record linkage software program are outlined in Figure 4. It is an-
ticipated that the patient identifying information would be housed in a person's primary care unit. The linkage
processor stores the patient identifying data and generates the unique identifier. It processes records from other
providers and links the record as shown.  Some initial data categories and identifying information are outlined in
Figure 5 [18].

Figure 4. -- Patient Record Prototype
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Figure 5. -- Record Linkage Architecture

2.4  Additional System Concern
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In all data capture systems, of course, it is important to  explicitly  build-in the means to address privacy
rights, the degree to which confidentiality promises are required (and kept), and the means used to make indi-
vidual data physically secure. While such concerns are general, record linkage systems have some unique as-
pects that may bear discussion -- particularly the systems described in Section 2.3 above. Figure 6  summarizes
these,  emphasizing  the additional complexity introduced by the linkage environment and the degree to which
linkage systems are or should be "auditable."  By "auditable" is meant that, at a minimum, each access to identi-
fiable data is controlled and a log kept of the individuals who obtained the data and of all transactions that oc-
curred (in other words, an audit trail is kept so that outside monitoring is possible).

Figure 6. -- Some Overall Record Linkage System Concerns

Linkage Issues Complexity Auditability

Privacy Extremely high, may be   May be very difficult to
    beyond our current establish, maintain, or use

Confidentiality understanding, without     in monitoring access
training and experience

Security

Tore Dalenius has provided a good review of privacy, confidentiality, and security goals in statistical set-
tings [19].  His work may afford a point of departure for the discussion here. In common speech, the words:
privacy, confidentiality and security partially overlap in usage and often have meanings that depend greatly on
context. Each can also have an emotional content which makes precise definitions difficult, even contentious.
For example, Dalenius quotes Westin (1967) as saying about privacy:

Few values so fundamental to society as privacy have been left so undefined
in social  theory or have been the subject of such vague and confused writing
by social scientists.

A good start on giving meaning to the word "privacy," or "information privacy" (our context here), might
be the definition first articulated by Justice Brandeis as the "right to be let alone...the most comprehensive of
rights and the right most valued by civilized man" [20].   Attempts to update this definition have been many and
will undoubtedly continue. All afford the individual or data subject some, sometimes sole, rights over what
matters they want to keep private and what matters they are willing -- or want -- to reveal.

Record linkage settings pose a particular challenge to an individual's ability to exercise his or her privacy
rights. The sheer complexity of the setting makes it hard to clarify for the subject what the potential benefit or
harm may be to permitting access. Consider the linkage of just two files, say, of "n" and "m" variables respec-
tively. Cognitively for the individual involved the linkage decision may seem like one of no particular moment.
The combined file will consist of data already given out earlier -- a single file of "n + m"  -- rather than two
separate files.  But a deeper look -- at relationships, for example, between variables -- shows that a combinato-
rial explosion of facts about an individual has taken place -- from, say,  2n + 2m to 2n+m . (Incidentally, to illus-
trate what this means, assume just that n=m=11; then the combined file has over 1000 times more information
about the relationships between variables than the two files separately.)

Ready examples come to mind where individuals present themselves in one way (to get Medicaid or Medi-
care, say) but in another setting (perhaps a job interview) give a different, even a contradictory set of "facts."
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When records from these two encounters are linked, obviously the implications may be many, since these dif-
ferences would be revealed [21].

Obtaining data at different points in time and for different primary purposes is a difficulty that is peculiar
to linkage settings. The privacy  decision an individual may wish to make could, therefore, change over time
and might depend on the particular data items as well as the purposes for which a release from their privacy
rights is being sought. Singer et al., [22] for example, advocate that –

Patients sign an informed consent or a notification statement at regular
intervals, not simply the first time a patient visits the provider's office.

They then go on to recommend that the consent or notification statement spell out to whom the informa-
tion about the patient may be disseminated, for what purposes, and what the patient's rights are with respect to
this information. Such an approach, especially as it relates to secondary uses of data and the time period for
which the informed consent is valid seems clearly required in a linkage setting where patient specific informa-
tion may accumulate over time and from many sources (not just one provider). It may be necessary for a
regulatory body to develop regulations standardizing the contents of informed consent and disclosure policies.
These regulations could definitely state what constitutes an "informed consent" and legitimate non-consented
disclosure. Even then, only experience will tell whether true informed consent will be possible for most indi-
viduals.

Indeed, without wishing to jump to conclusions, it may be reasonable to conjecture that, for some kinds of
data linkage at least and certain individuals, our technological abilities to electronically merge data sets may have
outstripped our sense of what a data subject would have to "consent to in an informed way" for the systems to
be built on an entirely voluntary basis. If this is so, then simply creating the health linkage system envisioned
might in and of itself take away the privacy rights of some people.

The problem of complexity in record linkage systems may warrant the attention being given to complexity
in general systems[23].  Linear thinking alone may, in any case, be insufficient to address what will happen not
only to the individual's ability to manage his or her own data but to the system's integrity overall. What confi-
dentiality promises can be made and kept in such a world? How can one even speculate realistically about the
risks to data corruption or unauthorized disclosure? Recent experiences elsewhere [24] do not encourage belief
that reasonable ways exist of being clear about even what the threats are. 

Among the crucial "fail safes" is to provide an audit trail for every query against a record and any retention
of a data subset. Such systems already exist for some real time settings, although not necessarily in a way that
would allow a simple scale-up. A crucial step is the maintenance of these systems so they operate properly
[25]. While beyond the scope of this paper, it might be noted that the expense of this maintenance step and a
mechanism to "monitor the monitoring" needs a lot of attention, too. Arguments in favor of doing record link-
ages for efficiency reasons have not fully weighed these costs. In Brannigan and Beier [26] still other sound
system architecture issues and recommendations are made that would be needed to implement essential confi-
dentiality and security procedures, especially if large scale record linkages are to be employed.

3.  Administrative Data Linkages Within the Health System

By an administrative data linkage we mean a linkage of data about an entity done with the intention of
taking some direct action regarding that entity. In a health setting the most obvious example would be to assem-
ble (link) data about a patient from multiple sources in order to improve the diagnosis or treatment of that indi-
vidual.  We will start with this case (subsection 3.1) and then go on to discuss administrative health linkages
more generally (subsection 3.2).
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3.1  Linkages for Direct Patient Care

Figure 7 lays out some of the dimensions in administrative record linkages aimed at improving the health
of a patient. The Figure has five rows and two columns. Each row covers a broad area dealing with, respec-
tively, overall issues, technical (and administrative) aspects, legal matters, the perception of the public and of
experts. The primary focus of the Figure is to directly address under what conditions linkages should be per-
mitted (Column 1) and areas for future study (Column 2). Since the goal of this paper is to just be a "starter
set," only illustrative suggestions have been made in the cells, both here and elsewhere.

Among the general conditions for linkage a signed notification statement seems needed [27].  In this con-
text, a "notification statement" might tell the patient who will have access, for what purposes and with what
oversight. Hoffman in a recent paper makes the observation that "too many people may already have insuffi-
ciently monitored access to hospital patient records. He seconds Mark Siegler's thesis that "medical confidenti-
ality, as it has been traditionally understood by patients and doctors, no longer exists."   Siegler, after a patient

Figure 7. -- Administrative Data Linkages Conducted for the Health of Patients

Broad
Areas

Possible Response

Under what conditions
(Column 1)

For future study
(Column 2)

Overall
Recommend-

ations

Just notification needed; if for use of patient and
patient caregivers only

Concerns about coercive aspects of government "mo-
nopoly" in health care

Technical
Aspects

Encryption to prevent unauthorized access and
reduce risks of reidentification

Concerns about how to monitor operation

Legal
Questions

For federal records, subject to the Privacy Act; use
seemingly fully permitted now.

Electronic data linkages across governmental jurisdic-
tions deserve more study; also roles of intermediaries
(e.g., Health Information Trustee -- HR 4077)

Public
Views

Direct evidence lacking but indirect evidence sug-
gests that health uses to aid patients would be seen
very positively. 

Concerns about public view of risks associated with
system need to be better understood.

Expert
Opinion

An obvious use, seemingly favored by all. Need to continue research on uniform reporting issues
so as to obtain promised benefits of electronic link-
ages without an undue burden.

expressed concern about the confidentiality of his hospital record, scanned his medical chart and enumerated
"at least 25 and possibly as many as 100 health professionals and administrative personnel...[who] had access
to the patient's record," all with legitimate reasons to examine the chart [28].

Secure physical access is essential and any linkage stipulated as done for diagnosis and treatment of a pa-
tient should be available only for the use of the patient and his or her caregivers. Concerns exist about the pa-
tient data requested for such encounters and whether the demands and burdens on the patient are reasonable.
The collection of uniform patient data has clear advantages; the specific data required, though, will need exter-
nal review, possibly by a regulatory body -- similar to that discussed earlier on consent standards.After all there
are privacy rights given up by patients to their caregivers and these should be limited to an essential minimum.
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Patient and primary caregiver controlled access might involve encryption techniques or other measures de-
signed to prevent or at least reduce the risks of unauthorized (unmonitored) use.  Linkages might be time lim-
ited to reduce exposure further. As noted, Brannigen and Beier [29] have made numerous other important sug-
gestions.  System administrative issues are extensive and concerns about monitoring operations deserve contin-
ued study.

Fair information practices must be adhered to -- as required, say, in the Privacy Act and reinforced by
pending legislation [30]. Continuing study of state and local restrictions [31] should be pursued to find good
working models and to anticipate areas where weaknesses may arise in the National System, if litigation occurs.
The Privacy Journal has regularly compiled state and Federal privacy laws and is a useful resource here [32].

Direct evidence of public reaction is lacking on linkages used solely to aid the patient.  Such use is pre-
sumed to be very positively received.  There is a large segment, though, of the public [33] that are concerned
about any electronic record linkage system of the scope envisioned, mainly because of their general mistrust of
government and other large institutions.  These individuals or some of them, at least, might not think the bene-
fits to be derived warrant the risks they perceive for abuse inherent in such a large-scale record linkage effort.

Virtually all "experts" take the position that notification of the use envisioned here is enough. One excep-
tion is Goldman [34] which states:

Personally-identifiable health records must be in the control of  the individual. Personal
information should only be disclosed with the knowing, meaningful consent of the individual.

The distinction between consent and notification may not be as important here as elsewhere. With notification
there is always a "quid pro quo" --  give this data about yourself if you want to participate.  In this setting pa-
tients are often asked to give what amounts to "coerced" consent; therefore, the distinction may be in name
only. Logically, however,  it seems inconsistent to withhold information about yourself that could be used to aid
you. Unquestionably, though, a refusal to comply could mean denial of access to health care services.

3.2  Other Health Administrative Linkages
 

 Many other health linkages are possible besides those directly involved with patient care. These could
range --

 
n From linking treatments received by a patient to the costs of those treatments;
 
 
n To associating outcome measures (death or survival, say) to the types of medical procedures em-

ployed; and
 
n Even to linkages whose intent was to detect fraud or  malpractice.

Data about a hospital or other health facility might be sought by looking at all the records of the patients that
can be linked to that hospital. The number of possibilities, in fact, is very large --  too large to cover in any
depth here. Some observations may be helpful, nonetheless, to fix a few of the ideas  about what the privacy
rights dimensions are:

n First, in administrative linkages such as these, the patient may become just a data point in an endeavor
focussed elsewhere [35].  The dehumanizing aspect of this change of focus is inherently unsettling.
Provisions like those in Figure 7 seem insufficient when the person looking at the data is not the pri-
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mary caregiver but an administrator concerned about financial results, the efficiency of a medical
technique, etc. -- i.e., someone without any personal relationship to the patient.

 
n Second, to handle the changed circumstances, among other things a "need to know" principle [36] 

might be applied to limit the routine availability of detailed health and demographic data.  To illustrate:
If data about, say, a hospital's performance is needed only hospital-level patient aggregates might be
provided, rather than complete individually identifiable patient detail. 

Clearly much greater safeguards seem needed once there is no longer a personal bond between the  patient
and the individual using the data about that patient.  Arguably, establishing a convincing system that would war-
rant the patient and public trust required here may be exceedingly difficult.

An important issue that may deserve comment is the "final" disposition of a patient's health (and related fi-
nancial) records when the patient dies. Even for federal record systems, the Privacy Act no longer offers any
protection, for example. We are learning more and more about the genetic causes of some illnesses. Matching
records from deceased patients could put their descendants (or other relatives) at risk for possible differential
treatment.  If the view is taken, as quoted above in Goldman , that the patient "owns" his or her records then,
by inference, upon death the estate of the patient owns that patient's records and their disposition is a matter to
be settled by the heirs. In any event, inter or intra-generational record linkage needs careful consideration and
might be done, as a rule, only with the consent of all individuals so linked.

4.  Research Data Linkages Within the Health System

It can be argued that some research uses of data linkages within the Health System are administrative and
so are already covered by the discussion in Section 3, especially subsection 3.2. There can be a fine line be-
tween applied research (intending to serve a permissible administrative purpose) and basic research (involving
possibly an unanticipated analysis of variables originally obtained for another purpose).

Rather than try to draw the line, however, we will confine our attention to "basic research" since this in-
volves some potentially new issues.  In particular, our discussion will focus on researchers who are in some
sense outside the Health Care System -- i.e., individuals that do not already have access to the patient data.
Such a decision has consequences, of course. For example, important issues, like what research doctors do
when using data about their own patients, go undiscussed. On the other hand, there is already an extensive
body of practice on this topic and record linkage issues do not seem primary.

In any event, for the basic research setting we have confined attention too, figure 8 attempts to set out a
summary of the main issues.  As in Figure 7 earlier, included are some overall recommendations, legal and pro-
cedural questions are addressed, as well as  perceptions concerns (both by the public and among the experts).
These are further elaborated below.  

Notification of patients about basic research uses may be sufficient in some settings while a specific con-
sent may be needed in others. All basic research should be authorized by a review board mechanism of some
sort with an annual public report, perhaps, to an outside citizens body. Requirements for securing consent pose
difficult logistical and statistical problems that need extensive study.  Anonymous group matching offers a po-
tentially promising middle ground that could allow individual consent decisions to be honored, yet may not
greatly sacrifice approved scientific ends [37]. However, as Figure 8 states, an extensive development and
evaluation period is needed before this approach will prove its value.

Figure 8. -- Basic Research Data Linkages within the Health System
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Broad
Areas

Possible Response

Under what conditions
(Column 1)

For future study
(Column 2)

Overall
Recommend-
ations

Notification and even maybe consent re-
quired for individual linkages, plus research
review board authorization

Statistical properties of group linkages and
their use need extensive study when consent
not given.

Technical
Aspects

Elimination of all obvious (and not so obvi-
ous) identifiers. Access to data also limited
by reidentification risks and "need to know"

Research on use of synthetic data. Continu-
ous study of (ever) changing reidentification
risks.

Legal
Questions

Laws often unreasonably require no risk of
redisclosure.

Research on "proof of harm" issue.
Legislative and litigation research on con-
tract based research access.

Public
Views

Significant negative sentiment tied to dis-
trust of government and lack of a specific
clear purpose.

Study reactions to longterm (lifelong) record
linkage

Expert
Opinion

For the most part strongly favor broad basic
research uses requiring only notification.

Nonmedical uses of health system records
need more study.

The elimination of all identifying items about a patient would seem to be a necessary prerequisite for broad
access to the health system data base by outside researchers. The risks of potential reidentification [38] are an
ongoing concern, especially as nonhealth electronic systems grow in size and potentially have common variables
which overlap those in health data bases. Research access through contractual arrangements as proposed by
Herriot [39] has already begun in some settings (where it might be evaluated) and deserves study in others
(where is has yet to be applied). The development of wholly synthetic data sets [40] also warrants work

and may be potentially promising because of the public assurances that can be given which might satisfy even
those who greatly distrust government.

As noted earlier, there are a significant minority of individuals who oppose linkages and this group grows
larger when there is no clear and compelling purpose for such linkage, except an ill-defined one -- like "basic
research." [41] Lifelong patient linkage projects which are particularly attractive basic research tools may be
subject to potentially severe public reaction if done without continuing consent (as occurred in Sweden [42]).

In general, even the strongest human rights advocates make an exception for research uses of individual
data,  stating  [43] that "Information that is not personally-identifiable  may be provided for research and statis-
tical purposes."  Given the growing power of probabilistic matching, though, we may not be far from the day
when the only way to remove personally-identifiable information about some individuals is to remove all direct
data concerning such individuals from a research file. Additionally, there may be some concerns about the ap-
propriateness of nonmedical uses of health care records as, say, for the decennial census, [44] a point more
appropriately covered in the next section.

5.  Research Linkages between Health and Other Record Systems
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Our discussion of basic research issues within the health system (Section 4) forms a bridge to a discussion
of research data linkages between health and other record systems. Many parallels exist , as may be seen by
comparing Figure 8 with Figure 9 below. There are, however, some new elements too:

n First, deterministic matching algorithms should be possible within the health system, assuming some
form of health identifier is settled on. Generally, though, unless the SSN is used as the health identifier,
only probabilistic matching methods will be available between health and nonhealth record systems;
hence greater uncertainty about linkage quality will exist.

 
n Second, these nonhealth systems were clearly intended for nonhealth purposes; thus, their use in health

record linkage research, through the simple expedient of health legislation, say, seems problematic. In
fact, a strong case might be made for "consent only access" to at least some of them. Also any retroac-
tivity in this expanded use should not be taken lightly either.

 
n Third, there seems to be a wide range of record linkage options, spanning matches to vital records at

one end of the spectrum [45] (a traditional epidemiological tool) with tax records at the other [46]
(something seldom done). The views of experts and the public appear to move predictably along this
continuum from some acceptance to almost none [47].

 
n Fourth, even anonymous group matching methods need more study in this setting and not just their

statistical efficiency as noted in Figure 8 but their public acceptability. Black males seem particularly 
opposed to, at least, some linkages. Concerns like those in Fisher et al. [48] merit examination here too.

As already noted, at least some experts are concerned about proposals using health records to improve the
accuracy of the decennial census population count [49].  In fact, except in cases where explicit consent is ob-
tained, it may make sense to confine all matches of health records to nonhealth records solely to those research
purposes related to health. The control of any linkages between health and nonhealth records, say with Census
Bureau data, needs careful study too [50].  Most Federal statistical agencies, for example, currently lack audit-
able record linkage systems [51]. and would have to greatly increase internal controls to meet what should be
stringent electronic access (and audit) standards [52].

Figure 9. -- Research Data Linkages between Health and Other Record Systems

Broad
Areas

Possible Response

Under what conditions
(Column 1)

For future study
(Column 2)

Overall Generally consent should be required plus
research review board authorization

Same as Figure 8.

Technical
Aspects

Same as Figure 8. Same as Figure 8.

Legal
Questions

Conforming legislation needed to Tax
Code, Social Security Act, etc.

Research on "proof of harm" issue.
Legislative and litigation research on con-
tract-based research access.
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Public
Views

Significant minority would not consent to
individual linkages

Research on reactions to group linkages for
statistical purposes. Study parallel to HIV
testing.

Expert
Opinion

For the most part strongly favor health re-
search uses only requiring notification.

Nonmedical uses of any linkages need more
study.

6.  Nonresearch Linkages between Health and Other Record Systems

As may be apparent by now,  in this paper there has been a progression from linkage opportunities that
might be viewed by most individuals as beneficial, even to be encouraged, to linkages that are more problem-
atic. This section discusses linkages that, in the view of many,  may be dangerous and should generally be dis-
couraged.

Figure 10 sets out a summary of possible issues in nonresearch linkages between health and nonhealth
systems.  Some overall observations on this figure might be worth making too -- highlighting what is new or
controversial.

With the exception of a court order in a criminal case, all nonresearch linkages for nonhealth reasons
should be prohibited. Even health administrative linkages (say, to use IRS address information to locate a per-
son for health reasons) should be carefully limited (as is the case now). Areas for future study might include
research on notification issues and consent-based exceptions. After all, new health needs keyed to helping indi-
viduals may arise over time and hence notification statements might need to be changed or at least their under-
standing reviewed periodically.

Figure 10. -- Nonresearch Administrative Data Linkages between Health and
Nonhealth Record Systems

Broad
Areas

Possible Response

Under what conditions
(Column 1)

For future study
(Column 2)

Overall
Recommend-
ations

For nonhealth reasons only with a court or-
der. For health reasons only to directly aid
patients.

Continuing research on (changing?) under-
standing of all consent or notification state-
ments.

Technical
Aspects

Minimizing redisclosure risks, especially to
open or decentralized systems like vital
records.

Continuing research on record keeping prac-
tices in nonhealth record systems, govern-
ment and private.

Legal
Questions

Ban any use of a new health identifier in
nonhealth record systems.

Study conforming legislative needs.

Public and
Expert

In generally close agreement, with a major- Continuous routine monitoring.
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Opinion ity favoring restrictions on nonhealth uses.

Existing systems, especially vital records, have many variables in common with health care record sys-
tems. Vital records are also quite open and hence they pose a significant risk of redisclosure, especially in public
use (or other widely available) research files. If an independent health identifier is not used, then perhaps the
SSN, for example, should be removed, or access to it restricted on birth and death records.

A legal ban, of course as generally advocated, should be imposed on the use of any new health identifier
created, except in health systems.  Research on other obvious and not so obvious identifiers, e. g., geographic
details, should be ongoing to be sure that (legislated?) health record practices keep up with technology and the
changing nature of unauthorized disclosure risks.

Public and expert opinion appear to both strongly oppose nonhealth administrative use of health record
systems [53].  Additional public opinion research, though, seems needed on this point and others. For example,
what are the public's views on the risks to any new health system from the existing centralized federal record
systems (at IRS and SSA, for instance)? What about their views on the real danger of probabilistic matches to
private data bases or to open or decentralized government systems, like vital records?

7.  Summary Recommendations

Throughout this paper recommendations have been made that address aspects of privacy concerns in any
large scale record linkage activity involving the proposed new health system or between that system and others.
Figure 11 below provides a brief summary of these.

Figure 11. -- Selected Permissible Record Data Linkages by Purpose
and Under What Conditions

Type of Data Linkage Permissible and Under What Conditions

Administrative Data Linkages for the health of the
patient

Just notification needed; if for use of patient and
patient caregivers only

Other Administrative Data Linkages of Patient Rec-
ords within the health system.

Greater safeguards seem needed once there is no
longer a personal bond between patient and service
provider (caregiver)

Basic Research Data Linkages within the Health
System

Notification and even maybe consent required for
individual linkages; research review board authori-
zation.

Research Data Linkages between Health and Other
Record systems

Generally consent should be required plus research
review board authorization.

Nonresearch Administrative Data Linkages between For nonhealth reasons, only with a court order. For
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Health and Nonhealth Record Systems health reasons, only to directly aid patients.

The overall treatment of linkage opportunities in this paper has gone from situations that simply called for
a signed notification statement, preferably at regular intervals (Section 3), to suggested (Section 4) or required
(Section 5)  informed consent -- for linkage research in the health system or linked record research more gener-
ally . Finally (in Section 6),  there was a brief discussion of how to prevent matching for nonhealth administra-
tive purposes, except in rare instances. In all of these discussions, recommendations have been given along with
the views of others; also areas for future study have been highlighted.

Frankly, this paper advocates a "go slow," careful approach to any attempt at data linkages undertaken as
part of health care reform. It is unlikely that all the potential vulnerabilities of the new linkage system will be
learned by anything other than experience -- hopefully not too hard won. Prototyping  linkage experiments [54]
are key.  Patient consent and notification experiments will also be needed, as well as continuous study of public
and patient opinion. An evolutionary rather than revolutionary strategy seems to represent the kind of humility
and listening needed to avoid major blunders, especially in any advertent or inadvertent "takings" of privacy
rights.

Much of the motivation around health reform speaks to efficiencies that can be gained with standardization
of reporting and electronic data networking. These arguments seem to have merit; however, even if true, such
changes will require a great many people to learn to do things in new ways and potentially paper records may
need to continue to be employed for a long time (even if all new encounters are captured electronically).

Because the job is so big, it is important to begin now but incrementally.  If structured properly, an or-
derly transition could be conducted, leaving ample time for human rights impacts to be respected.

8.  An Afterword

An afterword may be worth making concerning the recommendations about "rights" in this paper; in par-
ticular, the rights to privacy and consent need to be set alongside the rights to universality and nondiscrimina-
tory treatment [55].

Record linkage can aid a society in achieving advances in the well being its citizens. This point may have
been lost in the detailed discussion of privacy and consent concerns. For example, the epidemiological literature
is full of health studies that use record linkage techniques to advance knowledge [56].

The benefit side of record linkage can be oversold, however.  A recent Science article may be worth
quoting in this regard [57].

Over the past 50 years, epidemiologists have succeeded in identifying the more con-
spicuous determinants of noninfectious diseases -- smoking, for instance, which can in-
crease the risk of developing lung cancer by as much as 3000%. Now they are left to search
for subtler links between diseases and environment causes or lifestyles. And that leads to the
Catch-22 of modern epidemiology. On the one hand, these subtle risks--say, the 30% in-
crease in the risk of breast cancer from alcohol consumption that some studies suggest --
may affect such a large segment of the population that they have potentially huge impacts on
public health. On the other, many epidemiologists concede that their studies are so plagued
with biases, uncertainties, and methodological weaknesses that they may be inherently inca-
pable of accurately discerning such weak associations. As Michael Thun, the director of
analytic epidemiology for the American Cancer Society, puts it, "With epidemiology you can
tell a little thing from a big thing. What's very hard to do is to tell a little thing from nothing
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at all." Agrees Ken Rothman, editor of the journal Epidemiology: "We're pushing the edge of
what can be done with epidemiology." With epidemiology stretched to its limits or beyond,
says Dimitios Trichopoulos, head of the epidemiology department at the Harvard School of
Public Health, studies will inevitably generate false positive and false negative results "with
disturbing frequency."

Where does all of this leave things? The claim that the present paper is just a "starter set" is believed
mainly to be true; but, in some places, even that may exceed current knowledge. What, in fact, many of the
recommendations call for is  simply more empirical work and hard thinking. Particularly crucial are two of
these:

n Establishing ongoing programs of experimentation (e.g., on consent and notification statements), plus
public opinion research on privacy issues, both in general and with a particular focus on record linkage
[58].

 
n Instituting statistical work on group matching or other techniques that would lessen the tradeoff be-

tween the competing values of furthering scientific research and safeguarding personal privacy [59].
 
In the end, of course, the recommendations made here are simply the author's weighing of the evidence

from the perspective of nearly 25 years of experience working on record link
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Abstract

As we move into the 21st century the acquisition, generation, distribution, and application of
statistical knowledge in a timely fashion will become more important. Required are innovations in
terms of the products, technologies, and the way in which we generate, disseminate, and use sta-
tistical data and information. It is anticipated that work units will shrink, funding will be limited,
and there will be greater analytical uses of administrative, as well as survey and census data.
There may need to be a fundamental rethinking and radical redesign of business processes and
workplaces. Today’s market, customer values and technologies are changing rapidly. Standards,
cooperation and collaboration of various agencies, and software developments are very important.
Access and control of sensitive information as well as the technical aspects of confidentiality are
necessary. Data integration of a number of different sources, including census, survey, registry and
administrative files in a variety of economic and social areas are sometimes required. The quality
of the statistical information is also of concern.

One useful tool that has been developed for generating and using statistical data is computer-
ized record linkage. Anticipated new developments and applications of this methodology for the
21st century are described. Emphasis is placed on the health area, particularly in these times of
health reform.

Over the past 15 years, generalized systems have been developed at Statistics Canada. Briefly
described is a new version of a generalized record linkage system (GRLS.V3) that is being put into
place to carry out internal and two-file linkages. With an earlier mainframe system, large-scale
death and cancer linkages for members of survey and other cohorts have been shown to be practi-
cable using the Canadian Mortality Data Base, the Canadian Cancer Data Base and the Canadian
Birth Data Base. This approach has greatly reduced respondent burden, lowered survey costs, and
greatly refined the detection and measurements of differences in geographic, socio-economic and
occupational groups. Some of the past successes are described, particularly where longitudinal
follow-up and creation of new sampling frames are required. For example, the Nutrition Canada
Survey, the Canada Health Survey and Fitness Canada Surveys have been linked with mortality
data. Some examples of the use of follow-up of census data are discussed (e.g., a study of farmers
using 1971 Census of Agriculture and Census of Population).

This paper was reprinted with permission from the Proceedings of the Census Bureau’s Conference and
Technology Interchange, March 17-21, 1996.

Introduction -- Statistical Data Needs for the 21st Century

Chapter

11 Record Linkage in an Information
Age Society

Martha E. Fair, Statistics Canada
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Purpose

he purpose of this article is to discuss some of the issues surrounding statistical uses of record link-
age, with a view to the expanded uses of probabilistic record linkage in the 21st century, particularly
with respect to the generation and use of administrative and survey data. Record linkage is the bringing

together of two or more pieces of information relating to the same entity (e.g., individual, family, business).
In probabilistic record linkage, the comparison or matching algorithm yields for each record pair, a probabil-
ity or “weight” which indicates the likelihood that record pairs relate to the same entity (Fair, 1995).

In the 21st century, it is anticipated that those carrying out and requiring record linkage of data should
be prepared for change. Hardware and software needs for record linkage will range from global statistical
systems for giant organizations on large super computers, to requests for linkages of small area data sets on
small laptops. Integration of a variety of statistical survey and administrative data sources may be required.
There is a move to reduce the complexity of data, to avoid unnecessarily duplicating data, and to have a
single, unified view of an organization’s information, with the data’s physical location being almost transpar-
ent to the user. There is considerable re-engineering of data acquisition processes, including the editing, ma-
nipulating and grouping of files. This should improve the quality of the input files. Data models may be
centered around the same individual, family or entity over time rather than a cross-sectional snapshot of an
event. It is anticipated that databases will become more comprehensive and inclusive. There will be a need
to develop and revise international data standards, such as for disease, geographic, industrial coding, and
data exchange. Timeliness is important with many organizations moving to electronic data capture and opti-
cal imaging. Dissemination of products will be via a spectrum of medium, with emphasis on the usefulness
to the customer. On-line access may be required for inquiry, downloading and reporting. New links between
agencies and countries may be required, and hence confidentiality issues will be of prime importance. Here,
it is useful that statistical and administrative record linkage applications be differentiated.

Today, we will examine some general topics first, namely:
n evolving in response to customer needs in changing times;
n some comments regarding the “information age;”
n characteristics/indicators of success for an effective statistical system; and
n moving from data to information.

We will then look at record linkage in more depth and examine:
n today’s situation;
n examples of present uses of record linkage;
n preparing for the future journey -- the life cycle of events;
n making the right connection; and
n summary.

 
I will use examples of statistical applications of record linkage, with emphasis on those from Statistics

Canada and the health research area in particular.

T
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Evolving in Response to Customer Needs in Times of Change

Many of the common social, economic, occupational and environmental concerns of today are com-
plex and multi-faceted. Change seems to have become the operative word. Policies, institutions, commu-
nities and businesses are changing at the global, national, provincial/state, regional and local levels. Institu-
tions in North America and worldwide have undergone an unprecedented wave of consolidation. There is
concern to identify and strive toward global statistical systems that can produce national statistical services
that are comparable and readily accessible (Haberman, 1995). The capabilities of technology, especially
communication and information technology are changing daily.

The tools and options for dissemination are expanding. There is a corresponding rising consumer
expectation, particularly with respect to timeliness and quality of statistical data products. This has implica-
tions in terms of standard data concepts, definitions, coding, methodology used for record linkage, and de-
velopment of national and provincial/state data bases. Communication and collaboration of various coun-
tries, particularly with respect to software and methodological developments, have benefited through a series
of seven workshops regarding record linkage held in Canada (e.g., Carpenter and Fair, 1989) and others
held in the United States (Kilss and Alvey, 1985).

Analysis of data sources from different countries is helpful and comparative international statistics are
required. Joint analysis of data from different countries is common (e.g., a joint analysis of 11 underground
miners studies to examine radon and lung cancer risks). There is a need for international collaborative
works, such as the United Nations Scientific Committee on the Effects of Atomic Radiation, which aims to
provide to the scientific and world community, its latest evaluations of the sources of ionizing radiation and
the effects of exposures (United Nations, 1993). Here the major aim is to assess the consequences to human
health of a wide range of doses of ionizing radiation and to estimate the dose of people all over the world
from natural and man-made radiation sources. Linkage of a variety of data sources are required.

The social and economic structure is changing. There are new concepts of family, childhood and
parenthood. This has important implications for the follow-up of households and individuals for longitudi-
nal surveys and for administrative files.  The Health of Canada’s Children - A CICH Profile discusses
some of the recent trends in Canada (Canadian Institute of Child Health, 1994). Some of the examples given
are as follows. Families are changing -- the structure of the families are different from what they used to
be. In 1967, 65% of all Canadian families consisted of a male wage earner and a stay-at-home spouse. In
1990, this traditional family structure accounted for only 15% of families.

Our society is becoming more diverse. Families are rooted in more diverse cultural, religious, linguis-
tic and ethnic backgrounds than in the past. In 1991, 13% of the Canadian population spoke a language
other than French or English at home. Where surnames and forenames are used in probabilistic matching,
we have found that special tables of weights have had to be developed by region, and sometimes over time.
For example, there is quite a different distribution of name frequencies in Quebec, which is predominantly
French, in British Columbia, where the number of Asian names have increased in recent years, and in Can-
ada overall. Naming conventions are changing, with women often retaining their maiden name, as is par-
ticularly common in Quebec.

The role of women has changed. In the early 1960’s less than a third of Canadian women worked
outside the home. By 1996, about 80% of women are expected to be in the work force. Lifelong learning
has become a necessity. Increasingly, the workplace requires a higher level of skills and a different set of
skills than in the past. More and more jobs require people who can work in teams, who have high literacy,
numeracy and computing skills, who can then critically and creatively solve problems -- and most of all,
continue to learn new skills.
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Figure 1. -- Population by Age Group and Sex, Canada, 1993, 2016 and 2041
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Source:  George, M.V.;  Norris, M.J.; Nault, F.; Loh, S.;  and Dai, S.Y. (1994), Population Projections for Canada,
Provinces and Territories 1993-2016, Statistics Canada Catalogue No. 91-520, page 74.

Between 1971 and 1991, the age profile of the population changed from a traditional pyramid shape to
a wide column, with fewer younger people and dramatically more older people. By 2041 the column will be
top-heavy (see Figure 1-- Source: George et al., 1994). Similarly in the United States, by 2025 more than
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30% of the population will be over 55 year old. Persons aged 80 and over will outnumber any younger 5-
year age group (UNDIESA, 1991).

The economy is restructuring. There is a heightened sense of economic anxiety. Driven by techno-
logical innovation, global competition and new trade arrangements, the economy is undergoing a fundamen-
tal restructuring. Governments are restructuring. At all levels, they are tightening up their spending to
make programs more cost effective and more relevant to changing needs. This has been most apparent in
the health sector in term of health reform. (Blomquist and Brown, 1994).   At the same time, there are
major reforms of social programs, not only to improve efficiency, but also to remake these programs.

The Information Age

The Tofflers have described our times as being that of the third wave (Toffler and Toffler, 1995). The
First wave was agricultural and it lasted thousands of years until the 18th century. Then the Industrial
Revolution created a novel concept of massification -- mass production, mass markets, mass consumption,
mass media, mass political parties, mass religion and weapons of mass destruction. This Second wave
lasted about three hundred years. The Third wave is that of an information-age society. Because of the
computer chip we are moving from an age in which we produce things to an age in which we produce in-
formation. But paradoxically, the more that national boundaries are usurped by our universal hook-up to the
global computer network, the more we segment (Grant, 1996). With the complexities of the new system we
require more and more information exchange among the various units of companies, government agencies,
hospitals, associations, institutions and individuals. Factories, cities, even nations are receding and being re-
placed by smaller units of consumption and by minority political and religious interests. In the Tofflers’
words, the world “de-massifies.”

We are in a time of redefining the workplace -- and work itself. Work units are shrinking. The home
may be the workplace of the future for many more people. Customized and semi-customized, highly
diversified statistical products will be required -- yet the cost of producing these diversified products must
be minimal. There is a requirement of flexibility and choice by many clients.

There is a growing time crunch. Time itself is one of the most important economic resources. The
ability to shorten time -- by communicating swiftly or by bringing products in a timely fashion -- may mean
the difference between profit and loss (Toffler and Toffler, 1995). In the health area, there is a need for
more flexible, fast-paced, information-rich systems which can act as surveillance systems and assist in iden-
tifying present and emerging health issues.

We may have to rethink and re-image our relationships. Amidst societal change, people more than
ever need an anchor, a refuge, a place where they belong (Bank of Montreal, 1995). Traditionally, a sense
of community has helped fill that need. This in the past, was often built around a common geographic lo-
cation, a common workplace, a common history or tradition. Individuals now form commitments to a wide
variety of communities based on shared experiences and values -- family, profession, neighbourhood, age,
ethnic background, talent, language. Barna (1990) notes that in the process of redefining what counts in life,
many of us have decided that commitment is not in our best interest. Traditional concepts such as loyalty
and the importance of memberships in various groups have been thrown out in favour of personal interest
and self-preservation. This may have important implications for the workforce and for negotiations.

Characteristics and Indicators of an Effective Statistical System

Dr. Fellegi, the Chief Statistician at Statistics Canada, gave a 1995 Morris Hansen Lecture at the
Washington Statistical Society. He described an effective statistical system as being characterized by its abil-
ity to:
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n illuminate issues, not just monitor them;
n evolve in response to needs;
n be aware of priority needs;
n set priorities;
n have a high level of public credibility, since few in society can verify national statistics; and
n be free from undue political interference (Fellegi, 1995).

Three main indicators of success of statistical systems noted in this paper were:
 
n How adaptable is the system in adjusting its product line to evolving needs?
n How effective is the system in exploiting existing data to meet client needs?
n How credible is the system in terms of the statistical quality of its outputs and its non-political ob-

jectivity? (Fellegi, 1995)

Moving from Data to Information

Two recent methodology symposium topics held at Statistics Canada are relevant. The XIIth Interna-
tional Symposium on Methodological Issues, held at Statistics Canada on November 1-3, 1995, was entitled
“From Data to Information.”  At this symposium topics included the role of statistics in making social pol-
icy, data integration, analytical methods, access and control of data, quality of statistical information, techni-
cal aspects of confidentiality, making data accessible to the general public, data warehousing, and electronic
information dissemination. An earlier symposium dealt with re-engineering for statistical agencies (Statistics
Canada, 1994). Re-engineering is a rethinking and radical redesign of the way business is carried out by an
agency or corporation. The desired end results are lower production costs, quicker dissemination, and higher
customer satisfaction.

There is a desire to understand and improve the performance of the health system. As noted in Health
Data in the Information Age -- Use, Disclosure and Privacy (Donaldson and Lohr, 1994) this in turn moti-
vates proposals for the creation and maintenance of comprehensive, population-based health care data
bases. Regional health care databases are being established around the United States and Canada. Guidelines
are needed to realize the full potential of these files, as well as to reduce respondent burden.

Two critical dimensions of databases are their comprehensiveness and inclusiveness.
Comprehensiveness describes the completeness of the records (i.e., the amount of information one has for
each patient and for an individual over time). Inclusiveness refers to which populations in a geographic area
are included in a database. The more inclusive a database, the more it approaches coverage of 100 percent
of the population. The Census of Population, the vital statistics and morbidity files are important data
sources for a variety of national health studies because of their comprehensiveness and inclusiveness.
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Record Linkage

Today’s Situation

ust as we have just looked into the future in a more general fashion, it is also good to reflect on some of
the past development of record linkage methods. Some of today’s data sources were created by individu-
als with a view to record linkage in the future (e.g., in Canada the vital statistics birth records were linked

with Family Allowance files to determine the eligibility of applicants when this program was first imple-
mented).

The initial definition of record linkage was in terms of the book of life (Dunn, 1946). The early devel-
opment work had to do with investigating the feasibility of probabilistic linkage (Newcombe et al., 1959),
the theory of record linkage (Fellegi and Sunter, 1969), the development of specific computer programs,
followed by the development of generalized software (Hill, 1981) and national files, commercial software
(Jaro, 1995) and other software (e.g., Chad, 1993). Communication and collaboration with agencies in vari-
ous provinces in Canada, in the United States, the United Kingdom and Australia have aided record linkage
developmental work (e.g., Kilss and Alvey, 1985; Gill et al., 1993; Jaro, 1995;  Winkler and Scheuren,
1995).

One key technological development is the shift from a paper-based system of records to an electronic
process for creating, transmitting and disseminating products. At Statistics Canada, the 1990s brought about
a major revolution in advanced technology with the wide-scale introduction of Computer Assisted Inter-
viewing (CAI) for household, agriculture and business surveys. Computer Assisted Personal Interviewing
(CAPI) has been introduced with the Labour Force Survey supplements and longitudinal household surveys
covering a wide range of topics including Survey of Income and Labour Dynamics, the National Population
Health Survey and the National Longitudinal Survey of Children (Gosselin, 1995). Vital statistics (Starr and
Starr, 1995), census and cancer registries are additional examples where re-engineering and change may be
anticipated in the future. There has been a move from microfilming of source documents to optical imag-
ing.

A generalized system initiative at Statistics Canada was started in response to the use of repetitive
processes, particularly in survey taking. This includes sampling, data collection and capture, automated
coding, edit and imputation, estimation, and record linkage (Doucet, 1995). This suite of software prod-
ucts has been developed with technologies that make them highly portable across major computing plat-
forms.

The original version of generalized record linkage software (GRLS.V1) that was developed at Statistics
Canada was for a mainframe environment. Currently under development is GRLS.V3 which runs in a cli-
ent-server environment with ORACLE and a C compiler (Statistics Canada, 1996). GRLS will run on a PC
or workstation which supports the UNIX operating system. This software allows for an internal linkage
within a file (e.g., to create health histories in a cancer registry) or a two-file linkage (e.g., linkage of a sur-
vey file to mortality). This software is particularly useful where there is no unique, reliable, lifetime identifier
on the files being linked.

GRLS has three important stages:

n In the searching stage screens are used to specify the files, indicate the records to be compared
(e.g., within pockets with similar phonetic code of the surname), specify the rules for comparison
(e.g., agree, disagree, partially agreement, or user-defined functions), and specify the weights to be
assigned to the outcomes.

 

J
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n In the decision stage, the weights can be adjusted and threshold weights selected to define
whether pairs are linked, possibly linked, or unlinked.

 
n In the final grouping stage, the records are brought together appropriately. You can have conflicts

resolved automatically (e.g., two records linking to one death record). This is called mapping, and
one can select the appropriate type (e.g., 1-1, 1-many, many-1, many-many). You may also have
the option to resolve conflicts manually via on-screen updates. The final output of GRLS is an
ORACLE table containing the GROUP information.

It is very important to note that GRLS V3 does not modify the files it is linking. This means that the
same file may participate concurrently in several two-file linkages. For example, one might want to link sev-
eral (and unrelated) files against the same master file.

Record Linkage in the Toolbox of Software  -- Some Examples of its Use

Statistics Canada uses a common set of software products in re-engineering its administrative and sta-
tistical programs. This set of products is collectively referred to as the toolbox. Each toolbox product has a
current release, an identified support level and a designated support centre. Currently the generalized record
linkage software is part of this toolbox.

Record linkage is an important tool for the creation of statistical data, particularly in relation to census
taking. Some of the important uses are as follows:

 
n Data Quality.--Some European countries use population registers instead of a census (e.g., Den-

mark). It is also possible to use administrative data and record linkage to help impute missing or in-
consistent data. Data sources can be examined to eliminate duplicate records for individuals and to
identify missing records in databases (e.g., by the linkage of infant deaths and birth records or by
the linkage of births and deaths with census records).

 
n Bias.--The advantage of population-based record linkage includes the avoidance of selection bias,

which can occur in cohort and case-control studies. Recall bias is usually avoided because the data
are collected before the outcome or in ignorance of the outcome.

 
n Coverage.--In Canada record linkage data is used to improve the census coverage (e.g., address

register) as well as to estimate its coverage (e.g., reverse record check). With disease-specific regis-
tries, it is possible to use linkage to identify underreporting of cases (e.g., by linkage of cancer reg-
istries with death registrations, the linkage of hospital records with deaths for heart disease). This
has important implications for diseases such as AIDS and cancer.

 
n Tracing Tool.--Record linkage and administrative records are often used to follow-up cohorts to

determine the individuals’ vital status. Tracing is often needed for follow-up of industrial cohorts
and for longitudinal surveys to obtain the cause of death and/or cancer. Mobility patterns of persons
are important for the allocation of health resources.

 
n Benchmarking/Calibration.--Combining results from several data collection sources may give im-

proved estimates (e.g., use of income from tax, survey and census sources).
 
n Sampling Frame.--Record linkage may be involved in setting up a sampling frame for surveys

(e.g., census of agriculture farm register is used for the sampling of intercensal farm surveys).
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n Supplementary Surveys.--Several postcensal surveys have been carried out following the Cana-
dian census. Examples include the aboriginal peoples, and the health and activity limitation surveys.
Data from the survey can be linked with that available on the census.

 
n Release of Public-Use Tapes.--Linkage can be used to examine public-use tapes for potential

problems in their release (e.g., data crackers).
 
n Building New Data Sources (e.g., Registries).--Some cancer registries combine a variety of data

sources using record linkage to generate their registry. Some of the data sources include hospital
admissions, pathology reports, records from clinics, and death registrations.

 
n Creation of Patient-Oriented, Rather than Event-Oriented Statistics.-- (e.g., for hospital ad-

missions, for cancer registries, (Dale, 1989)).
 
The uses of linkage in analytical studies have often been varied, and are generally tied in with increased

use of administrative records for statistical purposes and with the reduction of respondent burden. (A
roundtable luncheon of the Social Statistics Section at the 1995 American Statistical Association, chaired by
G. Hole, discussed some of the above and future uses of administrative records to complement/ supplement
data from household surveys.)

 
A more complete list of some of the uses of record linkage have been described earlier (Fair, 1995;

Newcombe, 1994). Some examples are as follow:
 
n Mortality, cancer and/or birth follow-up of

 -- cohorts (e.g., miners, asbestos workers)
 -- case/control studies
 -- clinical trials (e.g., Canadian Breast Screening study);

n Building, maintaining and using registries (e.g., cancer and AIDS);

n Creation of patient-oriented histories;

n Follow-up of surveys (e.g., Nutrition Canada, Canada Health Survey, Fitness Canada);

n Occupational and environmental health studies;

n Examining factors which influence health care usage and costs; and

n Regional variations in the incidence of disease.

A longitudinal National Population Health Survey is currently in progress in Canada. In the original sur-
vey approximately 95% of the respondents agreed to have their survey data linked to their provincial health
records. This linkage will strongly enhance the data set’s potential usefulness because it will add respon-
dents’ interaction with the health care system.
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Preparing for the Journey Ahead -- The Life Cycle of Events

In the health area, this usually involves the linkage of various data sources over time. Figure 2 is an ex-
ample of how we can view the life cycle of events from birth to death, health determinants, and out-
comes in ranges of “illness” to “wellness.”  Piecing together the various important components may in-
volve gathering data from a number of different sources such as surveys to estimate the degree of “illness”
or “wellness” of the population (e.g., Census, Health and Activity Limitation Survey (HALS), Aboriginal
Peoples Survey (APS), National Population Health Survey (NPHS)), national databases of existing admin-
istrative records (e.g., Canadian Birth Data Base, the Canadian Cancer Data Base and the Canadian Mortal-
ity Data Base), and from a number of different perspectives. For example, within health determinants one
may be interested in human biology, socio-economic status (e.g., income, education), employment and
working conditions, personal health practices and coping skills, social support, social, economic and physical
environment, health services, and public policy. As the population/individual progresses through the different
stages of the life cycle, the degree of “wellness” can vary as indicated in the diagram.  (See also Hertzman,
Frank and Evans, 1994).

Figure 2.--The Life Cycle of Events
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Some examples, involving the use of census data, are as follows:

n Maternal Health and Infant Birth - Death Linkages.--A study of regional differences in perinatal
and infant mortality in the province of Ontario has been carried out. Infant and perinatal mortality in
the 53 counties of Ontario were studied in two time periods -- 1970-72 and 1978-79. A consider-
able regional variation in the range of rates was found. Socio-economic factors were found to have
an important influence on the maternal and infant determinants of mortality and in this way contrib-
uted to the variations in mortality over the province. Recently, there has been interest in establishing
a Canadian Perinatal Health Surveillance system.

 
n Occupational Studies.--There are strong pressures from society to determine and reveal the health

risks to which it is exposed, especially where the harm is cumulative or latent for an extended period
of time. These pressures come from three main sources. Organized labour has a special interest in
conditions in the workplace which might lead to delayed effects, such as cancers among its mem-
bers. Both the general public and environmental groups have frequently expressed concern over
the possible consequences of exposure of the population at large to chemical and other agents. These
agents are being produced in increasing numbers and quantities, and distributed both as commercial
products and as contaminant wastes in ways that may result in ingestion or inhalation. The third
source of pressure originates with professional groups whose work involves them in the detection
and measurement of health risks and in setting safety regulations. Cancer incidence and mortality
data are a main source of information to assist in the determination of health risks.

 
 In light of urgent demands to protect workers’ health, there is a need for a broad-based occupation-

cancer database containing information on both cancer incidence and a wide range of occupations. A
current feasibility study is examining the possibility of linking cancer, mortality and occupational,
household and socio-economic data derived from the 1986 census data. The sample, consisting of
seven geographic regions (4 urban and 3 rural), were selected based on census geography.

 
 As an occupational group, farmers have low overall mortality. However, a number of epidemiologi-

cal studies suggest increased risk of certain cancers among farmers, including cancer of the stomach,
lip, prostate, brain and skin, leukemia, Hodgkin’s disease, multiple myeloma, and non-Hodgkin’s
disease.

 
 A mortality and cancer cohort study of about 326,000 Canadian male farm operators enumerated in

the 1971 Census of Agriculture has been carried out in collaboration with Health Canada (Fair,
1993).  Seven major files were linked to create the data required for the analysis file in this study,
namely:

 
 --  the 1971 Census of Agriculture;
 --  the 1971 Census of Population;
 --  the 1971 Central Farm Register;
 --  the 1981 Central farm Register;
 --  the Canadian Mortality Data Base;
 --  the 1966-71-76-81-86 Census of Agriculture Longitudinal file; and
 --  the Canadian Cancer Data Base.
 

Analyses of these data have examined prostate (Morrison et al., 1993) and brain cancer (Morrison et
al., 1992) in particular.
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n Socio-Economic Gradients.--There has been an increasing awareness of the importance of sup-
porting basic research designed to identify determinants of health in order to inform policy makers
about how best to improve the population’s heath and how best to accomplish this goal efficiently
and cost-effectively. As a result, the Manitoba Centre for Health Policy and Evaluation has collabo-
rated with Statistics Canada to determine the feasibility of linking provincial administrative health
care utilization with census data for a sample of Manitobans (Mustard et al., 1995).

 
Mortality and health services utilization have been described in relation to the socio-economic status
measure, mortality and the use of health care services at seven different stages in the life course
(ages 0-4, 5-14, 15-29, 30-49, 50-64, 65-74, 75+). The objective of the study was to identify those
classes of morbidity which dominate utilization of health care services at each stage of life course
and simultaneously, the classes of morbidity which show the greatest disparities in relation to socio-
economic status. The research resource of this project was created at a fraction of the cost of a
population survey. Some of the public policy responses indicated by these data were:

n to consider directing an even greater share of health care services to lower socio-economic
groups;

n to more aggressively target preventive medical and health services, especially in early adulthood;
and

n to formulate explicit public policies addressing health inequalities. (Mustard et al., 1995, p. 67).

Making the Right Connections and Summary

e are in a time of rapid changes in terms of markets, customer expectations and technologies for
record linkage software development, hardware, and applications. There often needs to be an op-
timal balance between cost, quality and timeliness. Many of the existing data systems are on the

threshold of change. There is a shift from single data base applications to electronic data transfer and ware-
housing, data sharing within broad subject matter areas, and to enterprise wide systems and data integra-
tion. There are various hardware and software environments being used. A variety of approaches can be
used to assess user’s needs. These include professional advisory committees, client-oriented program
evaluations, interactions with professional and other associations, market feedback, and analytic programs.

One needs to have the capacity to acquire, generate, distribute and apply knowledge strategically and
operationally (Toffler and Toffler, 1995). To a large extent the quality of record linkage in the future is de-
pendent on the quality of the files being linked -- quality in/quality out. There is a need to harmonize con-
cepts and outputs. For example, it is anticipated that the Tenth International Revision of the Classification of
Disease will be implemented. A restructured industry classification system known as the North American
Industry Classification System is being developed. Uniform lifetime business and individual numbers are
highly desirable for many of the new information systems. Further work is required in designing appropriate
items for the data sets -- for example, more detail may be available at the local level than on a national basis.

There is a need to integrate a number of different sources of data. As governments and agencies re-
gionalize services, there are additional requests for small area data. It is important to have the capacity to
use multiple definitions of geographic population areas of interest (e.g., enumeration area, postal code areas,
school districts, health units) depending on the nature of the investigation.

There is a need to develop confidentiality procedures and screening rules for the generation and re-
lease of public use data files. All studies involving record linkage at Statistics Canada must satisfy a pre-
scribed review and approval process. For example, the purpose of the record linkage activity must be statis-
tical or research in nature and must be consistent with the mandate of Statistics Canada as described in the
Statistics Act. The record linkage activity must have demonstrable cost or respondent burden savings over

W
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other alternatives, or be the only feasible option. It must also be shown to be in the public interest.  A com-
prehensive list of recommendations for Federal statistics agencies in the United States is given in Duncan et
al., 1993.

In conclusion, analysis of existing and future linked data sets is indispensable in illuminating the main
social and economic issues we face not only today, but also into the future. We need to anticipate and look
forward to issues of the 21st century where record linkage may serve as an important research tool.
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Abstract

We present a computer program named Datafly that uses computational disclosure techniques to
maintain anonymity in medical data by automatically generalizing, substituting and removing infor-
mation as appropriate without losing many of the details found within the data. Decisions are made at
the field and record level at the time of database access, so the approach can be used on the fly in
role-based security within an institution, and in batch mode for exporting data from an institution. 
Often organizations release and receive medical data with all explicit identifiers, such as name, ad-
dress, phone number, and social security number, removed in the incorrect belief that patient confi-
dentiality is maintained because the resulting data look anonymous; however, we show that in most of
these cases, the remaining data can be used to re-identify individuals by linking or matching the data
to other databases or by looking at unique characteristics found in the fields and records of the data-
base itself.  When these less apparent aspects are taken into account, each released record can be
made to ambiguously map to many possible people, providing a level of anonymity which the user de-
termines.

Introduction

Sharing and disseminating electronic medical records while maintaining a commitment to patient confiden-
tiality is one of the biggest challenges facing medical informatics and society at large. To the public, patient con-
fidentiality implies that only people directly involved in their care will have access to their medical records and
that these people will be bound by strict ethical and legal standards that prohibit further disclosure (Woodward,
1996).  The public is not likely to accept that their records are kept “confidential” if large numbers of people
have access to their contents. 

On the other hand, analysis of the detailed information contained within electronic medical records prom-
ises many advantages to society, including improvements in medical care, reduced institution costs, the devel-
opment of predictive and diagnostic support systems, and the integration of applicable data from multiple
sources into a unified display for clinicians; but these benefits require sharing the contents of medical records
with secondary viewers, such as researchers, economists, statisticians, administrators, consultants, and com-
puter scientists, to name a few.  The public would probably agree these secondary parties should know some of
the information buried in the record, but such disclosure should not risk identifying patients.

In 1996, the National Association of Health Data Organizations (NAHDO) reported that 37 states had leg-
islative mandates to gather hospital-level data.  Last year, 17 of these states reported they had started collecting
ambulatory care (outpatient) data from hospitals, physician offices, clinics, and so on.  Table 1 contains a list of
the fields of information which NAHDO recommends these states accumulate.  Many of these states have sub-
sequently given copies of collected data to researchers and sold copies to industry.  Since the information has
no explicit identifiers, such as name, address, phone number or social security number, confidentiality is incor-
rectly believed to be maintained.

Chapter

11
Computational Disclosure Control for Medi-

cal Microdata:  The Datafly System

Latanya Sweeney, Massachusetts Institute of Technology
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Table 1. -- Data Fields Recommended by NAHDO
for State Collection of Ambulatory Data

   Patient Number
   Patient ZIP Code
   Patient Racial Background
   Patient Birth Date
   Patient Gender
   Visit Date
   Principal Diagnosis Code (ICD9)
   Procedure Codes (up to 14)
   Physician ID#
   Physician ZIP code
   Total Charges

In fairness, there are many sources of administrative billing records with fields of information similar to
those listed in Table 1.  Hospital administrators often pass medical records along in part to independent consult-
ants and outside agencies.  There are the records maintained by the insurance companies. Pharmaceutical com-
panies run longitudinal studies on identified patients and providers.  Local drug stores maintain individualized
prescription records.  The list is quite extensive.  Clearly, we see the possible benefits from sharing information
found within the medical record and within records of secondary sources; but on the other hand, we appreciate
the need for doctor-patient confidentiality.  The goal of this work is to provide tools for extracting needed in-
formation from medical records while maintaining a commitment to patient confidentiality.  These same tech-
niques are equally applicable to financial, demographic and educational microdata releases, as well.

Background

We begin by first stating our definitions of de-identified and anonymous data.  In de-identified data, all ex-
plicit identifiers, such as social security number, name, address and phone number, are removed, generalized or
replaced with a made-up alternative.  De-identifying data does not guarantee that the result is anonymous how-
ever.  The term anonymous implies that the data cannot be manipulated or linked to identify any individual. 
Even when information shared with secondary parties is de-identified, we will show it is often far from anony-
mous.

There are three major difficulties in providing anonymous data.  One of the problems is that anonymity is
in the eye of the beholder.  For example, consider Table 2.  If the contents of this table are a subset of an ex-
tremely large and diverse database then the three records listed in Table 2 may appear anonymous.  Suppose
the ZIP code 33171 primarily consists of a retirement community; then there are very few people of such a
young age living there.  Likewise, 02657 is the ZIP code for Provincetown, Massachusetts, in which we found
about 5 black women living there year-round.  The ZIP code 20612 may have only one Asian family.  In these
cases, information outside the data identifies the individuals. 
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Table 2. -- De-identified Data that Are
not Anonymous

ZIP
Code

Birthdate Gender Ethnicity

33171 7/15/71 m Caucasian
02657 2/18/73 f Black
20612 3/12/75 m Asian

Most towns and cities sell locally collected census data or voter registration lists that include the date of
birth, name and address of each resident.  This information can be linked to medical microdata that include a
date of birth and ZIP code, even if the names, social security numbers and addresses of the patients are not
present.  Of course, local census data are usually not very accurate in college towns and areas that have a large
transient community, but for much of the adult population in the United States, local census information can be
used to re-identify de-identified microdata since other personal characteristics, such as gender, date of birth,
and ZIP code, often combine uniquely to identify individuals. 

The 1997 voting list for Cambridge, Massachusetts contains demographics on 54,805 voters.  Of these,
birth date alone can uniquely identify the name and address of 12% of the voters.  We can identify 29% by just
birth date and gender, 69% with only a birth date and a 5-digit ZIP code, and 97% (53,033 voters) when the
full postal code and birth date are used.  These values are listed in Table 3.  Clearly, the risks of re-identifying
data depend both on the content of the released data and on related information available to the recipient.

Table 3. -- Uniqueness of Demographic
Fields in Cambridge Voter List

Birth date alone    12%
birth date and gender    29%
birth date and 5-digit ZIP    69%
birth date and full postal code    97%

A second problem with producing anonymous data concerns unique and unusual information appearing
within the data themselves.  Instances of uniquely occurring characteristics found within the original data can be
used by reporters, private investigators and others to discredit the anonymity of the released data even when
these instances are not unique in the general population.  Also, unusual cases are often unusual in other sources
of data as well making them easier to identify.  Consider the database shown in Table 4.  It is not surprising
that the social security number is uniquely identifying, or given the size of the database, that the birth date is
also unique.  To a lesser degree the ZIP codes in Table 4 identify individuals since they are almost unique for
each record.  Importantly, what may not have been known without close examination of the particulars of this
database is that the designation of Asian as a race is uniquely identifying.  During an interview, we could imag-
ine that the janitor, for example, might recall an Asian patient whose last name was Chan and who worked as a
stockbroker for ABC Investment since the patient had given the janitor some good investing tips. 

Table 4. -- Sample Database in which Asian is
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A Uniquely Identifying Characteristic

SSN Ethnicity Birth Sex ZIP
819491049 Caucasian 10/23/64 m 02138
749201844 Caucasian 03/15/65 m 02139
819181496 Black 09/20/65 m 02141
859205893 Asian 10/23/65 m 02157
985820581 Black 08/24/64 m 02138

Any single uniquely occurring value or group of values can be used to identify an individual. Consider the
medical records of a pediatric hospital in which only one patient is older than 45 years of age.  Or, suppose a
hospital’s maternity records contained only one patient who gave birth to triplets.  Knowledge of the uniqueness
of this patient’s record may appear in many places including insurance claims, personal financial records, local
census information, and insurance enrollment forms.  Remember that the unique characteristic may be based
on diagnosis,  treatment, birth year, visit date, or some other little detail or combination of details available to
the memory of a patient or a doctor, or knowledge about the database from some other source.

Measuring the degree of anonymity in released data poses a third problem when producing anonymous
data for practical use.  The Social Security Administration (SSA) releases public-use files based on national
samples with small sampling fractions (usually less than 1 in 1,000); the files contain no geographic codes, or at
most regional or size of place designators (Alexander et al., 1978).   The SSA recognizes that data containing
individuals with unique combinations of characteristics can be linked or matched with other data sources.  So,
the SSA’s general rule is that any subset of the data that can be defined in terms of combinations of character-
istics must contain at least 5 individuals.  This notion of a minimal bin size, which reflects the smallest number
of individuals matching the characteristics, is quite useful in providing a degree of anonymity within data.  The
larger the bin size, the more anonymous the data.  As the bin size increases, the number of people to whom a
record may refer also increases, thereby masking the identity of the actual person.

In medical databases, the minimum bin size should be much larger than the SSA guidelines suggest.  Con-
sider these three reasons:  most medical databases are geographically located and so one can presume, for ex-
ample, the ZIP codes of a hospital’s patients;  the fields in a medical database provide a tremendous amount of
detail and any field can be a candidate for linking to other databases in an attempt to re-identify patients; and, 
most releases of medical data are not randomly sampled with small sampling fractions, but instead include most
if not all of the database.

Determining the optimal bin size to ensure anonymity is tricky.  It certainly depends on the frequencies of
characteristics found within the data as well as within other sources for re-identification.  In addition, the moti-
vation and effort required to re-identify released data in cases where virtually all possible candidates can be
identified must be considered.  For example, if we release data that maps each record to 10 possible people and
the 10 people can be identified, then all 10 candidates may even be contacted or visited in an effort to locate
the actual person.  Likewise, if the mapping is 1 in 100, all 100 could be phoned since visits may then be im-
practical, and in a mapping of 1 in 1000, a direct mail campaign could be employed.  The amount of effort the
recipient is willing to spend depends on their motivation.  Some medical files are quite valuable, and valuable
data will merit more effort.  In these cases, the minimum bin size must be further increased or the sampling
fraction reduced to render these efforts useless.

Of course, the expression of anonymity most semantically consistent with our intention is simply the prob-
ability of identifying a person given the released data and other possible sources.  This conditional probability
depends on frequencies of characteristics (bin sizes) found within the data and the outside world.  Unfortu-
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nately, this probability is very difficult to compute without omniscience.  In extremely large databases like that
of SSA, the database itself can be used to compute frequencies of characteristics found in the general popula-
tion since it contains almost all the general population; small, specialized databases, however, must estimate
these values. In the next section, we will present a computer program that generalizes data based on bin sizes
and estimates.  Following that, we will report results using the program and discuss its limitations.

Methods

Earlier this year, Sweeney presented the Datafly System (1997) whose goal is to provide the most general
information useful to the recipient.  Datafly maintains anonymity in medical data by automatically aggregating,
substituting and removing information as appropriate.  Decisions are made at the field and record level at the
time of database access, so the approach can be incorporated into role-based security within an institution as
well as in exporting schemes for data leaving an institution.  The end result is a subset of the original database
that provides minimal linking and matching of data since each record matches as many people as the user had
specified.

Diagram 1 provides a user-level overview of the Datafly System.  The original database is shown on the
left.  A user requests specific fields and records, provides a profile of the person who is to receive the data, and
requests a minimum level of anonymity. Datafly produces a resulting database whose information matches the
anonymity level set by the user with respect to the recipient profile.  Notice how the record containing the
Asian entry was removed; social security numbers were automatically replaced with made-up alternatives; and
birth dates were generalized to the year, and ZIP codes to the first three digits.  In the next three paragraphs we
examine the overall anonymity level and the profile of the recipient, both of which the user provides when re-
questing data. 

Diagram 1. -- The Input to the Datafly System is the Original Database and Some User Specifications,
and the Output is a Database Whose Fields and Records Correspond to the Anonymity

Level Specified by the User, in this Example, 0.7.

User -fields & records
-recipient profile
-anonymity 0.7

  Original Medical Database Resulting Database, anonymity 0.7

SSN Race Birth Sex ZIP SSN Race Birth Sex ZIP

819491049 Caucasian 10/23/64 m 02138 444444444 Caucasian 1964 m 02100

749201844 Caucasian 03/15/65 m 02139 Datafly 555555555 Caucasian 1965 m 02100

819181496 Black 09/20/65 m 02141 333333333 Black 1965 m 02100

859205893 Asian 10/23/65 m 02157 222222222 Black 1964 m 02100

985820581 Black 08/24/64 m 02138

The overall anonymity level is a number between 0 and 1 that specifies the minimum bin size for every
field. An anonymity level of 0 provides the original data, and a level of 1 forces Datafly to produce the most
general data possible given the profile of the recipient.  All other values of the overall anonymity level between
0 and 1 determine the minimum bin size b for each field.  (The institution is responsible for mapping the ano-
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nymity level to actual bin sizes though Sweeney provides some guidelines.)  Information within each field is
generalized as needed to attain the minimum bin size; outliers, which are extreme values not typical of the rest
of the data, may be removed.  When we examine the resulting data, every value in each field will occur at least
b times with the exception of one-to-one replacement values, as is the case with social security numbers.

Table 5 shows the relationship between bin sizes and selected anonymity levels using the Cambridge vot-
ers database.  As A increased, the minimum bin size increased, and in order to achieve the minimal bin size
requirement, values within the birth date field, for example, were re-coded as shown.  Outliers were excluded
from the released data and their corresponding percentages of N are noted.  An anonymity level of 0.7, for ex-
ample, required at least 383 occurrences of every value in each field.  To accomplish this in the birth date field,
dates were re-coded to reflect only the birth year.  Even after generalizing over a 12 month window, the values
of 8% of the voters still did not meet the requirement so these voters were dropped from the released data.

Table 5. -- Anonymity Generalizations for Cambridge Voters
Data with Corresponding Bin Sizes *

Anonymity BinSize BirthDate Drop%

1.0
  .9 493 24 4%
  .8 438 24 2%
  .7 383 12 8%
  .6 328 12 5%
  .5 274 12 4%
  .4 219 12 3%
  .3 164 6 5%
  .2 109 4 5%
  .1   54 2 5%
0.0

* The birth date generalizations (in months) required to satisfy the minimum
bin size are shown and the percentages of the total database dropped  due to
outliers is displayed.  The user sets the anonymity level as depicted above by
the slide bar at the 0.7 selection.  The mappings of anonymity levels to bin sizes
is determined by the institution.

In addition to an overall anonymity level, the user also provides a profile of the person who receives the
data by specifying for each field in the database whether the recipient could have or would use information ex-
ternal to the database that includes data within that field.  That is, the user estimates on which fields the recipi-
ent might link outside knowledge.  Thus each field has associated with it a profile value between 0 and 1, where
0 represents full trust of the recipient or no concern over the sensitivity of the information within the field, and
1 represents full distrust of the recipient or maximum concern over the sensitivity of the field’s contents.  The
role of these profile values is to restore the effective bin size by forcing these fields to adhere to bin sizes larger
than the overall anonymity level warranted.  Semantically related sensitive fields, with the exception of one-to-
one replacement fields, are treated as a single concatenated field which must meet the minimum bin size,
thereby thwarting linking attempts that use combinations of fields.

Consider the profiles of a doctor caring for a patient, a clinical researcher studying risk factors for heart
disease and a health economist assessing the admitting patterns of physicians.  Clearly, these profiles are all dif-
ferent.  Their selection and specificity of fields are different; their sources of outside information on which they
could link are different; and, their uses for the data are different.  From publicly available birth certificate,
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driver license, and local census databases, the birth dates, ZIP codes and gender of individuals are commonly
available along with their corresponding names and addresses; so these fields could easily be used for re-
identification.  Depending on the recipient, other fields may be even more useful, but we will limit our example
to profiling these fields.  If the recipient is the patient’s caretaker within the institution, the patient has agreed to
release this information to the care-taker, so the profile for these fields should be set to 0 to give the patient’s
caretaker full access to the original information.  When researchers and administrators make requests that do
not require the most specific form of the information as found originally within sensitive fields, the correspond-
ing profile values for these fields should warrant a number as close to 1 as possible but not so much so that the
resulting generalizations do not provide useful data to the recipient.  But researchers or administrators bound by
contractual and legal constraints that prohibit their linking of the data are trusted, so if they make a request that
includes sensitive fields, the profile values would ensure that each sensitive field adheres only to the minimum
bin size requirement.  The goal is to provide the most general data that are acceptably specific to the recipient. 
Since the profile values are set independently for each field, particular fields that are important to the recipient
can result in smaller bin sizes than other requested fields in an attempt to limit generalizing the data in those
fields; a profile for data being released for public use, however, should be 1 for all sensitive fields to ensure
maximum protection.  The purpose of the profile is to quantify the specificity required in each field and to
identify fields that are candidates for linking; and in so doing, the profile identifies the associated risk to patient
confidentiality for each release of data.

Results

Numerous tests were conducted using the Datafly System to access a pediatric medical record system
(Sweeney, 1997).  Datafly processed all queries to the database over a spectrum of recipient profiles and ano-
nymity levels to show that all fields in medical records can be meaningfully generalized as needed since any
field can be a candidate for linking.  Of course, which fields are most important to protect depends on the re-
cipient.  Diagnosis codes have generalizations using the International Classification of Disease (ICD-9) hierar-
chy.  Geographic replacements for states or ZIP codes generalize to use regions and population size.  Continu-
ous variables, such as dollar amounts and clinical measurements, can be treated as categorical values; however,
their replacements must be based on meaningful ranges in which to classify the values; of course this is only
done  in cases where generalizing these fields is necessary.

The Group Insurance Commission in Massachusetts (GIC) is responsible for purchasing insurance for
state employees.  They collected encounter-level de-identified data with more than 100 fields of information per
encounter, including the fields in Table 1 for approximately 135,000 patients consisting of state employees and
their families (Lasalandra, 1997).  In a public hearing, GIC reported giving a copy of the data to a researcher,
who in turn stated she did not need the full date of birth, just the birth year.  The average bin size based only
on birth date and gender for that population is 3, but had the researcher received only the year of birth in the
birth date field, the average bin size based on birth year and gender would have increased to 1125 people.  It is
estimated that most of this data could be re-identified since collected fields also included residential ZIP codes
and city, occupational department or agency, and provider information.  Furnishing the most general informa-
tion the recipient can use minimizes unnecessary risk to patient confidentiality.
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Comparison to µµ -ARGUS

In 1996, The European Union began funding an effort that involves statistical offices and universities from
the Netherlands, Italy and the United Kingdom.  The main objective of this project is to develop specialized
software for disclosing public-use data such that the identity of any individual contained in the released data
cannot be recognized.  Statistics Netherlands has already produced, but has not yet released, a first version of a
program named µ-Argus that seeks to accomplish this goal (Hundepool, et al., 1996).  The µ-Argus program is
considered by many as the official confidentiality software of the European community even though Statistics
Netherlands admittedly considers this first version a rough draft.  A presentation of the concepts on which µ-
Argus is based can be found in Willenborg and De Waal (1996).

The program µ-Argus, like the Datafly System, makes decisions based on bin sizes, generalizes values
within fields as needed, and removes extreme outlier information from the released data.  The user provides an
overall bin size and specifies which fields are sensitive by assigning a value between 0 and 3 to each field.  The
program then identifies rare and therefore unsafe combinations by testing 2- or 3-combinations across the fields
noted by the user as being identifying.  Unsafe combinations are eliminated by generalizing fields within the
combination and by local cell suppression.  Rather than removing entire records when one or more fields con-
tain outlier information, as is done in the Datafly System, the µ-Argus System simply suppresses or blanks out
the outlier values at the cell-level.  The resulting data typically contain all the rows and columns of the original
data though values may be missing in some cell locations.

In Table 6a there are many Caucasians and many females, but only one female Caucasian in the database.
 Tables 6b and 6c show the resulting databases when the Datafly System and the µ-Argus System were applied
to this data.  We will now step through how the µ -Argus program produced the results in Table 6c. 

Table 6a. -- There is Only One Caucasian Female, Even Though
There are Many Females and Caucasians

 
SSN Ethnicity Birth Sex ZIP Problem

819181496 Black 09/20/65 m 02141 shortness of breath

195925972 Black 02/14/65 m 02141 chest pain

902750852 Black 10/23/65 f 02138 hypertension

985820581 Black 08/24/65 f 02138 hypertension

209559459 Black 11/07/64 f 02138 obesity

679392975 Black 12/01/64 f 02138 chest pain

819491049 Caucasian 10/23/64 m 02138 chest pain

749201844 Caucasian 03/15/65 f 02139 hypertension
985302952 Caucasian 08/13/64 m 02139 obesity

874593560 Caucasian 05/05/64 m 02139 shortness of breath

703872052 Caucasian 02/13/67 m 02138 chest pain

963963603 Caucasian 03/21/67 m 02138 chest pain

Table 6b. -- Results from Applying the  Datafly System to the
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Data in Table 6a *

SSN Ethnicity Birth Sex ZIP Problem
902387250 Black 1965 m 02140 shortness of breath

197150725 Black 1965 m 02140 chest pain

486062381 Black 1965 f 02130 hypertension

235978021 Black 1965 f 02130 hypertension

214684616 Black 1964 f 02130 obesity

135434342 Black 1964 f 02130 chest pain

458762056 Caucasian 1964 m 02130 chest pain

860424429 Caucasian 1964 m 02130 obesity

259003630 Caucasian 1964 m 02130 shortness of breath

410968224 Caucasian 1967 m 02130 chest pain

664545451 Caucasian 1967 m 02130 chest pain

*The minimum bin size is 2.  The given profile identifies only the demographic fields as
         being likely for linking.  The data are being made available for semi-public use so the

                        Caucasian female record was dropped as an outlier.

Table 6c.  -- Results from Applying the Approach of the
µµ-Argus System to the Data in Table 6a*

SSN Ethnicity Birth Sex ZIP Problem

Black 1965 m 02141 shortness of breath
Black 1965 m 02141 chest pain

Black 1965 f 02138 hypertension

Black 1965 f 02138 hypertension

Black 1964 f 02138 obesity

Black 1964 f 02138 chest pain

Caucasian 1964 m 02138 chest pain

f 02139 hypertension

Caucasian 1964 m 02139 obesity

Caucasian 1964 m 02139 shortness of breath

Caucasian 1967 m 02138 chest pain

Caucasian 1967 m 02138 chest pain

*The minimum bin size is 2.  SSN was marked as being most identifying, the birth,
         sex, and ZIP fields were marked as being more identifying, and the ethnicity field was
          simply marked as identifying.  Combinations across these were examined; the resulting

suppressions are shown.  The uniqueness of the Caucasian female is suppressed; but,
there still remains a unique record for the Caucasian male born in 1964 that lives in the
02138 ZIP code.

The first step is to check that each identifying field adheres to the minimum bin size.  Then, pairwise
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combinations are examined for each pair that contains the “most identifying” field (in this case, SSN) and those
that contain the “more identifying” fields (in this case, birth date, sex and ZIP).  Finally, 3-combinations are
examined that include the “most” and “more” identifying fields.  Obviously, there are many possible ways to
rate these identifying fields, and unfortunately different identification ratings yield different results.  The ratings
presented in this example produced the most secure result using the µ-Argus program though admittedly one
may argue that too many specifics remain in the data for it to be released for public use. 

The value of each combination is basically a bin, and the bins with occurrences less than the minimum re-
quired bin size are considered unique and termed outliers.  Clearly for all combinations that include the SSN, all
such combinations are unique.  One value of each outlier combination must be suppressed.  For optimal results,
the µ-Argus program suppresses values which occur in multiple outliers where precedence is given to the value
occurring most often.  The final result is shown in Table 6c.  The responsibility of when to generalize and when
to suppress lies with the user.  For this reason, the µ-Argus program operates in an interactive mode so the user
can see the effect of generalizing and can then select to undo the step. 

We will briefly compare the results of these two systems, but for a more in-depth discussion, see Sweeney
(1997).  The µ-Argus program checks at most 2- or 3-combinations of identifying fields, but not all 2- or 3-
combinations are necessarily tested.  Even if they were, there may exist unique combinations across 4 or more
fields that would not be detected.  For example, Table 6c still contains a unique record for a Caucasian male
born in 1964 that lives in the 02138 ZIP code, since there are 4 characteristics that combine to make this record
unique, not 2.  Treating a subset of identifying fields as a single field that must adhere to the minimum bin size,
as done in the Datafly System, appears to provide more secure releases of microdata. 

Discussion

The Datafly and µ-Argus systems illustrate that medical information can be generalized so that fields and
combinations of fields adhere to a minimal bin size, and by so doing, confidentiality can be maintained.  Using
such schemes we can even provide anonymous data for public use.  There are two drawbacks to these systems
but these shortcomings may be counteracted by policy.

One concern with both µ-Argus and Datafly is the determination of the proper bin size and its corre-
sponding measure of disclosure risk.  There is no standard which can be applied to assure that the final results
are adequate.  What is customary is to measure risk against a specific compromising technique, such as linking
to known databases, that we assume the recipient is using.  Several researchers have proposed mathematical
measures of the risk which compute the conditional probability of the linker’s success (Duncan, et al., 1987).

A policy could be mandated that would require the producer of data released for public use to guarantee
with a high degree of confidence that no individual within the data can be identified using demographic or semi-
public information.  Of course, guaranteeing anonymity in data requires a criterion against which to check re-
sulting data and to locate sensitive values.  If this is based only on the database itself, the minimum bin sizes
and sampling fractions may be far from optimal and may not reflect the general population.  Researchers have
developed and tested several methods for estimating the percentage of unique values in the general population
based on a smaller database (Skinner, et al., 1992).  These methods are based on subsampling techniques and
equivalence class structure.  In the absence of these techniques, uniqueness in the population based on demo-
graphic fields can be determined using population registers that include patients from the database, such as local
census data, voter registration lists, city directories, as well as information from motor vehicle agencies, tax as-
sessors and real estate agencies.  To produce an anonymous database, a producer could use population registers
to identify sensitive demographic values within a database, and thereby obtain a measure of risk for the release
of the data.
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The second drawback with the µ-Argus and Datafly systems concerns the dichotomy between researcher
needs and disclosure risk.  If data are explicitly identifiable, the public would expect patient consent to be re-
quired.  If data are released for public use, then the producer should guarantee, with a high degree of confi-
dence, that the identity of any individual cannot be determined using standard and predictable methods and rea-
sonably available data.  But when sensitive de-identified, but not necessarily anonymous, data are to be re-
leased, the likelihood that an effort will be made to re-identify an individual increases based on the needs of the
recipient, so any such recipient has a trust relationship with society and the producer of the data.  The recipient
should therefore be held accountable.

The Datafly and µ-Argus systems quantify this trust by profiling the fields requested by the recipient.  But
recall that profiling requires guesswork in identifying fields on which the recipient could link.  Suppose a profile
is incorrect; that is, the producer misjudges which fields are sensitive for linking.  In this case, these systems
might release data that are less anonymous than what was required by the recipient, and as a result, individuals
may be more easily identified.  This risk cannot be perfectly resolved by the producer of the data since the pro-
ducer cannot always know what resources the recipient holds.  The obvious demographic fields, physician
identifiers, and billing information fields can be consistently and reliably protected.  However, there are too
many sources of semi-public and private information such as pharmacy records, longitudinal studies, financial
records, survey responses, occupational lists, and membership lists, to account a priori for all linking possibili-
ties.

Table 7. -- Contractual Requirements for Restricted-Use of Data Based on Federal Guidelines
and the Datafly System

There must be a legitimate and important research or administrative purpose served by the release of the data.  The
recipient must identify and explain which fields in the database are needed for this purpose.

1. The recipient must be strictly and legally accountable to the producer for the security of the data and must
demonstrate adequate security protection.

2. The data must be de-identified.  It must contain no explicit individual identifiers nor should it contain data
that would be easily associated with an individual.

3. Of the fields the recipient requests,  the recipient must identify which of these fields, during the specified
lifetime of the data, the recipient could link to other data the recipient will have access to, whether the re-
cipient intends to link to such data or not.  The recipient must identify those fields for which the recipient
will link the data.

4. The provider should have the opportunity to review any publication of information from the data to insure
that no potential disclosures are published.

5. At the conclusion of the project, and no later than some specified date, the recipient must destroy all copies
of the data.

6. The recipient must not give, sell, loan, show, or disseminate the data to any other parties.

What is needed is a contractual arrangement between the recipient and the producer to make the trust ex-
plicit and share the risk.  Table 7 contains some guidelines that make it clear which fields need to be protected
against linking since the recipient is required to provide such a list.  Using this additional knowledge and the
techniques presented in the Datafly System, the producer can best protect the anonymity of patients in data
even when the data are more detailed than data for public-use.  Since the harm to individuals can be extreme
and irreparable and can occur without the individual’s knowledge, the penalties for abuses must be stringent. 
Significant sanctions or penalties for improper use or conduct should apply since remedy against abuse lies out-
side the Datafly System and resides in contracts, laws and policies.
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Appendix A -- Glossary of Terms

There are various terms used in record linkage.  Some of these have been defined in:  Newcombe,
H.B. (1988). Handbook of Record Linkage Methods for Health and Statistical Studies, Administration and
Business. Oxford, U.K. Oxford University Press, pp. 103-106.

The terms used in that book are as follows:

Blocking. -- The use of sequencing information (e.g., the phonetically coded versions of the surnames) to
divide the files into “pockets.”  Normally, records are only compared with each other where they are from
the same “pocket,” i.e., have identical blocking information.  The purpose is to avoid having to compare the
enormous numbers of record pairs that would be generated if every record in the file initiating the searches
were allowed to pair with every record in the file being searched.

Denominator. -- This usually refers to the denominator in a FREQUENCY RATIO, i.e., the frequency of
a given comparison outcome among UNLINKABLE pairs of records brought together at random.  It may
be applied also to one of the two components of any ODDS.

Frequency Ratio. -- The frequency of a given comparison outcome among correctly LINKED pairs of rec-
ords, divided by the corresponding frequency among UNLINKABLE pairs brought together at random.
The comparison outcome may be defined in any way, for example as a full agreement, a partial agreement,
a more extreme disagreement, or any combination of values from the two records that are being compared.
The FREQUENCY RATIO may be specific for the particular value of an identifier when it agrees, or for
the value of the agreement portion of an identifier that partially agrees, or it may be non-specific for value.

General Frequency. -- A weighted mean of the frequencies of the various values of an identifier among the
individual (i.e., unpaired) records of the file being searched.  It is non-specific for value.  Value-specific fre-
quencies are also obtained from the same source.

Global Frequency. -- The frequency of a comparison outcome among pairs of records, when that outcome
is defined in terms that are non-specific for the value of the identifier.  The outcome may be a full agree-
ment, a partial agreement, or a more extreme disagreement.  The record pairs may be those of a LINKED
file, or they may be UNLINKABLE pairs brought together at random.  Only in the special case of the full
agreement outcomes are the global and the general frequencies numerically equal, but they always remain
conceptually different.  The difference is that a global frequency, although value non-specific, always re-
flects the full definition of the non-agreement portion of that definition.  A general frequency cannot do this
because it is based on a file of single (i.e., unpaired) records.

Global Frequency Ratio. -- The ratio of the global frequency for a particular comparison outcome among
LINKED pairs of records, divided by the corresponding frequency among UNLINKABLE pairs.  It is
equivalent to the global ODDS.  GLOBAL FREQUENCY RATIOS for agreement outcomes and partial
agreement outcomes are often subsequently converted to this value-specific counterparts during the linkage
process.  The conversion is accomplished by means of an adjustment upwards where the agreement portion
of the identifier has a rare value, and an adjustment downwards where the value is common.
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Linkage. -- In its broadest sense, RECORD LINKAGE is the bringing together of information from two or
more records that are believed to relate to the same “entity.”  For an economic or social study, the “entities”
in question might be farms or businesses. For a health study, the “entities” of special interest are usually
individual people or families. It is in the latter sense that the word is used throughout this book.

Linked. -- In line with the above definition of “record linkage,” LINKED pairs of records are pairs believed
to relate to the same individual or family (or other kind of entity).  Record pairs brought together and judged
not to relate to the same individual or family may be referred as “UNLINKABLE” pairs.  For short, the two
sorts of pairs are sometimes called “LINKS” and “NON-LINKABLE,” respectively.  As used here, the term
implies that some sort of decision has been reached concerning the likely correctness of the match.

Matched. -- This word is variously used in the literature on record linkage.  In this book, however, it is
given no special technical meaning and merely implies a pairing of records on the basis of some stated simi-
larity (or dissimilarity).  For example, early in a linkage operation, records from the two files being LINKED
are normally matched for agreement of the surname code. The resulting pairs may also be called “candidate
pairs” for linkage, but this emphasis is most appropriate in the later stages when the numbers of competing
pairs have diminished.  Pairs of records will frequently be spoken of as “correctly matched,” “falsely
matched,” or “randomly matched.”

Numerator. -- This usually refers to the numerator in a FREQUENCY RATIO, i.e., the frequency of a
given comparison outcome among pairs of records believed to be correctly LINKED.  It may be applied
also to one of the two components of any ODDS.

Odds. -- This word is used in its ordinary sense but is applied in a number of situations.  As relating to a
particular outcome from the comparison of a given identifier it is synonymous with the FREQUENCY RA-
TIO for that outcome.  As relating to the accumulated FREQUENCY RATIOS for a given record pair it
refers to the overall RELATIVE ODDS.  It is also applied to the overall ABSOLUTE ODDS.

Outcome. -- This refers to any outcome or result from the comparison of a particular identifier (or concate-
nated identifiers) on a pair of records, or the comparison of a particular identifier on one record with a dif-
ferent but logically related identifier on the other.  It may be defined in almost any way, for example as an
AGREEMENT, a  PARTIAL AGREEMENT, a more extreme DISAGREEMENT, any other SIMILAR-
ITY or DISSIMILARITY, or the absence of an identifier on one record a s compared with its presence or
absence on the other.  An outcome may be specific for a particular value of an identifier (e.g., as it appears
on the search record) or for any part of that identifier, especially where there is an agreement or partial
agreement; it may be non-specific for value; or it may even be specific for a particular king of DIS-
AGREEMENT defined in terms of any pair of values being compared.

Value. -- An identifier (e.g., an initial) may be said to have a number of different “values” (e.g., initial  “A,”
initial “B,” and so on).  Surnames, given names, and places of birth have many possible values.  Other
identifiers tend to have fewer values that need to be distinguished from each other.



Record Linkage Techniques -- 1997

479 n

Weight. -- In the literature, this term has been widely applied to the logarithms of various entities, such as:

n a FREQUENCY RATIO for a specified outcome from the comparison of a given identifier;
 
n the product of all the FREQUENCY RATIOS for a given record pair;
 
n the NUMERATOR  of a particular FREQUENCY RATIO;
 
n the DENOMINATOR of a particular FREQUENCY RATIO;
 
n any estimate of such a numerator or denominator, not obtained directly from a file of matched pairs

of records.

The use of the logarithm is merely a convenience when doing the arithmetic;  it does no affect the logic
except to make it appear more complicated.  The term “WEIGHT” has therefore been employed sparingly
in this book.  Instead, reference has been made directly to the source frequency or FREQUENCY RATIO,
or to the estimates of these, wherever possible.
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From the 1950's through the early 1980's, researchers and organizations undertaking a large record linkage
project had little choice but to develop their own software.  They often faced the choice of using less  accurate
methods or expending dozens of staff years to create proprietary systems.  For example, in the late 1970's, the
U.S. National Agricultural Statistics Service spent what is conservatively estimated as 50 staff years to develop
a state-of-the-art system.  Happily, today’s record linkage practitioners no longer need do this any more than
they need to write their own word processing software, nor should they attempt it.  Powerful, flexible, relatively
inexpensive software that implements all but the most sophisticated methods is available in the form of
generalized packages that can stand alone or software components that can be integrated into a surrounding
application.  There is no longer any reason for anyone but researchers into the theory of record linkage to
attempt to write record linkage software from scratch.

The Record Linkage Workshop and Exposition featured six vendor representatives who exhibited their
software on site.  This checklist is provided as an aid in evaluating the record linkage software they sell, along
with other products that may enter the market.  While the authors have endeavored to make the checklist as
complete as possible, there may still be important characteristics for your application that the checklist does not
cover.  There is no substitute for a thorough analysis of your individual needs.  Comments on the checklist are
welcome.  Please email them to cday@nass.usda.gov .

***************************************************************************

General

1.1 Is the software a generalized system or specific to a given application?

1.2 Is the software a:

Complete system, ready to perform linkages "out of the box?"

Set of components, requiring that a system be built around them?  If so,
how complete are the components?

Part of a larger system for performing integrated mailing list functions?

1.3 What types of linkages does the software support?

Unduplication (one file linked to itself)?

Linking two files?

Simultaneously linking multiple files?
Linking one or more files to a reference file (e.g., geographic coding)?

Chapter
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1.4 Can the software be used on the following computers:

Mainframes?
Mini-computer?
Workstation?
IBM-compatible microcomputer?
Macintosh?

1.5 Can the software run under the following operating systems:

MS/PC DOS?
OS/2?
Windows 3.1/95?
Windows NT?
UNIX?
VMS?
Mac OS?
Novell NetWare?
Mainframe OS (e.g., IBM MVS)?

1.6 For PC based systems, what level of processor is required? How much memory?  How much hard
drive space?

1.7 Can the system perform linkages interactively (in real time)?  Can it operate in batch mode?

1.8 How fast is the software on the user's hardware and files the size of the user's files?  If the software is
interactive, is its performance adequate?

1.9 If the software is to be used as part of a statistical estimation system, are the methods used in the
software statistically defensible?

1.10 Is the vendor reliable?  Can the vendor provide adequate technical support?  Will they continue to exist
for the projected life of the software?  If this is in question, is a software escrow available?  Is the user
prepared to support the software him/herself?

1.11 How well is the software documented?  Can a new user reasonably be expected to sit down with the
manual and begin using the software, or will training be necessary?  Does the vendor provide training? 
At what cost?

1.12 What features does the vendor plan to add in the near future (e.g., in the next version)?

1.13 Is there a user group? Who else is using the software?  What features would they like to see added? 
Have they developed any custom solutions (e.g., front ends, comparison functions) they would be
willing to share?

1.14 Is other software, such as database packages or editors, needed to use the system?

1.15 Does the system provide security and data integrity  protection features?

1.16 How many and what type of staff personnel will be required to develop a system from the software? 
To run the system?  What type of training will they need and will the vendor provide that training?

Linkage Methodology
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2.1 What record linkage method is the software based on?

Fellegi-Sunter?
Information-Theoretic methods?

2.2 How much control does the user have over the linkage process?  Is the system a "black box," or can
the user set parameters to control the linkage process?

2.3 Does the software require any parameter files?  If so, is there a utility provided for generating these
files?  How effectively does it automate the process?  Can the utility be customized?

2.4 Does the user specify the linking variables and types of comparisons?

2.5 What kinds of comparison functions are available for different types of variables?  Do the methods

give proportional weights (that is, allow degrees of agreement)?

Character-for-character?
Phonetic code comparison (Soundex or NYSIIS variant)?
Information theoretic string comparison function?
Specialized numeric comparisons?

Distance comparisons?
Time/Date comparisons?

Ad hoc methods (e.g., allowing one or more characters different between strings)?

User-defined comparisons?
Conditional comparisons?

2.6 Can the user specify critical variables that must agree for a link to take place?

2.7 How does the system handle missing values for linkage variables?

Computes a weight like any other value?
Uses a median between agreement and disagreement weights?
Uses a zero weight?
Allows user the option to specify treatment?

2.8 Does the system allow array-valued variables (e.g., multiple values for phone number)?  How do array-
valued comparisons work?  What is the maximum number of values in an array?

2.9 What is the maximum number of linking variables?

2.10 How does the software block records?  Do users set blocking variables?  Can a pass be blocked on
more than one variable?

2.11 Does the software support multiple linkage passes with different blocking and different linkage
variables?

2.12 Does the software contain or support routines for estimating linkage errors?
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2.13 Does the matching algorithm use techniques that take advantage of dependence between variables?

Fellegi-Sunter Systems

3.1 How does the system determine m- and u-probabilities?  Can the user set m- and u-probabilities?  Does
the software provide utilities to set m- and u-probabilities. 

3.2 How does the system determine weight cutoffs?  Are they set by the user?  Does the software provide
any utilities for determining weight cutoffs?

3.3 Does the software allow linkage weights to be fixed by the user?  What about weights for missing
values?

Data Management

4.1 In what file formats can the software use data?

Flat file?

SAS Dataset?

Database?  If yes, what kind of database?

Dbase?
Fox Pro?
Xbase?
Informix?
Sybase?
ORACLE?
Other database package?

4.2 What is the maximum file size (number of records) that the software can handle?

4.3 How does the software manage records?  Does it use temporary data files or sorted files?  Does it use
pointers?

4.4 Can the user specify subsets of the data files to be linked?

4.5 Does the software provide for "test matches," of a few hundred records to test the specifications?

4.6 Does the software provide a utility for viewing and manipulating data records?

Post-linkage Functions

5.1 Does the software provide a utility for review of possible links?  If so, what kind of functionality is
provided for?  What kind of interface does the utility use, character-based or GUI?  Does the utility
allow for review between passes, or only at the end of the process?  Can more than one person work
on  the record review simultaneously?  Can records be "put aside" for later review?  Is there any
provision for adding comments to the reviewed record pairs in the form of hypertext?  Can pairs of
groups of records be updated?  Can the user “back up” or restore the possible links before committing
to decisions?  Can a “master” record be created which combines values from two or more records for
different fields?
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5.2 Does the software provide for results of earlier linkages (particularly reviews of possible links) to be
applied to the current linkage process?

5.3 Does the software provide a utility for generating reports on the linked, unlinked, duplicate, and
possible link records?  Can the report format be customized?  Is the report viewed in character mode,
or is the report review done in a graphical environment?  Can the report be printed?  If so, what kind
of printer is required?

5.4 Does the software provide a utility for extracting files of linked and unlinked records?  Can the user
specify the format of such extracts?

5.5 Does the software generate statistics for evaluating the linkage process?  Can the user customize the
statistics generated by the system?

Standardization

6.1 Does the software provide a means of standardizing (parsing out the pieces of) name and address
fields?

6.2 Does the software allow for partitioning of variables to maximize the use of the information contained
in these variables (for example, partitioning a phone number into area code, exchange, and the last four
random digits)?

6.3 Can name and address standardization be customized?  Can different processes be used on different
files?

6.4 Does address standardization meet U.S. Postal Service standards?

6.5 Does standardization change the original data fields, or does it append standardized fields to the original
data record?

6.6 How well do the standardization routines work on the types of names the user wishes to link?

6.7 How well do the standardization routines work on the addresses the user will encounter?  (E.g., how
well does it handle rural addresses? Foreign addresses?)

Costs

7.1 What are the purchase and maintenance costs of the software itself, along with any needed additional
software (e.g., database packages), and new or upgraded hardware.

7.2 What will be the cost of training personnel to use the system.

7.3 What are the projected personnel and (in the case of mainframe systems) computer-time costs
associated with running the system.

7.4 Is the cost of developing a system for the intended purposes using the software within the available
budget?

Empirical Testing
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8.1 What levels of false match and false nonmatch can be expected with the system?  Are these levels
acceptable?

8.2 How much manual intervention (e.g., possible match review) will the system require.

8.3 How rapidly can typical match projects be completed using the system?
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n MatchWare Product Overview
Matthew A.  Jaro, MatchWare Technologies, Inc.

Probabilistic linkage technology makes it feasible to link large data files and achieve results governed by
mathematical principles which adhere to statistically valid standards. The problem addressed by this methodol-
ogy is that of matching two data files under conditions of uncertainty. The objective is to identify and link rec-
ords which represent a common entity whether that entity is an individual, a family, an event, a business, an
institution, or an address. As an alternative the goal might be to unduplicate a single data file or to group records
by categories of commonality. Each field participating in the linkage comparison is subject to error which is
measured by the probability that the field agrees given a record pair matches versus the probability of chance
agreement of its values. Thus, when one calculates the likelihood of a correct match or link while allowing for
incomplete and/or error conditions within the records, the process is said to be probabilistic.  I. P. Fellegi and A.
B. Sunter pioneered record linkage theory in the late 1950s. The first practical implementation of probabilistic
linkage methodology in the United States was originally designed, programmed, and tested by Matt Jaro on be-
half of the U. S. Census Bureau in 1985, while conducting  research into establishing a model to support census
coverage undercount evaluation and analysis.

Probabilistic record linkage methodology is imperative if computers are to consistently and effectively rep-
licate the evaluation and judgment process of human clerks attempting to link common records. The ideal goal
is to have the computer emulate the intuitive thought process of a human being as they might review, judge,
evaluate, measure, and score linkage qualifications of records representing commonality.

MatchWare's development, systems design, and programming staff  rigorously and strictly adhere to
ANSI-C programming language standards for all software implementations.  As a result, MatchWare software
has achieved an exceptional level of cross-platform portability and can be integrated into a wide range of appli-
cation solution specific systems.  Following are the products currently offered by the company:

AutoStan is an intelligent pattern recognition parsing system which conditions records into a nor-
malized/standardized fix fielded format.  AutoStan optimizes the performance of any linkage or matching
system which utilizes consumer or business names and/or address data as identifiers during a match
comparison. AutoMatch is a state-of-the-art software implementation of probabilistic record linkage
methodology for matching records under conditions of uncertainty. AutoMatch simulates the thought
process a human being might follow while examining and identifying data records representing a common
entity or event. AutoMatch's comparative algorithms manage a comprehensive range of data anomalies
and utilize frequency analysis methodology to precisely discriminate weight score values.

AutoStan and AutoMatch are stand-alone, self-contained software systems which include numerous
support utilities and require no other ancillary software. Both systems are generalized and support a wide
range of mission critical record linkage applications. AutoStan and AutoMatch adhere to widely accepted
standards of statistical methodology to ensure valid results and the highest levels of data integrity. Users
have ready access to Rule/Table Portfolios in order to calibrate the software for their particular require-
ments. MatchWare/CL is a callable library (API) version of AutoStan and AutoMatch functionality in
executable module form. MatchWare/CL utilizes AutoStan and AutoMatch Rule/Table Portfolios, weight
scoring formulae, and statistical algorithms. MatchWare/CL is compatible with any database manage-

Chapter
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ment system or user interface, and has been integrated into a variety of application solution specific sys-
tems.

Both AutoStan and AutoMatch are generalized and support a wide range of mission critical health data
registry, geocoding, and database marketing applications.

For more information, contact Max Eveleth Jr., Executive Vice President, MatchWare Technologies, Inc.,
153 Port Road - 2nd Floor, Kennebunk, ME  04043-5135; Phone: (207) 967-2225; Fax: (207) 967-8362; or e-
mail: meveleth@matchware.com .

nn    :  : - and JJ -ARGUS: Software Packages for Statistical
Disclosure Control

Anco J. Hundepool, Agnes Wessels and Lars van Gemerden, Statistics Netherlands

In recent years, Statistics Netherlands has developed a prototype version of a software package, ARGUS,
to protect microdata files against statistical disclosure. The launch of the SDC-project within the 4th framework
of the European Union had enabled us to make a new start with the development of software for Statistical
Disclosure Control. More information on the SDC-project can be found at http://www. cbs.nl/sdc.

This prototype has served as a starting point for the development of :-ARGUS, a software package for
the SDC of microdata files. The aim is to produce a data file for which the risk of disclosure has been mini-
mized and which can be supplied to researchers and other users. The basic principle of :-ARGUS is that fre-
quency tables of combinations of identifying variables are inspected. If the frequency in a cell is too low, it
means that a certain combination does not occur frequently enough in the population and that the corresponding
records, therefore, can easily be identified by an intruder. Techniques used in :-ARGUS to solve these prob-
lems are global recoding (using less detailed code lists) and local suppression (imputing missing values in these
combinations).

This SDC-project, however, also plans to develop τ-ARGUS -- software devoted to the SDC of tabular
data. τ-ARGUS takes the dominance-rule as a starting point to identify the unsafe (primary) cells, although
other rules could be used, as well. Global recoding is applied to reduce most of the unsafe cells and optimiza-
tion techniques are used to find a optimal set of secondary cells, which must be suppressed to protect the pri-
mary unsafe cells.

Both :- and τ-ARGUS have been developed for Windows 95 PC’s. However, we have developed
ARGUS using Borland C++, which raises the possibility of easily generating modules (the parts of ARGUS ac-
cessing large datafiles) to be used on other platforms like UNIX.

Further information can be obtained from Anco Hundepool, Department for Statistical Methods, Statistics
Netherlands, P.O. Box 4000,2270 J.M. Voorburg, The Netherlands; tel: +31-70-3375038; fax: +31-70-
3375990; or e-mail:  argus@cbs.nlofahnl@cbs.nl.
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nn    OX-LINK:  The Oxford Medical Record Linkage
System Demonstration of the PC Version

Leicester E. Gill, University of Oxford, UK

The micro-computer version of OX-LINK is being used to match a dataset containing 150,000 hospital
discharge and vital records.   The matching and linking process is undertaken in three stages:

n The creation of an ONCA header, which is attached to every record on the dataset.

n Sorting the file on the keys which are stored in the ONCA header.

n Running OX-LINK to create a file of potential match pairs.  A number of output files are produced
which are used for verification of the match by clerical staff.  The threshold weight matrix can be ed-
ited using Microsoft EDIT, and the whole of this stage can be rerun to demonstrate the changes in ac-
ceptance weight.

For more information, write to:

L. E. Gill
University of Oxford
Unit of Health-Care Epidemiology
Institute of Health Sciences, 
Old Road,  Headington,  Oxford,  OX37LF

or e-mail: leicester.gill@clinical-epidemiology.ox.ac.uk or lester@pgme.warwick.ac.uk .

nn     Software for Record Linkage of Primary Care Data
John R. H. Charlton, Office of National Statistics, UK

The UK Royal College of General Practitioners collected data on all consultations in sixty practices in
England and Wales over a one-year period 1991/92. In addition, socio-economic data were collected by survey
from all patients registered with these practices. Each practice was sent a copy of its own data and the data
from all the practices were combined into one dataset containing information on about 1.5 million consultations
and about half a million patients.

The software demonstrated was written so that individual practices could easily access their own data,
without specialised database software, or knowledge of the data structures and codes. Later, a modified pro-
gram was written so that the Royal College of General Practitioners could extract data from the combined data
from all practices. An anonymized version of the dataset was made available to other researchers and a further
modified version of the program was produced for use with this dataset.

The program has two main functions. Firstly, to enable researchers to link different parts of the dataset,
particularly patients and diseases, and secondly, to provide data summaries such as frequencies and rates.  It is
based on the Paradox database software and written in PAL, the language provided with Paradox for DOS. An
installation program is provided to convert the ASCII files provided into the Paradox tables used by the pro-
gram. The program can be run under either DOS or Windows.
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For more information, contact Judith Charlton, 195 Warren Road, Orpington, Kent, BR6 6ES, U.K.; e-
mail: 100025.1356@compuserve.com .

#  GRLS -- Record Linkage
Kathy Zilahi, Statistics Canada

This product addresses the problem of trying to link records where no unique identifiers exist.  Our Gener-
alized Record Linkage System (GRLS) was developed to enable such problem linkages to be successfully ac-
complished. GRLS improves both the quality and the ease of your linkage.

Features

Based on statistical decision theory, GRLS breaks a linkage operation into three steps:

n Search: Using comparison rules and associated linkage weights, the files are matched and a database of
potential links is created.

n Decide: Linkage weights are refined and by using threshold weights, the potential links are divided into
sets of possible and definite links.

n Group: Records which pertain to the same entity (person, business, etc.) are grouped together (the out-
put of GRLS).

The GRLS record linkage system:

n provides a convenient framework for testing linkage parameters;

n  allows concurrent users for each linkage project;

n  allows background or interactive linkage;

n eliminates confusion (and paper!) with on-line help;

n makes your final linkage fast, cheap and accurate.

Applicability

GRLS handles one-file (internal) and two-file linkages such as:

n  unduplicating mailing address lists (one-file);

n bringing hospital admission records together to build "case histories" (one-file);

n epidemiology studies: e.g., linking a file of workers exposed to potential health hazards, to a mortality
database for the purpose of detecting health risks associated with particular occupations (two-file).

Platform Specifications
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GRLS uses a client-server architecture, where a PC is the client and a UNIX box is the server. The
ORACLE relational database management system Version 7.3 with SQL*PLUS, PL*SQL, PRO/C, FORMS
4.5 runtime, GRAPHICS 2.5 runtime and a "C" compiler are also required.  With ORACLE Version 7.3, dis-
tributed processing can easily be achieved by using either a remote or local host from a mainframe, mid-range
computer, or PC.

Contact Information

For more information, contact Ted Hill, by phone: (613) 951-2394; fax: (613) 951-0607; or e-mail: ted-
hill@statcan.ca; or Bonnie Rideout, by phone: (613) 951-1714; fax: (613) 951-0607; or e-mail: bbur-
ges@statcan.ca .
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National Agricultural Statistics Service

Wendy Alvey
Internal Revenue Service
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Naval Health Research Center
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Bureau of the Census
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Naval Health Research Center
San Diego, CA

Catherine Armington
Consultant

John Armstrong
Elections Canada

Faye Aziz
Social Security Administration

Paula C. Baker
The Ohio State University

A. John Bass
The University of Western Australia

Thomas Belin
UCLA School of Medicine

Julie Bernier
Statistics Canada

Jean-Marie Berthelot
Statistics Canada

A. Richard Bolstein
George Mason University

Kara Broadbent
National Agricultural Statistics Service

Mr. Alan Broder
White Oak Technologies

William Buczko
Health Care Financing
   Administration

Frederick Buhr
Health and Family Services
Madison, WI

Dave Burhop
Mental Health and Mental Retardation
Richmond, VA
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Robert Burton
National Center for Education Statistics

Carol Caldwell
Bureau of the Census

Maureen Carpenter
Statistics Canada

Mark Carrozza
University of Cincinnati

Roma Chappell
Office for National Statistics, UK

John Charlton
Office for National Statistics, UK

Cynthia Z.F. Clark
Bureau of the Census

Melvin E. Cole, III
Bureau of the Census

Larry Cook
University of Utah
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Bob Cote
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Brenda G. Cox
Mathematica Policy Research, Inc.

Robert Creecy
Bureau of the Census

Catherine Cromey
Statistics Canada

John L. Czajka
Mathematica Policy Research, Inc.

Martin H. David
University of Wisconsin-Madison

Pierre David
Statistics Canada

Charles Day
National Agricultural Statistics Service

J. Michael Dean
University of Utah

Virginia A. deWolf
Bureau of Labor Statistics
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University of Utah

Cathryn Dippo
Bureau of Labor Statistics

Katarzyna Doerffer
AECL
Chalk River, Ontario CANADA

Patricia Doyle
Bureau of the Census

Judith A. Droitcour
General Accounting Office

Catherine Eginard
Eurostat
LUXEMBOURG

William Eilerman
Dept. of Housing &
Urban Development

M. Nabil El-Khorazaty
Research Triangle Institute

Timothy Evans
Bureau of the Census

Martha Fair
Statistics Canada

Ivan P. Fellegi
Statistics Canada

Charles M. Fleming
National Agricultural Statistics Service

John L. Fox
Wisconsin Bureau of Public Health

Gerhard Fries
Federal Reserve Board

Dave E. Galdi
Bureau of the Census
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Gerald Gates
Bureau of the Census

Jane Gentleman
Statistics Canada

Leicester Gill
University of Oxford, UK

Robert E. Gillette
Treasury Department

Garofalo Giuseppe
Italian Statistical Institute

Frank Grabowiecki
Statistics Canada

Wayne B. Gray
Clark University

Nicholas Greenia
Internal Revenue Service

Robert Guernsey
Bureau of Labor Statistics

George Hanuschak
National Agricultural Statistics Service

Linda Hardy
National Science Foundation

Lin Hattersley
Office of National Statistics, UK

Marta Haworth
Office for National Statistics, UK

Sigurd Hermansen
Westat, Inc.

Thomas N. Herzog
Dept. of Housing and Urban Development

Shiu Man Ho
University of Maryland at Baltimore

John Horm
National Center for Health Statistics

Christian Houle
Statistics Canada
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Bureau of the Census

Larry Huff
Bureau of Labor Statistics
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Statistics Netherlands

Alice Hung
City of Houston Planning & Development

Donsig Jang
Mathematica Policy Research, Inc.

Matthew Jaro
MatchWare Technologies, Inc.
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Australian Institute of Health & Welfare
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Internal Revenue Service

Sandra Johnson
National Highway Traffic Safety Administration
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Bureau of the Census
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Scottish Health Service
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Federal Reserve Board
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University of Maryland at Baltimore
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Bureau of the Census
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Bureau of the Census

Karl Kim
University of Hawaii
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Office of Management and Budget

David Klein
RAND Corporation
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