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PREFACE 

The Federal Committee on Statistical Methodology was organized by 
the Office of Management and Budget (OMB) in 1975 to investigate 
issues of data quality affecting Federal statistics. Members of 
the committee, selected by OMB on the basis of their individual 
expertise and interest in statistical methods, serve in a 
personal capacity rathe.r than as agency representatives. The 
committee conducts its work through subcommittees tbat are 
organized to study particular issues and prepare working papers 
presenting their findings. The subcommittees are open by 
invitation to Federal employees who wish to participate. This ia 
the 23rd Statistical Policy Working Paper published under the 
auspices of the committee since its founding. 

On May 25-26, 1994, the Council of Professional Associations on 
Federal Statistics (COPAFS) hosted a •seminar on New Directions 
in Statistical Methodology.• Developed to capitalize on work 
undertaken during the past fifteen years by the Federal Committee 
on Statistical Methodology and its subcommittees, the seminar 
focused on a variety of topics that have been explored thus far 
in the Statistical Policy working Paper series and on wor~ on 
statistical standards undertaken by the Statistical Polic}' Off ice 
at OMB. The subjects covered at the seminar included: 

Economic Classification Revisi6ns 
Disclosure Limitation Methodology 
Customer Surveys 
Advances in Data Editing 
Time Series Revision Policies 
Incentives in Surveys 
Computer Assisted survey Information collection 
Longitudinal Surveys 
Cognitive Testing and Self-Administered Questionnaires 
Statistical Uses of Adminiatrative Records 
Small Area Estimation 
Nonresponse in Surveys 

Each of these topics was presented in a two-hour session that 
featured formal papers and discussion, followed by informal 
dialogue among all speakers and attendees. 

Statistical Policy Working Paper 23, published in three parts, 
presents the proceedings of the •seminar on New Directions in 
Statistical Methodology.• In addition to providing the papera 
and formal discussions from each of the twelve sessions, the 
working paper includes Graham Kalton's keynote address, 
•Jmproving the Quality of Federal 'Statistics,• and comments by 
Norman M. Bradburn, Robert M. Groves, and Katherine K. Wallman at 
the closing session, "Toward an Agenda for the Future.• 

We are indebted to all of our colleagues who assisted in organiz
ing the seminar, and to the many individuals who not only pre
sented papers but also prepared these materials for publication. 
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May 25, 1995 

Roger was so special . If you thought you had a 
good idea, it was smart to first pass it by Roger. 
He would think about your idea for a while, and 
then in his ever nice way tell you if he thought it 
was indeed a good i dea. Then he would think about 
l t some more. and come up with an even better idea. 

This s ymposium is dedicated to Roger Herriot. A 
unique and wonderfu l person. We will all miss him. 

Edward J. Spar 
Executive Director 
CO PAPS 
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IMPROVING THE QUALITY OF FEDERAL STATISTICS 

l . Introduction 

CrahaJa ll:alton 
Westat, Inc. 

Thi• i s th• second seminar hosted by the Council of 
Professional Association• on Federal statistics (COPAFS) related to 
the Statistical Policy Working Paper Seriea of the Federal 
Co11111ittee on Statistical Methodology (FCSM). In decidinq on a 
thama for this talk, I reviewed the working paper for the previous 
seminar, entitled seminar on Quality o~ Federal Data (U. S. Office 
of Management and Budget, 1991) . As my title indicates, I have 
chosen a similar theme. Within the broad. subject of "Improving 
the Quality of Federal Statistics•, ay main focus is on approaches 
to improving quality across the federal statistical system as a 
whole rather than in specific pr0<7rams . I shall alao pay 
particular attention to the role that the FCSM can best play in 
achieving the objective of quality improvement. . 

At the outset I should make it clear that my choice of . topic 
is not to be taken to imply any criticism of the current quality of 
federal statistics. Indeed, I have a high regard for the federal 
stati stical pr09rams and tll• professionalism or the federal 
statistical workforce. Rather, my comments are made from the 
perspective that,. however good the current situation, improvements 
are always possible. 

Equally, my discussion of the role of the FCSM should be 
interpreted in the same light. Like Bob Groves, who gave th• 
keynote address at the previous seminar, I believe that the FCSM 
and its working paper series perform a valuable service towards the 
goal of improving the quality of federal statistics. The working 
papers also make an important contribution to the general survey 
and statistical literature. For example, like Bob, I have employed 
the working papers for teaching purposes. Last fall, I used the 
excellent recent working paper on indirect estimators (U.S. Office 
of Management and Budget, 1993a ) in my sampling course in the Joint 
Program in Survey Methodology. The suggestions made below for the 
Statistical Working Paper Series are offered in the spirit of 
seeking improvements in a series that has established itself as an 
extremely useful product. 

2. Factors Involved in Quality Improvement 

In discussing improvements in the quality of federal 
statistics, I am interpreting the terlll "quality" to include not 
only the production of accurate estimates, but also the production 
of relevant and timely statistics in a cost-efficient manner, and 
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the ready accessibility ot statistics and data to users. The 
components of quality thus include: 

• Accuracy. The estimates produced should have low bias and 
variance for the parameters being estimated. 

• Relevance. The parameters being estimated should be the ones 
that are relevant for users. To ensure relevance, 
ctatistieians need to maintain regular and close contacts with 
users . 

• Timeliness. The estimates should be up-to-date. The more 
out-of-date the estimates, the less relevant they are. 
Equally, other statistical products, such as public use tapes, 
need to be made available to users in a timely manner. 

• Accessibility. statistical products need to be accessible to 
users through such mechanisms as publications, public use 
tapes, co-RoMs, and di,.kettes. Although restriction" on 
access may be needed to protect the confidentiality of survey 
respondents (using such techniques as cell suppression in 
tables and top-coding and suppression of variables in public 
use tapes), these restrictions need to be implemented in ways 
that minimize their consequences for the utility of the data. 
Good documentation of statistical products is needed to make 
tnem readily accessible. 

• Cost-efficiency. The procedures used to collect and analyze 
statistical data should be ones that are most cost efficient, 
taking into account the need to satisfy the other components 
of quality. 

Improving quality thus encompasses: using improved methods of 
data collection and processing to produce more accurate data; 
refining definitions of statistical concepts to better meet policy 
needs; instituting procedures to enable statistics to be prOduced 
more rapidly; developing ways to improve access to statistical 
data; and introducing more cost-efficient methods of data 
collection, processing and analysis. The broad definition of 
quality that I am using seems the appropriate one, and one that is 
consistent with the breadth of the Statistical Policy Working Paper 
Series. For instance Working Paper 11 deals with industry coding 
schemes, Working Paper 17 deals with survey coverage, Working Paper 
19 deals with computer assisted survey information collection, 
Working Paper 21 deals with indirect estimates, and Working Paper 
22 - an update of Working Paper 2 - deals with statistical 
disclosure limitation methodology (U.S. Office of Management and 
Budget, 1984, 1990a, 1990b, 1993a, 1994, and U.S. Department of 
commerce, 1978, respectively). Gonzalez's (1994) description of 
the activities of the FCSM contains a use.ful review of the broad 
scope of the Statistical Policy Working Paper Series. 
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I•provementa in the quality ot tederal statistic• can coae 
about in several ways. One ia by i•provin9 the !low ot 
co-unication between the user a.nd producer ot statistics. h 
noted above, relevance is a key co•ponent of quality and relevance 
requires the producer to tully understand user needs. Equally, 
users need to appreciate the inherent limitations in the 
c apabilities ot the statistical system that produces the statistics 
they employ. Re9ular contacts between users and producers are 
essential to keep producers aware of changing user priorities and 
of ehan9es in the structure of society that need to be taken into 
account in producinq relevant statistics in a chanqinq world. The 
i mportance of user/producer communication is mainly one that needs 
to be addressed at the individual statistical proqram level. Since 
I am focussinq on improvinq quality in the statistical system at 
lar9e, I will not expand on this important issue here. 

A second means for illlprovin9 the quality of federal statistics 
is by increasinq the use of what ay colleaque David Morqanstein 
teriaa current Best Methods (CBMa}. fie prefers this terminol09y to 
the more usual Standard Operatinq Procedures (SOPa) because it 
conveys the principle that the best methods are evolvinq over time. 
In this respect, improvements arf! produced by increa•inq the 
awareness of CBMs a•onq those involved in producinq federal 
statistics and by facilitatinq their use. 

A third means of quality improvement is throuqh research on 
statistical methodoloqy. Such research can serve both to identify 
problems with existin9 methods and to suqqest improved methods. 
The results ot this research then feed into the evolvin9 CBMa . 

In the last issue of the Survey Statistician, Morqanstein 
(1993) describes the llpplication of the procesll ot continuou" 
quality improvement in the survey statistics qroup at Westat. He 
identifies three prhaary elements of the proqraa: employee 
development; documentation and the use of CBMs; and improved 
technoloqy. These same ele•ents seem equally applicable for 
improvements in federal statistics. 

The challenqes of a chievin9 quality improve•ent across the 
federal statistics system are, of course, far qreater than they are 
within a sinqle survey statistics department. Indeed, the 
challenqes are much qreater in the decentralized U.S. statistical 
system than they are in centralized systems such as those at 
Statistics Canada, and the Australian and Netherlands Bureaus of 
Statistics. This is not the place to discuss the relative merits 
of centralized and decentralized statistical systems. All that 
needs to be noted here is that the problems of communication of 
current best methods in a decentralized system are severe. The 
large number ot U.S. qovernmant aqencies that are concluctinq 
statistical work provides an indicator of the communication 
challenqe. Accordinq to OMB'• Annual Report to Conqress, in 1994 
there are around 80 different agencies that receive direct funding 
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tor aajor atatiatical programa. Tha eleven principal federal 
atatiatical agencies receive less that two-titth• ot the total 
aajor atatiatical program funding. 

Aa discuased iater, I aee a prime function ot the FCSM as 
being one ot encouraging the use ot CBMa. The co1D1Dittee can aerve 
thia function by developing working papers detailing CBMs and 
disseminating them to those engaged in federal statistical 
activities. In the decentralized environaont ot the u.s. 
statiatical ayatea, dissemination ia a aajor challenge, a point to 
which I shall return. 

3. Contributors to Quality Improvement 

In considering tha range. ot . contributors to quality 
iaprovement in federal statistics, it is usetul to distinguish 
between employee development on the one hand and the development ot 
CBM• and aethodological research on tho other. A hiqhly-akilled 
work force i• critical tor the production ot high quality 
statistics . The essential components ot a highly-skilled 
statistical workforce are, first, the recruitment ot well-trained 
statisticians, with training appropriate to their job requirements 
and, sacond, continuing education over the course of their careers 
to keep then up-to-date with the many advances that are being made. 

In response to a shortage in the numbers ot trained survey 
statisticians, at the end of the 1980' s members of the federal 
statistical system pressed tor the establishment ot a "Center for 
Survey Methods" to provide instruction and research training at a 
Washington-based univeraity. I should like to note hara the 
important contributions ot Hermann Habermann and the aqency heads 
ot the Bureau ot Economic Analysis, the Bureau ot the Census, the 
Economic Research Service of USDA, and the Bureau of Labor 
statistics, who worked on the proposal tor the center as part ot a 
1990 legislative initiative under the leadership of Michael Boskin, 
than chair ot the President'• Council ot Econoaic Advisers. These 
efforts were successful, leading to the establishlDent of the Joint 
Program in Survey Methodology (JPSM) at the University of Maryland, 
a joint program ot the University ot Maryland at College Park, the 
University ot Michigan and Westat , Inc. The program is now 
underway, with the first year ot the MS program in Survey 
Methodology completed, and with a proposal for a Ph.D. prograa in 
progress. I aa pleased to be a tacul ty aeaber of the Joint 
Prograa, a program which I believe holds qreat prolllisa tor 
improving the quality ot federal statistics through training. I 
should like to recoqnize the strong aupport given to the program by 
Rathy Wallman and all in the OMB Statistical Policy Branch. 

In addition to the JPSM at the University ot Maryland, there 
have also been expansions to the prograaa of other universities in 
the Washington area that are of direct interest to those working 
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with federal atatiatica, auch aa the recently introduced Federal 
statiatic• Certif icata and Maatera Deqree pr09rama at George Mason 
University and Mastera Deqree in Statistics for Policy Analyaia at 
Th• Aaerican university. The nlllleroue course• offered by the 
universitiee in the Washington area are generally made available to 
both deqree eeekinq and non-deqree seekinq students, and they are 
often qiven at times chosen to fit in with full-time work 
schedules. They provide excellent opportunities for federal 
statistician11 to obtain graduate training in a wide rang• of 
subjects. Many federal statisticians have, for instance, learned 
about such topics as variance estimation with complex saaplaa and 
recent developments in eurvey methodoloqy at evening courses At 
George Washington University and the USDA Graduate School. Throuqh 
such otterinqe the univereities in the Washinqton area make 
important contributions to the traininq of federal statistici ans. 

With the major advances taking place in all aspects of federal 
s t atistic.a, there is the need for continual updatinq and upqradinq 
of the skill• of the stati stical workforce. One has only to 
reflect briefly on the advances in methods tor questionnaire 
desiqn, computerized data collection, variance estimation, handlinq 
nonresponse, small area estimation, and data disclosure limitation 
that have occurred within the past ten to fifteen years to realize 
that a substanti al investment in continuinq educatio~ is essenti al 
tor keeping federal statisticians up-to-date on best current 
methods. 

As well as through univer.sity courses take.n on an ad-hoc 
basis, continuing education can be achieved throuqh short courses, 
seminars and conferences. Perhaps in response to the recent 
111ethodol09ical developments, there haa been an impressive expansion 
of such offerings in recent years. An Al<tensive array of 
continuing education opportunities ia now available for federal 
statisticians. Moreover, many federal statisticians avail 
themselves of these opportunities, which I take to be a positive 
indication both of the desire of federal survey statisticians to 
upgrade and update their skills and of the stronq support of the 
leadership of the statistical pr09raas for continuing education. 

For those in the Washington area, the Washington Statistical 
society (WSS) hae for many years been ma.kinq major contributions to 
continuing education throuqh its short courses and it.a extensive 
seminar series. The JPSM also now offers regular short courses at 
both introductory and advanced levels. In addition, continuing 
education short coursee are regularly offered at the annual 
meetings of the Allerican statistical Association (ASA), the 
American Association for Public Opinion Research (AAPOR) and at the 
biennial sessions of the International Statistical Institute (ISI). 

Confere.nces serve both as a form of continuing education and 
as a way to stimulate reeaarch work . The scienti fic proqraaa of 
the ASA and AAPOR annual meetings and the ISI bienni al session• are 
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rich in contributions relevant to iaproving tederal atatiatica. In 
addition, several aeries ot aore specialist conrerencea have been 
established in recent years, including the Bureau ot the Cenaua'a 
Annual Research conference, tbs Conferences on Health Survey 
Research Methods, the international conferences on survey aethods, 
the statistics Canada ayapoaia, and now the COPAPS seminars. 

Federal statistical programs have much to gain from the 
attendance and active partic ipation of their ctafto in such 
conferences. I would particularly single out the value of 
international conferences. We need to keep in touch with the 
statistical developments that are occurring throughout the world. 
Sometimes statisticians in other countries can benefit from 
research conducted in the u.s. and sometimes U. S. statisticians can 
benefit from research conducted elsewhere. In addition, the 
increasing interest in th• production- of. . comparable economic, 
social, and environmental statistics across countries points to the 
need for greater contact between, and collaboration of, government 
otatiaticians in different countries. 

In the area of employee development, I should finally like to 
note the significant contribution made by the impressive proqram of 
research meetings run throughout the year by the Washington 
Statistical Society. In addition to three short courses, the WSS 
held as many as 57 meetings during the 1993-94 year, coveri ng a 
wide range of topics ot interest to federal statisticians. Many of 
the WSS presentations are made by federal statisticians, and the 
meetings are generally well attended. 

Turning to quality improvement through promoting current best 
methods, there are again many contributors. Much of the work in 
thi s area is initiated and conduct"d by individual stati stic al 
programs, but there are important inputs from other bodies. For 
i nstance, many programs have advisory committees that provi de 
expert advice on both substance and aethods. In addition COPAFS 
provi des advice, as does the Committee on National Statistics 
(CNSTAT) of the National Acad••Y of Sciences. Panela of CNSTAT 
have conducted in-depth studies of apecif ic proqrama and also of 
many aspects of federal statistical methodology. The latter 
include studies of missing data (Madow, Nisselson and Olkin, 1983; 
Madow, Olkin and Rubin, 1983; Madow and Olkin, 1983), surveying 
subjective phenomena (Turner and Martin, 1984), aicrosimulation 
modeling (Citro and Hanushek, 1991), and confidentiality and 
accessibility of government data (Duncan, Jabine and de Wolf, 
1993). 

Quality improvements also come about by improving current best 
met hods. Improvements in CBMs arise out of methodological 
research, and once again there are many contributors. Much 
i mportant methodological research ia conducted by the federal 
statistical agencies. Much ia also conducted in universities, in 
survey organizations and in other settings, in the U.S. and 
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elaewhere, and in the qovernaent statistical aqenciea in other 
countries. The challe.nqe to aaintaininq CBKs as "current• and 
•t>eat• is that of keepinq abreast of the larqe volume of 
methodoloqical research, and applying its results effectively in 
current practice. Networks of contacts are needed within the 
federal statistical ayatea and between federal statisticians and 
those conducting aethodoloqical research elsewhere to keep CBMa up
to-date. 

Given the many contributors to quality, what should be the 
role of the FCSK? Clearly, the FCSM is not well-poaitioned to 
contribute directly to quality improvements in programs on an 
individual basis. Rather, it• prime role should be to provide a 
mean• tor transfer of innovation• across proqrams and tor 
coordi nation of methodoloqiea where called for. 

In her contribution at the closi ng session of the 1991 
symposium, Margaret Martin (1990, p.462 ) succinctly SWIUllarized four 
f unct i ons that th~ FCSM miqht perform! 

exchange knowledqe, techniques 
collllRittee members to enhance the 
aqencies' own operatione; 

or experience among 
quality of the member 

(2) provide "state of the art" reports to encourage best 
practice amonq a broader group; 

(3) recommend areas for improvement and needed directions for 
research; and 

( 4) obtain consensus on such issues as - defini ng 
and the priorities among them, developi ng or 
classifications or other co.ncepts, and 
statistical standards." 

problems 
chanqi nq 
setti ng 

I t hinlt that these tour functions provide a good agenda tor the 
Commi ttee. 

4. Activities of the FCSK 

Thia section considers each of the functions Margaret Martin 
l ists tor the FCSM in turn. 

4.1 Exchange of Knowledge, Techniques and Experience Among Sub
committee Members. 

In forming a subcommittee to produce a working pape.r on a 
par ticular subject, the FcSM draws upon the expertise on t hat 
subj ect that is available throuqhout the federal atatistical 
workforce. Membership of a subcommi ttee then potentially provi des 
the opportunity tor an individual to engage in discussions wi th 

7 



other• workinq in the aubject, often with different perspectivee 
and axpariences. Such a dialoqu• hae the important benefit that 
the exchanqe ot knowladqe, technique• and experience can lead to 
improvements in the methods applied in the statistical proqrama 
from which the subco-ittee draw• ite mellbere. This benefit ie 
particularly iaportant when the subject is one that involves only 
one or two persona in any one proqraa, so that there is little 
opportunity for within-proqram dialoque on it. 

In practice, Marqaret Martin'• comments suqqest that 
subco111J11ittees often have little ti•• tor such productive dialoque. 
Rather, much subco111Dittee work ie report draftinq and reviewinq, 
activities that are performed in eveninqs and at weekends. If this 
is the case, it ie u.ntortunate: a valuable function ot tha 
subco .. ittae is beinq lost. 

I appreciate that this may not be a qood time to ask tor 
additional resources. Neverthelasa, the leadership of the 
statistical programs should recoqnize the signif ioant rewards that 
can accrue to their proqrams and to the federal statistical system 
more qenerally from subcollllDittee activities, and they should seek 
to ensure that adequate resources are provided to enable the 
subcommittees to carry out their work as effectively as possible. 
In part, this means allowinq subco-ittee members sufficient ti•• 
to fully perform their roles and in part it means providinq each 
subcommittee with appropriate support etatt to work efficiently. 
The latter could include administrative staff to orqanize meetinqs 
and maintain schedules; editorial statt to help with the 
production ot the workinq paper; and junior statisticians to serve 
as research assistants to help with literature reviews and 
biblioqraphies it needed (an activity that can provide a valuable 
learninq experience for the junior statisticians). 

4. 2 Production of Working Papers. 

The FCSM nas stimulated the production of 22 papers in tha 
Statistical Policy Working Paper series to date. As I have already 
remarked, these papers make an important contribution to improvinq 
the quality of federal statistics, and to the survey statistics 
literature more generally. I am therefore soaewhat concerned that 
there appear to be possible siqns ot some slackeninq in the pace of 
workinq paper production in the last few years. I hope that this 
is not a true loss ot momentum, because I believe there is much 
more that could usefully be done. 

Most of the workinq papers that I have seen contain valuable 
descriptions ot the applications ot the methodoloqy under study 
across a ranqe of statistical proqrams. They thus provide a usetul 
review of the state ot current practice and help ~o roster cross
f ertil i za tion amonq proqrans. To the extent that the proqrams 
reviewed are employinq current best •ethods, they document what 
those methods are. My concern is that the focus may be too narrow. 
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I think that the working papers would sometimes be improved by a 
broader perspective on current best methods, examining both the 
methods used in the government statistical programs of other 
countries and those used outside government. I acknowledge that 
some subcommittees attempt to go in this direction, but I think 
that a more systematic approach along these lines would enhance the 
value of the working paper aeries. 

In his address, Bob Groves su99ested the possibility o! 
including members from outside the federal statistical system in 
the subcommittees. I note that this suggestion was adopted for the 
disclosure limitation working paper, wi th Tom Jabi ne serving as a 
member of the subcommittee. I think that this suggestion merits 
more wide~pread application. Other possibilities include inviting 
outside experts to make presentations at subcommittee meetings, 
arranging small workshops for subcommittae-- members and outside 
experts to discuss the issues, and inviting outside experts to 
review draft working papers. Individuals from outside the federal 
statistical system may even be asked to draft one or more chapters 
for a working paper. 

If a working paper is to be viewed as a document of bast 
current methods, then it should do more than simply review current 
practices . It should include reco1D1Dendations for what are the best 
current· methods, recognizing the variety of different circumstances 
in which the methods may be applied. To reach agreement on such 
reco1D1Dendations may often be difficult, and clearly require~ much 
discussion among the subcolDlllittee members. Lack of sufficient 
discussion time may well be the reason that the recommendations in 
the working papers are often not as developed as would be 
desirable. 

Another consequence of viewing the working papers as a means 
of promoting current best methods is that they should be seen as 
evolving documents that need to be updated as improved methods are 
developed. An example here is the latest working paper on 
statistical disclosure that updates a 1978 working paper to take 
account of the major advances that have occurred in the intervening 
period. Progress in recent years in other areas suggests the need 
to update other working papers, for instance those on developing 
questionnaires, telephone data collection, the use of 
mi crocomputers, and even the fairly recent working paper on 
computer assisted survey information collection . 

The working papers should be prepared to meet the needs of 
their primary readership, which I take to be those working on 
federal statistical programs. They should aim to address the 
questions to which these readers would like answers. In this 
regard, I snould li.Ke to recall the wide range of statistical 
programs that I have outlined earlier, many of which are relatively 
small. It is in fact the smaller programs that are likely to 
benefit most from the working papers, since they necessarily lack 
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the ranqe of experti•• that is often internally available in the 
larqe statistical aqenciea. The needs of the smaller proqrams 
should be borne in aind in preparinq a workinq paper. To ensure 
their needs are met, it would be advisable to secure adequate 
representation of the smaller proqrams on each subcommittee. 

The workinq papers are valuable only to the extent that they 
are read. Many able statisticians devote a qreat deal of effort to 
the production of each workinq paper. However, it ic my impression 
that less effort qoes into the distribution of the product. The 
working papers need to reach the desks of those for whom they were 
wr i tten, and mechanisms are needed to ensure that this is achieved. 
It is also valuable to have a widespread distribution outside the 
federal statistical system both in the U.S. and abroad. The papers 
have a great deal to offer to those involved in statistical work in 
many orqanizations and · countries,. andr ·thair. exposure to a wide 
spectrum of readers opens up qreater likelihood of future 
improvements. To achieve qreater circulation of the workinq papers 
it may be use!ul to publicize them more extensively in appropriate 
newsletters and journals in the U.S. and abroad and to build up an 
international network of contacts to aid in the distribution. The 
?:"ecent article describinq the working paper series by Gonzalez 
(1994) is helpful in this regard. 

I am not in a position to suggest the best distribution system 
for the working papers in the federal statistical programs. one 
possibility might be to identify an individual in each program to 
serve as a liaison to the FCSM, and send copies of the working 
papers to that individual. The individual aight also be asked to 
provide suggestions of topics for the FCSM to study. Another 
possibility is to organize a well-publicized workshop on the topic 
of a workinq paper as it is released. Since the workinq papers 
have become substantial documents, the workshop could provide a 
useful primer for those interested in its contents. To some 
extent, this COPAFS seminar serves such a role, but it is more 
general in nature spanning the contents of many working papers. 
The wss may be able to play an important role in helping to achieve 
a wide dissemination of the working papers to statisticians in the 
Washington area. 

4.3 Areas for Improvement and Directions for Research. 

A number of the working papers indicate areas for improvement 
and for research, but these issues are not as fully developed as 
might be desirable. I attribute this situation to the limited 
discussion time available to the subcommittees. To identify needed 
i mprovements goes beyond describing current methods to pinpointing 
their weaknesses and coming up with ways by which the weaknesses 
may be addressed. Developing an effective research agenda requires 
a great deal of deliberation by the subcommittee. 
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Subco11111ittees ot the PCSK are appointed on the baeie ot their 
technical expertise in th• given eubject area. As such, they are 
well-positioned to deteraine incremental research agendas tor the 
given subject. They are, however, less suited to making proposals 
tor major restructuring. In the last seminar, Fritz Scheuren 
(1993) and Steve Fienberg (1993) talked about the possibility of 
paradigm shifts in federal statistics. It would be useful to 
consider setting up federal committees of a different type, 
composed ot indlviduala with wide experience and broad vision, to 
examine the possibilities of major changes in the ways federal 
statistics are produced. Users of statistical data have an 
important role to pl11.y in such co111mi ttees. As an QXampl .. , the 
possibility of continuous measurement in place of the Census long 
form, which is currently under discussion at the Bureau of the 
Census, raises a number of possibilities for substantial changes in 
other data collection efforts. Such collllltittees may be separate 
from the FCSM, but they should maintain close contacts with it. 

4.4 Developing consensus Ac ross Statistical Programs. 

Margaret Martin notes that the objective of obtaining 
consensus on definitional, conceptual and classification ioouoa h4• 
not been well met by the activities of the FCSM. Such consensus 
building requires lengthy discussions, and shortage of discussion 
time may again be the root of the problem. Also, different 
programs will have vested interests in preserving their own 
definitions, and that will make the attainment of consensus 
difficult. With a decentralized statistical system, the risk of 
definitional differences occurring when several programs overlap in 
their subject matters is high. Consensus building on definitions 
and methods across programs holds promise of significant advances 
i n fields that cut across different agenoic= (e.g., aging, 
children, disability). 

s. Topics for Future Working Papers 

In concluding, I shall take the opportunity to put forwa.rd 
some specific suggestions for future working papers. Before giving 
them, I should however like to make two general points. First, I 
think that the FCSM should have a mechanism for generating 
suggestions from the federal statistical community at large. At an 
earlier point, I suggested that liaison persons be appointed in 
each program. If that suggestion were adopted, one role of those 
appointed could be to seek suggestions from their colleagues 8nd to 
forward them to the FCSM. Another possibility is for the FCSM to 
convene meetings from time to time, perhaps in conjunction with the 
WSS, to discuss possible subjects for working papers. 

My second point concerns the form of the working papers. With 
the needs of the statisticians working in the smaller statistical 
programs in mind, I suggest that the FCSK could usefully commission 
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some of the working papers to be prepared in a manual-style format, 
reviewing the given methodology in a relatively nontechnical and 
applied way, and giving practical advice on the implementation of 
the methodology (e. g., the availability of software). Manuals of 
this type could be extremely helpful to those inexperienced in the 
use of the methodology. They need not be lengthy documents; 
indeed the shorter the document, the more useful it might be. 
working Paper 9 on contracting Lor Surveys (U.S. Office of 
Management and Budget, 1983) i s along these lines. Other 
illustrations are provided by the manuals on sampling errors 
(Butcher and Elliot, 1986) and on weighting for nonresponse 
(Elliot, 1991) produced at the U.K. Office of Population Censuses 
and Surveys . 

In addition to updating some of the existing working papers as 
discussed above, my specific su.gqes.t.ions. .-for •. ne.w working papers, 
undoubtedly blinkered by my own interests, are: 

• Quality profile#. The error profile for the CPS (Brooka and 
Bailar, 1978), which was the third report in the working paper 
series, was an important advance in treating total survey 
error. Since then the SIPP Quality Profile (Jabine, King and 
Petroni, 1990) and the Schools and Staffing Survey Quality 
Profile (Jabine, 1994) have appeared, and other quality 
profiles are being developed. A subcommittee might usefully 
develop a blueprint of what such quality profiles snou111 
contain, and the methods that may be employed to produce the 
requisite data, based on the experience that has been gained 
to date. · 

• Economic statistics. At the previous seminar, Bob Groves 
co111111ented that there is a distinct bias in the working paper 
series towards household surveys at the expense of economic 
statistics. I observe no change in that situation, and think 
that this should be remedied. 

• customer surveys. The requirement that government agencies 
conduct customer satisfaction surveys has brought many 
agencies with no prior experience of surveys in direct contact 
with survey research. In response to this situation, the u.s . 
Office of Management and Budget (1993b) has produced a 
resource manual on customer surveys and the JPSM has run a 
series of. short courses to provide training in the conduct of 
such surveys. A detailed working paper on the subject would 
be extremely useful. 

• Evaluation research. Large sums of money are spent by many 
agencies conducting experimental and quasi-experimental 
s t udies to evaluate and compare the effectiveness of various 
programs. A working paper on this subject could make a 
valuable contribution to this work. 
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• Nonresponse adjustment methods. Considerable advances have 
been made in methods of weighting adjustment for total 
nonresponse and imputation methods for item nonresponse since 
the late 1970s when the CNSTAT Panel on Incomplete Data 
studied the subject. Imputation methods are also being used 
more widely. A working paper on weighting and imputation 
could be particularly useful for those programs that have 
little prior experience in this area. 

• Variance estimation. A working paper that examines the 
current methods and software for variance estimation, that 
considers the presentation of sampling errors in survey 
reports, and that deals with the use of generalized variance 
functions could be extremely useful, especially for those 
working in the smaller statistical programs. 

6. Concluding Remarks 

In concluding, let me restate that my suggestions for the 
Statistical Policy Working Paper Series are made in the spirit of 
continual quality improvements in what is a very "ucces,.:ful 
activity. My particular plea is to the leadership of the 
statistical programs to make sure that this work is supported in 
the way it deserves. The quality of federal statistics derives 
considerable benefit from the working Paper Series. The success of 
an endeavor such as this .depends on the tireless support of those 
behind it. In this case, the FCSK is exceedingly fortunate to have 
Maria Gonzalez at the helm. Without her unstinting efforts over 
many years, it could not have succeeded as it has. 
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Prepared f or the Seminar on Nev Direction• 
in Statiatical Metboe1oloqy1 

Waahington, D.C. 
Kay 25 , 1994 

I. Wby Has tbe Onited States Mounted tbis Effort? 

The Economic Classification Policy Committee (ECPCJ, acting on 
behalf of the Office ot Management" amt Budget (OMBJ, Statistics 
Canada, and Mexico's Instituto Nacional de Estad1stica, Ceograt1a 
•Informatica (INECIJ, have agreed to create a new North American 
Industry Classification Syste.m (NAICS). Differences in the 
internal pressures on the t hree countries' respective statistical 
systems create corresponding differences in our motivationa, and 
in the constraints we face. That the three countries nave joined 
together in this e ffort suggests that the similarities among us 
may be more significant than the difference s. Nevertheless, some 
of the pressures that have influenced olass if icationa in the 
United States are not irrelevant to international as well as 
national discussions of classification systems. 

I should first emphasize that the U.S. standard Industrial 
Classification (SIC) 1y1tem i 1 quite old (it dates from the 
l930's), it has been well triad in statistical agency collection 
programs, and it has often been revised (the last time in 1987) 
in an attempt to keep it up to date. Data users have had 
abundant experience with the industry data that this 
claaaification system provides, and they have had many years to 
learn ot its strengths and shortcomings. Statistical agencies 
have had many opportunities to react to user experiences, witbin 
the parameters that have guided this c)assif ication systam tor 
the past 50 years. 

Yet, increasing public dissatiataction with the U.S. SIC system 
has been expressed through its last several revisions. 
Discussions ot the adequacy ot the SIC in the United States have 
occurred not merely or eolely in professional exchanges between 
economists and statisticians, and have not occurred solely within 
the boundaries of narrowly technical dialogues. In the United 
States, focus on problems of the SIC has extended widely to the 
popular press and the business press. 

1 This paper was originally presented at a meeting of The 
Statistical Programme Committee (NACE), Statistical Ottice ot the 
European Communities (Eurostat), Luxembourg, Karch 17, 1994. 
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Perhaps this public attention to industrial classifications is 
unique to the United States. To the extent that it is unique, we 
believe that, at least in part, it is a response to a 1'1 -3-~'Jre 
industry classification system that has increasingly been viewed 
as inappropri~te for generating the data that are needed foe 
economic analysis. 

The United States has experienced increasing private sector and 
government sector demands for data for the purpose of economic 
analysis. As one example, a major statistical initiative has in 
the last several years been launched [8], and a major priority 
within that initiative is to improve U.S. data for the 
measurement and analysis of productivity. We must, therefore, 
ask: Does the existing SIC system produce the industry data that 
are wanted for economic analysis, including the industry data 
needed for productivity measurement?. _.These .are exactly. the . 
questions that were posed for classification systems at the 
Williamsburg international conference on classifications (1). 

II. Tht ECPC Examination of Classifications sta rts fro• tht Ost 
of Econoaic pata 

The ECPC was established by OMB in 1992 to conduct a "fresh 
slate" examination of economic classification systems. The ECPC 
began its investigation with an examination of the uses of 
economic data that are produced using classification systems. 
What is the purpose of classification systems? When economic 
data are produced from these s·ystems, what are the uses of the 
data for which classifications are designed? The review uf these 
issues is contained in ECPC Issues Paper No. l, "Conceptual 
Issues" (3] • 

The ECPC's approach is a departure from the traditional approach 
to classifications, at least as it has developed in the United 
States . In the traditional view, there are many uses for data, 
and because ·there are many uses, it has been believed that the 
classification system must produce data for all the uses. This 
means, effectively, that the uses of data have relatively little 
ultimate role in the design of the classification system, because 
the requirements for different users tend to cancel each other. 
The traditional classification is a compromise between competing 
ends. The nature of these compromises is not dictated by the use 
of the data, nor do the designers of the classification system 
have a framework from which to examine the costs to the data user 
of the compromises incorporated into the system. 

The ECPC, in common with the traditional view, also recognizes 
that thara ara multiple usas for data that ara produced by 
classification systems . However, in contrast to the traditional 
view, the ECPC has concluded that the economic use of data must 
determine the design of the classification system; if it does so, · 
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this will assure that the data produced by the classification 
system meet the intended uae. 

If there are alternative demands for data that must be qrouped or 
classified, and if these alternative demands for data hf.Ve 
different implications for the classification system . ~~~ ECPC 
concludes tha~ different classification systems must be 
constructed. In the ECPC's view, when different requirements for 
classifications qrow out of different data uses, this implies 
that different classification systems should be set up, each one 
desiqned to meet the intended need. In the traditional approach 
in the United States, a compromise has bean souqht to meet 
everyone's needs within a s i nqle classification system. 

If tailoring classification systems to the needs for data implied 
a very larqe number of different classification systems, the 
ECPC's position miqht be impractical. We also have concluded, 
however, that the m.ajor analytic needs for classified data can 
themselves be grouped into two major classes of uses. Thia 
matter is discussed at some lenqth in ECPC Issues Paper No. 1 
(3 J. 

Briefly, one class of uses requires that a classification, system 
be erected on a production-oriented concept (which may also be 
called a supply-based concept). A second major class of uses 
requires that data be qrouped according to a marKet-oriented 
concept (which may also be called a demand- based concept) , 

Thus, the major difference between the ECPC's position ~nd the 
traditional one in the United States condenses to the following 
questions: Should there be two different classification systems, 
each designed to produce data tor one of the two cla•••• of uses? 
Or should there be only one compromise system for both classes of 
uses? 

In international discussions of classifications, the situation is 
a little different from the U.S. tradition, because multiple 
classifications a lready exist. The United Nations systeas 
include the Internationa l Standard Industrial Classification of 
all Economic Activities, Third Revision (ISIC), and the Central 
Product Classification (CPC), and Europe has Nomenclature des 
Activit6s 6conomiquas des Communaut6s Europ6ennes (NACE), 
Classification des Produits associ6e aux Activit6s (CPA), and 
another syst em called PRODCOM. 

Yet, the issues that have been debated are quite similar: What 
are the data uses for which different classifications are 
required? Should some of the classification systems (usually, 
the product classification system) be connected in some manner to 
the others (the industry classifications)? And whatever 
distinctions can be drawn in principle amonq the various systems 
(by readinq their introductions and statements of principles, for 
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example), their implementations are marked by compromise. The 
connections between data use, clasaitication concept, and 
construction of the classification system have been intluenced by 
compromise a~ong competing demands !or data, rather than by the 
determination to tai lor each classification syatam t? ~ major 
economic use o! qrouped data. 

Though seldom stated explicitly in this language, almost a ll of 
the literature discussinq classitication principles. whether in 
the United States or in international torums, can be understood 
as a contlict between designing a production-oriented, or supply
based, classitication aystem and designing a market-oriented , or 
demand-based, classitication system. That is, much discussion ot 
classification problems concerns, at the root ot the matter , the 
conflict between providing data tor production-side economic 
analysis, on the one hand, and. for market- or demand-oriented 
analysis on the other. The ECPC' • iaaues papers, particularly 
ECPC Issues Paper No. 1 , attempt to make more clear and explicit 
what has unfortunately remained i mplicit in much ot the past 
discussion of economic classification•. 

The distinction made in ECPC Issues Paper No . 1, however, is 
actually quite old. Attar this project was wall under way, David 
Wharton ot Statistics Canada called ay attention to a very 
enlighteni ng article on economic claaaitications published by 
R.H. coats in 1925. coats' pertinent observations tor our time 
include the following: 

" .•• the basic principle in classitication is that m~tually 
exclusive concepts may not be united on an equality in the 
same category •.•• It is precisely this elaaanta.ry rule that 
statisticians too often ignore. Called upon tor atatiatics 
ot aqgreqates froa 111&ny and diverse standpoints, they 
attempt to meet the demand within the limits ot a single 
classitication. This leads inevitably to contusion as 
between principles •••• 

" ..• To state as was stated in the resolution originally 
tabled at the Geneva conference on· t.abour Statisticians that 
a combination ot principles ~ be adopted is surely to 
abandon the issue prematurely ...• • [2, emphasis in 
original]. 

Allowi ng tor changes in economic lanquaqe over the past 70 years, 
a subooqucnt passage ot Coots' orticl• can be int erpreted oa 
discussing production-oriented and market-oriented principles as 
alternative concepts tor classitication systems. Coats proposed 
also ~ third prinei pl•--distin9Ui sbin9 th• stage ot procesa in 
the hierarchy ot the classification system. 

20 



III. Why Was the Production- Oriented concept Chosen for NAICS7 

A statem~n~ adopted by the ECPC, St at i stics Canada, and Mexico' s 
INEGI reaas, i n part: 

"The uses of industri al statistics which incl ude •r. t> ... suring 
produ~tivity, unit labor costs, and the capital intensity of 
production require that information on outputs and inputs be 
U$ed together. Moreover , stati stical aqencies i n the thro e 
countries expect to be called upon to produce information on 
inputs and outputs, industrial performance, productivity, 
unit labor costs, employment, and other statistics in order 
to analyze the effects of the North Alaerican Free Trade 
Agreement. An industry c lassi fication system erected on a 
production-oriented, or supply- based, conceptual framework 
will assure maximum usefulness of industrial statistics for 
these and similar purposes. Therefore, the three countries 
agree that the new North Alnerican Industry Classification 
system should confor111 to a production-ori ented economic 
concept" [SJ . 

The reasoni ng behi nd the three countries' decision may be 
sullll!larized as follows. An industry is grouping of economic 
activi t i es. Though i-t inevitably groups the products of the 
economic activities that are included in the industry definition, 
it is not solel y a grouping of products. 

Put another way, an industry groups producing units. 
Accordi ngly, an industry classification system provides a 
framework for collecting the variables that describe production-
inputs and outputs- -together on a consistent basis. The industry 
system thus groups data for analycec for which it is important 
that inputs and outputs be used together. 

What uses of economic data require that inputs and outputs be 
used together, and be collected on the same basi s? Such uses 
include production analyses, productivity measurement, studying 
input usage and input intensities, and so forth. For these uses, 
producing units should be grouped together by similarities in 
their production processes, which is exactly the production
oriented concept discussed i_n ECPC Issues Paper No. 1. 

Thus, the North Alnerican countries have chosen the production
oriented concept as the framework for industry statistics (a) 
because important production analysis uses of data require 
groupings of producing units, and (b) because these uses are the 
ones that require that inputs and outputs be collected together 
on a comparable basis. The production-oriented concept for 
classification systems is discussed at greater length in ECPC 
Issues Paper No. 1 · 
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IV. PlalllliDq for the Alternative, Product crouping system 

A classification system that groups or aggregates products is a 
very different system from an industry classificatior . ... (stem. An 
example of a product grouping system is the central P~"><Juct 
Classification {CPC) prepared by the United Nations St~tistical 
Office. 

A product grouping system2 satisfies a different need--a 
different use of data--trom the one served by an industry 
classification system. A product grouping system is used for 
analyses from the demand side--to define markets to study market 
power or to conduct markating atudiaa, for demand estimation, for 
determining the extent of substitution among commodities, and so 
fort.h. One does not want a product grouping system for studying 
productivity; an industry classification system produces the data 
for productivity analysis. 

A product groupi ng system has the following characteristics: 

(a) It should incorporate, and facilitate the analysis of, 
relationships among products--demand relations, substitution 
relations, marketing relationsnips, uses by consumers or by 
other ultimate purchasers. 

(b) For demand and mark•t analyses, the inputs to production 
generally do not matter for ehe intended data use. As a 

2 The term "product system• has been used to encompass at 
least three different ideas, only one of which is the product 
grouping system. The first, which might be termed the "product 
enumeration system," provides a list of all the products (goods 
and services) that exist. For example, the Harmonized system 
CHS) of the customs cooperation council provides in principle a 
listing of all the products that move in international trade. A 
product enUllleration systea can also contain a grouping system, 
and frequently does so for organizational reasons , though the 
enumeration system's grouping system is not necessarily 
constructed to facilitate economic analysis, and is usually not 
suitable tor analytic purposes. The listings in the product 
enumeration system provide building blocks for the product 
grouping system, which is described in the text. Finally, one 
often needs to list the outputs in each industry of th• indu.try 
classification system. such a l i sting has sometimes been given 
its own name; other times it has been reterred to simply as the 
"index. items" or "indexes"--for example, in the United states, 
the products in the "alphabetical index" ot the Standard · 
Industrial Classification Manual., 1987 (9). This "index system" 
also uses, with certain exceptions , the listings in the product 
enumeration system. 
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consequence, only the outputs matter in a product 9roupin9 
system, no information on i nputs need be collected. 

(c) Accordin9ly, product 9roupin9s may cut across the producin9 
relationships in establi shments, or other produci:i·3 units. 
Establishment outputs may be separated and assi-:i~ .. ~ tn 
ditteu • .-.c. product groupings, as the principles of the 
product grouping system d ictate. 

Because it satisf i•• a different data use, a product grouping 
system is appropriately constructed on a different economic 
concept trom the one that is used tor an industry system. A 
product 9roupin9 system requires a market-oriented, or demand
basad, economic concept. The market-oriented, or demand- based, 
concept for economic classification• is discussed at greater 
lenqth in ECPC Issues Paper No. 1. 

Moreover, there is no reason to integrate a product 9rouping 
system with an industry classification system, and there is every 
reason to avoid linking the two where they are in fact different. 
A product groupin9 system is intended to meet it• own needs, and 
should meet those needs independently of the industry 
class1t1cation system, which is properly desiqned to serye a 
ditterent purpose. > 

Tho three North American countries have aqreed that product 
grouping systems should be established on their own merits, as 
indicated in the following paragraph from their joint statement: 

"The statistical agencies ot the three countries also agree 
that market- oriented, or demand-based, groupings of economic 
data are required for many purposes, includin9 studies of 
market sbare, demands tor goods and services, import 
competition in domestic markets, and similar studies. Each 
country will provide pr oduct data compiled within the 
framework ot its respective statistical system, to meet the 
need for such information. Recoqnizing the increasing 
international trade in goods and services, each country will 
work cooperatively to help improve· commodity classitication 
systems, including the Harmonized System (HS) ot the customs 
co-operation council and the United Nations provisional 
Central Commodity Classification (CPC) system tor services, 
by coordinating efforts and keeping each aqency informed of 
proposals for changes• [ SJ. 

> Some controversy exists on this point, which I believe has 
arisen out ot failure to diseinquish between the purposes tor 
which a product grouping ayseem is needed and the quite different 
!unctions of a system that lists the index items in the industry 
classification system (see footnote l). 

23 



v. Is a conceptual Classification system Practical? 

The approach followed in constructing NAICS involve~: (a) taki ng 
the economic uses of industry data as a starting poi:·, -:;, .~nd (bl 
deriving an economic concept for industry classificatio~s, making 
use of the economic theory that underlies the economic a~4lyses 
that use industry data. Though it is clearly desirable that data 
be constructed in accordance with the implications of economic 
theory, and constructed so that the data meet the requirements 
tor economic analysis, tnere nas been some justifiable concern 
about the practicality of such an endeavor. Can we analyze 
pragmatically and empirically our present economic 
classifications with respect to the theoretical requirements for 
a conceptually based classification system? Can we design new 
and improved classification systems making use of the theory? 

The ECPC and Statistics Canada have produced a number of studies 
that suggest that the task we have set ourselves is indeed 
practical.· 

A. The matrix papers 

In two separate studies [6] {10), U.S. and Canadian 4-digit SIC 
industries were reviewed. Teams in each country asked whether 
individual industries embodied a production-oriented economic 
concept, or e morket-oriented economic concept. 

As explained in ECPC Report No. l, "Economic Concepts 
Incorporated in the Standard Industrial Classification :~dustries 
of the United States" [6], these two reviews combined 
understanding of the economic concepta, aa developed in ECPC 
Issues Paper No. 1, with informed judgments about the 
technologies and the markets that pertain to each detailed 4-
digit SIC industry. The reviews were, first, tests to see 
whether the economic concepts could be implemented in a pragmatic 
way, using mainly the type of information about industries .tnat 
has been used in the past to make decisions about the U.S. and 
Canadian SIC systems. These reviews use the available 
information to assess economic concept•. 

Secondly, the two reviews provide a preliminary assessment of the 
concepts embodied in the U.S. and Canadian systems by past 
decisions. Their results are subject to revision on the basis of 
industry expertise. 

Some present 4-digit SIC industries are already constructed along 
production-oriented lines, or could be, with relatively small 
adjustments to definitions. In the United States, the study 
suggests that a little under a fifth (19 percent) of 
manufacturing shipments come from 4-digit industries that are 
fully defined on the production-oriented concept, and another 
two-fifths (actually 45 percent) originate from industries that 
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could be made consistent with th• concept by combininq and/or 
subdividinq existinq industries (the details tor these est imates 
are conto i~~d in [6)). 

On the other 11and, one could emphasize the other side of the 
picture. F"ul ~y two-t itths of manuf;ictur; nq industr :.c£ ;, ~·,e no 
discernibie production-oriented basis and nearly as larqe a 
proportion of manufacturinq shipments arise in these industries; 
to this one could add the two- fiftha of the manufacturinq 
industries that require some adjustments to be tully consistent 
with the production-oriented concept (as noted in the previous 
paragraph). From those numbers, it is evident that the U.S. 
system as presently developed does not conform to the producti on
or iented concept. 

The situation is about tha sama.. for. t .11&. lS~. services industries 
that were reviewed in the U.S. study. Actually, a slightly 
hiqher proportion of services industries has been defined to be 
consistent with the production-oriented concept, but much 
additional refinement ot service industry definitions will be 
required to produce adequate industrial data. 

A little under a quarter (23 percent) of U.S. manufacturing 
shipments come from SIC industries that have been defined on a 
market-oriented basis . Nearly half of those (10 percent of 
manufacturing shipments) are industries that meet the conditions 
for both production-oriented and market-oriented conceptual 
systems: These were designed "Ideal" industries in the review, 
because statistics for them are appropriate for both or the major 
classes of economic analysis. 

Another 35 percent of •hipmentc arise in industries that have 
some market-oriented basis in their definitions. Many of those 
are cases where production-oriented and market-oriented reasoning 
has been combined into a compromise industry definition that 
fully satisties neither. 

In the traditional view, the classification problem is to find 
ideal industries--those that are satisfactory tor both production 
and market analysis-- on the implicit assumption that deviations 
from ideal in practice can be handled a• •special cases," for 
which case- by-·case compromises can be effected. That ideal 
industries have been tound in the United States in only 10 
percent ot the cases is a measure ot how far the traditional view 
ot the classification problem ia from th• empirical reality ot 
actual industry structure. 

B. Heterogeneity index 

The ECPC has developed a new statistical approach that will 
assist in determining production-oriented economic qroupings. 
This method is explained in ECPC Report No. 2, "Th• Heterogeneity 
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Index: A Quantit ative Tool to Support Industrial Classification" 
[7], which applies the new method to 4-digit manufacturing 
industries in the United States . 

The heterogeneity index is based on t .he following regul.\rity: 
When produci ng units have the same producti on funct. ).,.,,., ~.rod face 
the same input prices, each producing unit wil l exhibit the same 
proportionate expenditure on each productive input (shares of 
i nputs in total cost) as wi l l every other producing unit. When 
producing units have different production functions , their input 
expenditures will differ. The heterogeneity index measures the 
dispersion in relative expe.nditures on inputs among the 
establishments in an industry, or in a proposed industry . When 
the establishments have the same production functions, they will 
have the same input shares i n total costs, and the heterogeneity 
index will be zero. The val ue of the i nde.x rises as 
establishment heterogeneity within the industry increases; that 
is, the index takes on a larger value as establishments with 
dissimilar production processes are combined into a single 
category. · 

The heterogeneity index can be used, in conjuncti on with other 
information, to judge how closely existing industries correspond 
to a production- oriented grouping. It can also be used to 
evaluate proposals to form new production-oriented industries, or 
to breaK apart or combine existing ones. 

ECPC Report No. 2 also compares the results from the new 
heterogeneity index with the judgments that were incorp~rated 
into the matrix of ECPC Report No. l. Note that the matrix 
judgments were formed before the heterogeneity index was 
computed, so that the matrix and the index could ba used as 
independent evaluations. The degree of correspondence between 
these two completely independent evaluations, though not perfect, 
is both intriguing and promising (see ECPC Report No. 2). 

The heterogeneity index is an important new tool that is 
available for implementing a production-oriented economic concept 
in a classification system. 

c. Seryices classitications 

The three North American countries have agreed to give special 
attention to classifications for services industries, as well as 
for high-tech and new and emerging induatrio=. The 
classification of services poses special difficulties and because 
of this the ECPC has released a paper (ECPC Issues Paper No. 6, 
"Serviees Classifications" (4]) that d i seusses the appl i eation of 
a production- oriented economic concept to services industries. 

The ECPC has been especially challenged by those who have said 
that our approach may be practical for goods but will not work 
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tor services. We believe the application of production-oriented 
reasoninq to services industries is practical, and ECPC Issues 
Paper No. 6 discusses practi cal i nterpretations of tr.~ -~~nomic 
concept. Mrreover, the matr i x exerci se (ECPC Report No. l) a lso 
applied the rroduction-oriented conce1>t to services ind1>£tries in 
a praqmatic way, and we beli eve that t!" \ s exercise sh:·•··~ • llat the 
production-oriented concept can be applied to services. 

The task ot classifying services industries will, however, ba 
especially difficult. Additional special reports on the 
classification of services will be released as the work proceeds. 

v . Applications ot the ~cPC ' • Research Approaches to the 
Classification Systems of Other Countries 

We believe it would be especially rewardinq to know the economic 
concepts that have been incorporated into industry definitions in 
classification syste111S outside the United States and Canada. It 
wou l d also be valuable to test the heterogeneity indax on the 
industry classifications of other countries. Exchanqinq the 
results of similar studies carried out on classification systems 
in use in different countries would provide a qood way to 
determine where--that is, in which classification systems~-the 
best ideas for industry groupings are to be found. 

In the past, comparisons of different classification systems have 
more or less given the result: We do ours this way and we think 
ours is best, and you do yours that way and you think yours is 
best. However, we can now do better: Carrying out analysis of 
classification systems alonq tl)e lines of ECPC Reports Nos. l and 
2 and the Statistics Canada study [lOJ potentially provides a 
much more productive exchange of information than has bean 
possible in ~he past. Rather than "splitting the difference" 
between mutually exclusive classification outcomes, perfor11ing 
some economic analysis on classification systems . of th• type 
incorporated into the Statistics Canada and the two ECPC reports 
described in this paper, would produce new and valuable 
information for improving industry classifications. 

Moreover, explicit conceptual analyses of classification systems 
would offer the potential for meldinq the international desire 
tor comparability in industrial statistics with the goal of 
improving the available industrial statistics for the needs of 
users. Rather than setting the two qoals against each other, or 
elevatinq the one over the other, as has somatimas inadvartontly 
been true in the past, we need to qain wider understanding and 
support for a new approach: constructing internationally 
comparable industrial statistics--where internationally 
comparable economies exist--that conform to a consistent economic 
concept provides the worldwide best course tor the future ot 
industrial statistics. 
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REVISING THE UNITED STATES STANDARD OCCUPATIONAL 
CLASSIFICATION (SOC) SYSTEM 

Thomas J. Plewes 
o. s. Bureau of Labor Statistics 

I. Background 

Historically, various United States Federal agencies, 
primarily the Department of Labor and the Bureau of the Census, 
have developed their own separate occupational classification 
systems, designed to meet their own specific statistical and 
programmatic needs. The lack of comparability between these 
various sources of occupational information and data led to 
multi-agency interest in and action to develop a Standard 
Occupational Classification (SOC) system, beginning in 1966. The 
SOC, first published in 1977 and revised once in 1980, was 
intended to provide a mechanism Cor cross-rererencing occupation
related data co1lected by various economic and social statistics 
programs in order · to maximize the analytical utility of these 
data. 

The major underlying principle of classification in the SOC 
is work performed, not skills, training, education. licenses or 
other credentials. More specific occupations are grouped into 
the most detailed soc categories based on ' their similarity in 
terms of work tasks and activities. Other classification 
principles include the following: SOC groupings are independent 
of the work setting, unless it alters the nature of the job; 
supervisors are identified separately from workers; large or 
small size is not a determinative factor for separate 
identification; and comparability to the international standard 
classification of occupations (ISCO). 

The soc was intended to be comprehensive in coverage, 
including a ll occupations for which work is performed for pay or 
profit, including unpaid farm work. The 1980 SOC was comprised 
of 664 distinct occupations at the most detailed level. It was 
not intended to meet all specialized analytical or organizational 
management purposes, but to serve as a general tool for 
reconciling various sources of occupational data. 

In 198 3, the major sources of u.s . occupational employment 
data the establishment-based Occupational Employment 
Statistics (OESJ survey and the Current Population Survey (and 
Decennial Census) of households -- became more comparable when 
each adopted a new classifi~ation structure based on the SOC. 

II. T.he Need for a New SOC 

The soc, unfortunately, never was implemented fully across 
all Federal occupation-related data collection efforts. various 
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federal agencies continue to use their own distinct occupational 
classification structures. For example, the Department of 
Labor's Employment and Training Administration uses the 
Dictionary of Occupational Titles (DOT); the Department of 
Education uses its Classification of Instructional Programs 
(CIP); and the Office of Personnel Management has its own 
occupational classification structure . A.s a result, reconciling 
different occupational data sources continues to be difficult at 
best. In addition, the 1980 version of the SOC is outdated, as 
new occupations -- particularly in technical and health-related 
fields -- have emerged since that time (and are incorporated into 
some of the current occupational classification structures). 

There are other reasons that attention recently has focused 
on occupational information. Concern with the quality of the 
U.S. workforce, skill forma~ion i ssues, and changes in 
occupational structures due to new technology and shifts to 
"high-performance" work organizations, all highlight the 
importance of accurate, timely, and comparable occupational 
information to support program planning, career guidance, and 
training development. As such many users and producers of 
occupational data fee l that it is time to re-exa111i ne the soc ~nd 
to develop a classification structure that meets the occupational 
information needs of the twenty-first century. 

III. Actions to Inform the SOC Revision 

In November 1991, the Office of Management and Budget (OMB) 
designated the Department of Labor as the lead agency to 
coordinate the development of a new U. s. Standard Occupational 
Classification (SOC) system by 1!1!17, i n time for implementation 
in the 2000 Census. Since that time, the Bureau of Labor 
Statistics• Office of Employment and Unemployment Statistics and 
the Dictionary of Occupational Titles (DOT) staff of the 
Employment and Training Administration (ETA) have been working 
together to organize activities aimed at developing information 
and alternative approaches related to classification principles 
for the new SOC. These activities have included commissioning 
contract papers on major occupational classification issues. 

An International Occupational Classification Conference was 
held in June 1993, sponsored by the Bureau of Labor Statistics. 
The Conference provided a forum for the discussion of new ideas 
and alternative approaches to occupational classification issues. 
It included many individuals and agencies directly involved with 
the occupational classification user community, as well as 
international occupational experts from numerous countries. The 
papers, discussions, and ideas generated at the conterence are 
serving to inform revision activities for the SOC. 

Some of the major issue areas addressed at the Conference 
are described below. 
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l. New challenges and alternative approaches to occupational 
classification: Currently, all federal occupational 
classification systems are based on work performed or job titles. 
As the pace of occupational change has increased, many people are 
becoming more concerned wi th issues ot skill~ transferabilicy 
between jobs or occupations in order to facilitate transitions in 
an increasingly volatile economic environment. An important 
issue raised during the conference is whether a new U.S. SOC 
should be based primarily on skill type and skill level, rather 
than work performed. 

2. The fea$ibility and de$irability of creacing a unified 
occup1Jtional classificat1on structure for government statJ.stical 
and programmatic purposes: Although some Federal agencies may 
prefer to maintain their separate classification structures, 
others feel that net value could· be provided to users of 
occupational daca by developing a more unified Federal 
classification scructure. At a minimum, there seems to be 
consensus Chae a more unified Deparcment of Labor occupational 
classification scructure is desirable, and movemenc in this 
direction has been occurring, even prior to the Conference. In 
its final report, the Secretary of Labor's Advisory Panel on che 
Dictionary of Occupational Titles recommended that a 'revised 
Dictionary conform to the classification structure of a revised 
SOC system and, in the interim, conform to th• Bureau of Labor 
Statistics' Occupacional Employment Statistics (OES) system. 

3. How a revised soc could meet the needs of users of 
occup1Jtional information who are dissatisfied with the current 
classification systems: Due to the current system of multiple 
occupational classification structures, users must obtain 
important related infon>ation such as demographic 
characteristics, industry and geographical distribution, worker 
attributes and skill requirements, and wages -- from different 
sources with different underlyinQ classification structures. As 
a result, the information obtained from one source is not 
compatible with information derived from another source, leading 
to frustration on the part of many users. Another source of 
dissatisfaction lies with the perceived currency and accuracy of 
current occupational classification structures. Some structures, 
including the soc, have not been updated for more than a decade, 
and therefore, many new occupations that have emerged as a result 
of new technology and changed forms of work organization are not 
included in current classification struccures. 

4. International perspectives on occupational classificatJ.on and 
lessons for the U.S. soc revision: A full day of the conference 
was devoted to incernational occupational classification issues. 
Th" i ncernacional experience is important for two reasons: One 
relates to the international comparability of data, and the other 
relates to lessons that can be learned from the experience of 
other countries. A decision to move towards a common 
international classification system, such as the International 
Standard Classification of Occupations (ISC0-88), would 
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inevitably result in a loss of nation-specific occupational 
detail that many users of national data re9ard to be critical. 
In addition, there are questions about the degree to which ISC0-
88 is structured on clear, consistent, and appropriate 
principles. The second reason to examine the international 
experience is to try to draw lessons from other countries, many 
of which have recently made substantial revisions to their 
national occupational classification systems. Issues explored 
included new approaches to principles of occupational 
classification (e.9., skill type and skill level); the level of 
effort and resources required and methodologies used to develop 
new systems; and the feasibility and desirability of developing a 
unified national classification system to replace existing 
disparate ones. 

IV. soc Revision Process 

~ollowing the conference, the Office of Mana9ement and 
Bud9et established an SOC Revision Policy Committee, chaired by 
the Bureau of Labor Statistics, with representatives from the 
Bureau of the Census, the Employment and Training Administration, 
the Office of Personnel Management, the Defense Manpower Data 
Center, and, ex officio, the Office of Management and Budget 
(OMB). A Charter for the Committee recently has been approved. 

The Policy Committee is charged with an examination of the 
Federal Government's various occupational classification systems 
for statistical and administrative uses, and with providing 
recommendations to OMB on the structure and implementation of a 
new SOC. The char9e to the Committee includes: (1) identifyin9 
the major statistical uses ot occupation.al classifications; (2) 
identifying and developin9 new concepts, structures, and 
methodologies to determine what constitutes an occupation; (3) 
developing a standard classification system based on these 
concepts; (4) plannin9 the i mplementation of the new 
classification system; .and (5) ensuring that there is ample 
opportunity for widespread public participation in the revision 
process. 

The principal use of a revised SOC would be statistical, but 
it also would serve as a framework for administrative purposes 
and other occupational classi tications. The Policy Committee 
will evaluate the utility of alternative classification 
structures in consideration of the following: (1) Ensuring 
compatibility between the descriptive material of the new 
Dictionary of Occupational Titles (DOT) and the revised SOC; (2) 
current public interest in a skills-based classification system; 
(3) users• needs for historical comparability of data; (4) the 
expertise of other countries in revising national classification 
systems; (5) desirability, but not necessity, of compatibility 
with international occupational classification systems; and (6) 
the need for all Federal Government occupational classification 
systems to be part of the SOC framework. 
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The Policy Committee will adopt processes that ensure ample 
opportunity for public participation. These processes will 
involve all stakeholders, including the range of occupational 
data users, both government and private, as well as data 
collectors and data providers. The Policy Committee will 
consider forming a Consultation Group, composed of Federal 
agencies not represented on the Policy Committee and interested 
public and private parties (e . g . , States, associations, private 
individuals) . Such a group would meet on a flow basis, as 
necessary, to provide input to the work of the Policy Committee. 
Notice of the Policy Committee's work will be widespread and will 
be published in the Federal Register, and all interested parties 
will be given the opportunity to be included on a mailing list. 

The conceptual framewo~k for the new SOC is to be completed 
prior to July 1995 to allow for testing related to the 2000 
Census, as well as for the administration of the 1996 DOT 
National Content .Test. The completed occupat ional classi!ication 
structure shou.ld be available by July 1997 to coincide with 
development of the 2000 Census. 
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COMMENTS ON THE REVISIONS OF THE STANDARD 
INDUSTRIAL AND OCCUPATIONAL CLASSIACATIONS 

Joel Popkin 
Joel Popkin and Company 

The beginnings of the present effort to revise the Standard Industrial 
Classlficatlon (SIC) originated in the Census Advisory Committee structure in the mid 
1980s. At that time, I represented the American Economic Association. At those 
committee meetings, I recall getting the assignment to comment on papers about how 
the SIC ought to be revised, and asking myself why I had not drawn a more 
interesting assignment. I clearly did not recognize that a revolution in economic 
classification was afoot. 

Charles Waite. Associate Director of the Census Bureau, wac handing out those 
assignments, and the papers I commented on were written by his staffers, Pamela 
Powell-Hill and James Monahan. That was 10 years ago, end I think marks the birth 
of this much needed end very importent current effort to conduct a "claan-slate" 
revision of the SIC. Following those developments, Charles Waite plarined and 
convened in Williamsburg what turned out to be a seminal international conference 
on economic classification. About the time the plans for the conference were being 
initiated, Jack Triplett, Chief Economist of the Bureau of Economic Analysis, 
presented at the 1990 Census research conference a very important paper illuminating 
the conceptual issues relevant to the classification of economic activity. Hermann 
Habermann, then Chief Statistician of the U.S. government, lent support to a 
continuation and formalization of those efforts. 

The project to revise the SIC now has a fulr head of steam with a target for 
implementation in the 1997 economic censuses. OMB appointed the BEA lead 
agency, and Jack Triplett is chairman of the government-wide Economic Classification 
Policy Committee (ECPC). There are three elements of U.S. leadership in this 

· significant undertaking. The first was the Williamsburg conference itself. The second 
was the successful negotiation among the countries of NAFTA of an agreement to 
develop a common, North American industrial classification system (NAICS). The third 
key element in the pervasiveness of this effort, and its enhanced chances of success, 
was that the North American plan and the Williamsburg conference ware instrumental 
in prompting Eurostat, the statistical agency of the European Community, to 
reconsider some decisions it had made about Industrial classification end to explore 
moving in the direction of fundamental rethinking of classification systems thet the 
United States has promulgated. 

There are three fundamental kinds of decisions that have to be made in 
designing an industrial classification system. The first is the selection of the unit of 
observation. The second is the concept by which individual observations should be 
grouped. And the third is the hierarchy along which groups should be aggregated. 
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Decisions about two of those three elements have already been made. The first is that 
the classification system will retain the establishment as the unit of observation 
except in cases where its use is not appropriate or feasible. The second is that the 
underlying concept for classification will embody a production-side approach. 
Establishments will be grouped together that share the same kind of production 
techniques and processes. The third issue, that of hierarchy, is still being studied. 

Part of my role here today is that of discussant of the SIC revision process that 
is now underway. Some of you will be familiar with my views and recommendations 
if you have seen the paper I wrote for the Williamsburg conference. 

With respect to the unit of observation, my recommendation was to change 
from an establishment based system to one which I characterized as focusing on 
divisions, departments or subsidiaries (DDS) wittiin companies as units of observation. 
I made that recommendation for three reasons. The first Is that the establishment is 
not as prevalent an economic unit of observation es it once was. That is et least pertly 
due to the advances in telecommunications which permit output to be produced with 
more inputs obtained from different establishments within the company. That leads 
me to the second reason I recommended a larger unit of observation such as the DDS. 
It is that at a higher level of aggregation, the matching of inputs and outputs and the 
full accounting of all inputs may be more feasible and data collection simplified. The 
problem posed in using the establishment is that not all inputs can be accounted for, 
especially some purchased services and inputs of information, technology, and 
management skills from central offices and other establishments within the company. 
I felt that by moving the unit of observation to a higher level of aggregation within the 
company, those inputs could be captured and the activity of separate business units 
!SBOl or DDSs could be relatively well accounted for and measured. That approach 
is not new. It is used currently in the Census M3 report on "Inventories, Shipments, 
New and Unfilled Orders" in which data are collected directly from divisions of 
companies; and it is also being utilized in the Annual Capital Expenditures Survey 
(ACES) that the Census Bureau has developed. The third reason I made this 
recommendation was that it seemed as though it might ease reporter burden to the 
extent that establishment records are increasingly being consolidated at company or 
division levels. Nonetheless, the ECPC recommendation to use the establishment, but 
with a recognition that there may be exceptions, goes some distance to alleviating my 
concern about the use of the establishment. 

With respect to classification concept there were two candidates. The 
production-oriented approach or the market-oriented approach. Each approach serves 
many legitimate uses, and both can be justified. I thought it would be inappropriate 
to recommend multiple classification systems simply because the resources are 
limited. So I thought it was necessary to recommend one approach. For me, it was 
tha demand approach. The ECPC has adopted the production approach, but also has 
indicated that it is undertaking work to develop a structure in which outputs can be 
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classified by market grouping for both goods end services. Such market groupings 
(commodity product classes) already exist in the government. For example, in the 
price statistics program, the PPls classified by stage-of-process indexes reflect a 
merket·oriented measure, while the PPIRs represent the kind of price index that would 
be used to deflate shipments or outputs end measure productivity. I also thought that 
the market-oriented system would fit better into the harmonized system being used 
internationally to collect trade statistics. · 

As I mentioned, the hierarchy Issue is still undecided. One recommendation I 
heve made, described more fully In an article in the November 1993 issue of the 
Survey of Current Business, is to break the large service sector, which as currently 
defined accounts for two-thirds of the economy, into two sectors. Ona pert would be 
called "distribution networks" covering retail, wholesale, transportation, 
communication and other network suppliers. The other grouping would consist of the 
traditional kinds of services which tend to be labor intensive-such as personal and 
business services. 

As if undertaking the rev1s1on of one classification was not enough, the 
researchers of the federal statistical syslem have assumed yet another undertaking-a 
clean-slate look at the way we classify occupations. This effort was lead by the 
Bureau of Labor Statistics which in June 1 993 also convened an International 
conference. I gave a paper at that one, too. It stressed the need to define the unit of 
observation-the job as I see it; then to develop an underlying concept for the grouping 
of jobs; end finally, a hierarchical framework within which those groupings cen be 
aggregated. Among my conclusions in that paper was that occupational classification 
would serve more purposes if It could be thought of in a three-dimensional context. 
Jobs should first be aggregated by both type and skill level. The third dimension, 
though not as well defined, could be along the line of whether the job Involves 
symbolic logical work, production process work, or in-place personal service, a 
classification scheme developtld by Robert Reich rn his book, The Work of Nation!!. 
Perhaps information, goods, end services would be another way to view such a 
classification at higher levels of aggregation. Perhaps, this third dimension would 
capture, a classification index, which in concert with the other two dimensions, would 
approximate how employers view or define the labor markets in which they buy 
factors of production. In eny event, If we move in that direction, our occupational 
classification would resemble a three-dimensional matrix, a Rubik's cube. That would 
facilitate not only the analysis of markets for certain kinds of occupations, but also 
provide a reading on the skill level required for those occupations and the kinds of 
training that lndlvlduals might need to reach that skill level. 

In closing, I think these two efforts to completely revise the SIC and SOC are 
major statistical developments with considerable impacts. I am most pleased to see 
U.S. government statisticians take the lead in achieving progress in these fundamental 
areas. 
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Comments on Economic Classification 
Revisions 

Joe Mattey 1 

May 24, 1994 

1The 1.uthor is Oil the staff of the Board of Govemon of the Federal R.eaerve 
Sy1lem and ia 1. raeuch auociate at the Center for Economic Studies (CES), 
U.S. Bureau of the Cen1u1. Theae remarks are for preaentatioll at the aeminar 
011 clu1ilication 1pon1ored by the Council of Professional :A11ociatio111 Oil Federal 
StatiJtic1, May 25, 1994, in Bethesda, Maryland. The comments reftect the &u· 

thor'• own viewa, not the ofticial views of the Federal R.eserve Syatem or c..n.u. 
Bureau. 
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My rem&rks will be devoted to the induatrial clauification revision plans 
diacussed by Carole Ambler in her pretentation of Jack Triplett'• paper. My 
b&ekground in thia area stems both from my experience using the exiating 
claaisificatlon system-in, for example, an&lyzing productivity developments 
by industry-and from my work with plant-le-.el data u a researcher at the 
Census Bureau's Center for Economic Studies. 

Triplett'a paper addresses We: iuuea. Finl , he &rgues that the United 
States has mounted tlill effort to reviae the clauification oystcm beca111e uaen 
demand it ; for example, uaen find the wting clauification system inade
quate for productivity studies. Second, Triplett explains that this revision of 
the SIC, unlike those in the put, is not going to be riddled with compromises 
among eompeting u.oca. The third acaion explains why a production-oriented 
concept baa been chosen, and the fourth section discuaaes what could be done 
to appease thoee mo.t interated in the clusilication concept that ran a clos
est second, the m&rket-oriented concept that group• product. according to 
their degree of substitutability. The fifth section &rgues that a conceptually. 
baaed classification ayrlem is pr&etical, and the fin.1 Md.ion advocate. th .. t 
the rese&rch approaches of the Economic Clauification Policy Committee be 
applied to the cluaification 1yatem1 of other countries. 

I would like to elaborate on aeveral of the.e issues. First, from the per
spective of productivity atudies in manufacturing, I believe that the need 
for an improved clauification ayatem l&rgely arises from the difliculties we 
have in implementing the exiating ayatem consistently over time and aaou 
aurveys. For example, the four-digit SIC clauification of an individual manu
facturing establishment oft.en diffen depending on whether the code bu been 
assigned on the buis of product detail collected by the Ce11.1ua Bureau or on 
the ba.sia of information available to othen who initially identify the birth 
of new establishments, such u the Social Security Administration, Bureau 
of Labor Statistics or the IRS. Moreover, even within the Census Bureau's 
SIC assigument ayatem, the industry affiliation of multi-product plants can 
switch frequently over time. These clauification difliculties (and deterior,,,. 
ti on in sampling frames for a broader range of reasons) cauae published in
dividual induatry-level time-series to change too abruptly from year-to.ye&r. 
Usera often cope by modelling productivity at more aggregate levels, follow
ing the SIC hier&rchy for the aggregation. But the current SIC hier&rchy 
wu not designed to preserve aimilarity of input structures upon aggregation, 
and the reaulting aggregate analy1e1 often do not make much sense. Thua, 
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for productivity analysi1 there it a demand for an improved SIC system in 
two respects; we will be much better off if the new system achieves greater 
continuity at detailed levels (over time and across data sources) and if the hi
erarchy for aggregation better preserves rimilarities of the production p.rooesa 
upon aggregation. 

Whether tbil collliatency coal will be achieved ultimately ia an ~mpirical 
matter. The production-oriented unifying concepts of the reviled claaaifi
cation system offer tome promise of greater comistency, particularly if the 
process of how things are made in a given establishment tends to be more 
fixed than what an establishment makes. In other words, there is aome hope 
that the new technologically baaed cluaification system will reduce the ex
tent of SIC twitching because it ia euier for, aay, a manufacturing plant to 
alter its product mix among goods that are not close substitutes than it it 
for that plant to change the buic manufacturing process. Ultim&tdy, then, 
a fundamental tuk of clusification it to find meaningful ch&racterinics of 
establiahmenta that are rdativdy fixed. 

A. an economiat, any diaoiuion of fixed farlora of production ~utomati
cally evokes images of the capital stock in place and a!Jo, to a certain extent, 
the human capital embodied in a firm'• employees. The production orienta
tion favored by the committee aeema quite natural. My only advice it that 
when production processes are analysed, particular attention should be paid 
to the fixity of the elements when deciding whether they are defining features 
of the industey. 

Triplett cliscuues how the committee would be likely to proceed in de
termining the defining features of the industry.in the section of biJ paper on 
whether a conceptually-bued cluaificatioo ayatem it practical. Be mentiom 
three studies that demonstrate how cluaification deciaiona could be made. 
Two of these are •matrix papera" that offer subjective descriptiom of the 
extent to which the exilting clusification aystema io the United States and 
Canada fit the production orieo'.tation. A third paper presents a quantitative 
heterogeneity index for use u a diagooetic tool. 

I have had the opportunity to re&d draft. of these papen. The overall 
impression that they leave it that alot of work remain• to be done, partic
ularly on achieving a comemus oo the defining features of industries. The 
Canadian paper puta it well in saying: •Jn the United States, the E.C.P.C. 
has analyzed part of the SIC. There it an oflidal concnrd8.nc:e between the 
two clusificatiom, to the results could be compared for similarly defined in-
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dustries. The initial comp&rilolll ahowed numeroua difre:rences in the way 
the two coUDtries had applied the concept.. (p. 14)" Given this illustration 
that in a subjective process of usignmg characteristjcs to industries, experts 
will clilfer in their application of coneepta, they conclude that it would be 
desire.able to have objective meuures. 

My final rema:b concern the one objective measure of heterogeneity that 
bu received the most attention, the heterogeneity index originally proposed 
by Fra.Dlt Gollop in 1986. The 1econd report of the Clauification Commit
tee present. this heterogeneity index for 1elected manufacturing induatriea. 
The buic procen of uaing the index for clauifieation ltart• with a tentative 
grouping of establiehments into various industries. Then, for each induatry, a 
weighted average of the di1ferences in input cott sharee among establiahments 
in the tentative induatry ia computed. The relative sizes of the establishments 
in tennJ of, 1ay, shipments, can be used u weidits. 

Thus far, this index hu been calculated using only ten types of inputs, 
each of which ia a very aggregate concept: production workers, other labor, 
fuel, electricity, purdiaaed ...mces, agricultural material., mineral input., 
nondurable materiale, durable materials and capital. I must confess that 
when inputs are defined at 1uch an aggregative level, I find the heterogeneity 
index relatively uselese for clueification. To ace thie, one can contrut the 
results of the heterogeneity index for the fluid milk induatry with the mb
jedive proceu illustrated in the U.S. matrix paper. The latter paper states 
that " ... the physical properties of flwd milk dictate many of the processing 
method. and the types of machinery and equipment that muat be uaed to 
handle it (p. 11 ). • I interpret thie u meaninc that if a plant hu the types 
of machinery and equipment epecially desi&Jied for handling flwd milk, than 
it must be a milk processing plant . In contrut, the quantitative heterogene
ity index just loob at the overall cott of capital among planb within the 
induatry, without regard to the type of capital equipment. Similarly, the 
heterogeneity index u computed juat loob at the overall coet of agricul
tural materials, whether or not these materiale have anything to do with the 
defining features of milk production. 

In the cue of capital equipment and 1tructures the use of the aweca
tive data can be defended on the groUDc:b that detailed information is not 
available. However, detailed information on materiale u1e i1 available from 
the Ceneu1 of Manufactu..,... In eome of my own work with the plant-level 
microdata, I have gone to the oppo1ite extreme, lingling out specific detailed 
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materials that compme a large fraction of total materials costs in the indus
try in question. For example, I analyzed the degree of heterogeneity in the 
use by lluid milk processors of whole milk from dairy farms . 

My own statistical work demonstrates some of the ctifficulties one encoun
ters when attempting to develop a quantitative index of heterogeneity, and 
whether or not the Gollop index can be successfully applied depends 011 how 
these issues are resolved. For example, not all plants report data 011 specific 
materials use. Small plants, in particular, omit information 011 detailed mate
rials use because the Census forms instruct them to do so if a. minimum value 
threshold is not surpassed. Moreover, in any given industry, the inquiries 011 

specific materials are restricted to only a. few pre-selected materials. Which 
Ceuo"a form & plaut rc:c::c:i ves depc:ud• on the tentative classification of the 
plant. So, anyone trying to develop a quantitative index of heterogeneity for 
re-classifying plants faces the problem that the data needed to make such a 
recla.ssification might not be collected, exactly because the initial cla.ssifica
tion was inappropriate. 

In summary, the revised cla.ssification ayatem has the potential for helping 
users of the data quite a bit, particularly those interested in production 
function relationahips. However, it seems like alot of work remains to be 
done to develop the conaistency neCded to achieve this benefit. 

' 
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DISCLOSURE LIMITATION METHODOLOGY 



RESTRICTED DATA VERSUS RESTRICTED ACCESS: 
A PERSPECTM FROM 

PRIVATE LIVES AND PUBLIC POLICIES 

George T. Duncon 
H. John Heinz Ill School of Public Policy and Management 

Carnegie Mellon University 
Pittsburgh, PA 15213 

Phone/FAX: (412) 268-2172/7036 
email: George.Duncon@cmu.edu 

1994 July 8 

A paper presented to the Council of Professional Associations on Federal Statistics 
Seminar on New Directions in Stotistlcol Methodology, Bethesda, MD, 1994 Moy 
25-26. This paper draws directly on Duncan, G .. Jobine, T.. and de Wolf, V. (eds.) 
Prtvgte Lives and Public Policies: Confldentlol!ty and Accessibility of Government 
Stotlstics, the final report of the Ponol on Confldentiolity ond Doto Acce33 of the 
Notional Research Council and the Social Science Research Council. Thanks ore 
extended to the panel members for their many contributions to the report. Speclal 
than!Q go to Thomas Jobine and Virginia de Wolf for both lheir contributions to 
the report and for thoughts on thl$ paper. It is dedicated to the memory of Roger 
Herriot, who in hl$ woo In the federal stottstlcol system demonstrated so clearly the 
value of imovotive thinking. 
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RESTRICTED DATA VERSUS RESTRICTED ACCESS: A PERSPECTIVE FROM 
'PRIVATE LIVES AND PUBLIC POLICIES' 

George T. Duncon1 

Carnegie Mellon University 

1. Stewardship of Statistical Agencies. 

A statistical agency is more on ort museum than o confessional booth. 
Certainly the three institutions ore similar in ellctting valuables under pledges of 
protective stewardship-indeed both the survey respondent ond the penitent 
entrust their personol lnformotion. But more consequentially. the statistical agency 
shores only with the art museum a commitment to responsible dissemination to 
the legitimately curious. Alike, the stotisticoi agency ond the art museum must 
address the tension between protection and access. 

Long before statistical agencies hod ever sponsored o survey to obtain 
personal facts, the cloak of confldentiality hod been extended in o rellglous 
setting. In 1215. the Latern IV Council decreed that 'oil the folthtul. of both sexes. 
when they hove reached the age of discretion. ore to confess oil their sins at least 
once o year to their own priest.' (Bok 1983: 76) Tradttlonony, the received 
confession is treated as protected personal information, with the priest serving os 
on instrument of God. On the stotlsticol front. ttwos not untll 1890that U.S. census 
leglslatlon required census wor1<ers to swear under oath not to disclose census 
data except to their superiors. Likewise. ort museums view protection of their 
treasured woll<s os on essential function. Motivating the extension of protection 
by oll ltlree is o pragmatic footing: wtthout assurances of security. each would be 
severely hampered In obtaining the largely voluntary contributions they require. 

How does each institution protect tis data? The priest sJlent to the curious 
is honorable. Contrarily, the ort museum hidden to the inquisitive is ineffectual. 
Likewise, the statistical agency In secreting Its data foils Its mission. 

1Thls paper draws directly on Duncan. G .• Jabine, T .• and de Wolf. V. (eds.) 
Private Lives and Public Policies: Confidentialttv ond Accessibllttv of Government 
Statistics, the final report of the Panel on Confidentiality and Dato Access of the 
Notional Research Counca and the Social Science Research Counci. Thanks ore 
extended to the panel members forthelrmony contributions to the report. Special 
thanks go to Thomas Jabine and Virginia de Wolf for both tholr contributions to 
the report ond for thoughts on this paper. It is dedicated to the memory of Roger 
Herriot. who in his wor1< in the federal statistical system demonstrated so clearly the 
value of innovative thinking. 
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Restricted Data v.ersus Restricted Access 

Whether for museums or stotlsf1c.al agencies. the dual role of protection and 
dissemination is challenging, but these two pillars ca mot be compromlsed without 
nsklng instlMional collapse. Original mlcrodato as collected from sto1!stlcol 
surveys con no more be provided to oil who might wont It than the new Andy 
Warhol museum In Pittsburgh could freely hand over one of hls renderings of 
Marilyn Monroe. 

Generically, two dissemination strategies ore possible: provide the good in 
restricted form. I.e .. as a tronstormatlon, to a quite general audience without 
preconditions on use, or provide access to the good Itself. but only to a restricted 
audience under restricted condltlons. For art museums, the first strategy calls for 
providing reproductions. while the second strategy catls·for guarded galleries. For 
a statistical agency, the first strategy results in dissemination of restricted data. 
The second strategy results In restricted access. Private Lives and Public Policjes: 
Confidentiality and Accessibility of Government Statistics (1993), the report of the 
Notional Research Council/Social Science Research Council Panel on 
Canfidentiofrty and Data Access. explores these two strategies in its Chapter 6. 
The purpose of this paper is to provide some perspective on the ideos and 
recommendations of the report on these topics of restricted data and restricted 
access. 

2. Restricted data 

Resfricted data is a confldentlollty-mottvated transformation of the original 
data; It results from the application of a statistical disclosure limitation technique. 
Before rel~ing o microdalo file, for example. a statistical agency might go 
beyond removing expnctt Identifiers like name. address, and Social Security 
number. To limit disclosure risk. the agency could, for example. give people's 
ages In nve-year intervalS rather than by the exact date of birth. 

Private Lives and Public Policies gives an overview of some key concepts and 
techniques of disclosure 6mitation: 
• DisclG>sure risk. including Identity. attribute. and inferential disc,losure 

• Statistical procedures for disclosure limitation, both for microdata and for 
tabular data 

• Impact of Improved computer and communications technology 

• Recent research on disclosure limitation 

A review and evaluation of statistical disclosure limitation techniques and their 
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Restricted Data versus Restricted Access 

opprtcation is given in the Report on statistical Disclosure Limitation Methodology 
(1994) and in Dolenlus (1988) (also see, Fienberg 1993), so the treatment here will 
not be detailed. 

Disclosure risk 

As explored in Duncan and Lambert (1989), disclosure occurs when a data 
subject is identified from a released file <identity disclosure), sensitive information 
about a data subject Is revealed through the released file (attribute disclosure), 
or released data makes it possible to infer the value of on attribute of a data 
subject more accurately than otherwise would have been possible (inferential 
d isclosure). 

Statistical procedures for disclosure limitation 

Statistical disclosure limitation techniques involve transformations of data to 
limit the risk of disclosure. Use of such a technique is often called ma~klng the 
data, because it is intended to hide characteristic$ of data subjects.: Some 
statistical disclosure limitation techniques are designed for data accessed as 
tables (tabular data), some ore designed for data · accessed os records of 
individual data subjects (microdata), and some are designed for data accessed 
as computer databases. Common methods of masking tabular data are deleting 
table entries (cell suppression) and altering table entries (random error, or noise 
introduction). Common methods of masking mlcrodata are deleting identifiers, 
dropping sensitive variables, releasing only a small fraction of the data records, 
and grouping data values inlo categories. Direct access of computer databases 
raises new statistical disclosure limitation issues which are only recently being 
addressed (see, e .g., Duncan and Mukherjee 1992; Keller-McNulty and Unger 
1993). 

In tl)e case of a public-use mlcrodata fife, statistical disclosure limitation 
techniques can be classified into five broad categories (Duncan and Pearson, 
1991): 

1. Collecting or releasing ontv a sample of the data: For example, the 
Bureau of the Census first released a public-use mlcrodata file with a l-in-
1000 sample from the 1960 Census of Population and Housing. 

2. Including simulated data: This technique has not been implemented, but 
lt Is conceptually akin to Including several identical limousines in a 
motorcade that is under threat of terrorist attack. 
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Restrlcted Dato versus Restricted ACC6$$ 

3. "Bluninq· of the doto by grouQ!na or oddina error to the indMdual 
values: Presenting subjects' ages in 11).year intervals is an example of 
grouping. A microdata file prepared by the Census Bureau for the Nattonal 
Opinion Research Center from the 1980 census masked census tract 
characteristics (e.g .• percentage of blacks, unemployment rate) by adding 
random noise (Kim 19<;{)). 

4. Excluding certain attributes: Information on a doctoral graduate field of 
specialization might be omitted. 

5. Swapping of dQ!o by exchanging the values of certain variables 
between data subjects: The value of some sensitive variable could be 
exchanged for that in. soy. on adjacent record. 

For data released as tabteS. the blun1ng anCf swapping techniques 
described above have been used. Three other statistical cfisclosure limitation 
techniques are unique to tables (Cox 1980): 

1. Requiring each marginal total of the table to have o minimum count of 
data subjects.a 

2. Using o ·concentration' rule. also known as the {N, IO-rule. where N 
entities do not dominate K percent of o cell; for example, requiring that the 
reported aspects of two dominant businesses in a cell comprise no more 
than a certain percentage of o cell. 

3. Using controlled rounding of table entries to perturb entries while 
maintaining various marginal totals. 

Statistical disclosure limitation practices of federal statistical agencies 
The practices of federal statistical agencies regarding stattsticol disclosure 
limitation is well-covered in Jobine (1993b). o paper commissioned by the Panel 
on Confid~tiolity and Data Access. Based on o detailed study of twelve 
statistical agencies, thetr basic finding is that, although most have standards. 
guidelines, or formal review mechanisms, there is great dive<slty In policies, 
procedures. and p ractices among them. 

This finding provides the basis for the Panel's first recommendation In this area (all 
eight recommendations ore given tor convenience in the AppendlX): 

Recommendation 6.1. The Office of Management and Budget's 
Statistical Policy Office should continue to coordinate research work 
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Restricted Dato versus Restrlcted Access 

on statistical disclosure analysis ond should disseminate the results of 
this w0!1c broadly among statisticol agencies. Major statistical 
agencies should actively encourage and participate in scholarly 
statistlcol research In this orea. Other agencies should keep abreast 
of current developments in the oppllcation of statistlcol disclosure 
!Imitation techniques. 

Beginnings hove been mode In Implementing this recommendation. In 
early 1Q92 the Statistical Polley Office convened an ad hoc interogency 
committee of ten persons to be choired by Nancy Kirkendoll of the U.S. Energy 
Information Administration. The mandate of the committee was to review and 
evaluate statistical disclosure limitation methods used by federal stotistlcol 
agencies and to develop recommendations for their improvement. Subsequently. 
the ad hoc committee became the Subcommittee on Disclosure Limitation 
Methodology, operating under the auspices of the Federal Committee on 
Statistical Methodology. Its final product, the Reoort on Stotistical Discl0$Ure 
Umllotion Methodo!oay, notes. 'the development and publication of this report 
Is dlrectty responsive to me CNSTAT Panel's Recommendation 6.1. Whlch,says, in 
port. that 'The Office of Management and Budget's Statistical Policy Office should 
continue lo coordinate research work on statistical disclosure onolysis and should 
disseminate the results of this work broadly among statistical agencies." In the 
report's Chapter VII. o research agenda is laid out for disclosure llmltatlon 
methodology. A reasonable expectotton Is that further progress on dissemination 
will be made by the dlssemlnotton of the Subcommittee's report. the 
presentations at the Council of Professional Assoclottons on Federal Statistics 
(COPAFS) Seminar on New Directions In Statistical Methodology. and publications 
in the OMS Statistical Polley Worlcing Poper series. 

1he Panel was concemed wltti the impact of statisticol disclosure llmltotlon 
procedures on the quality of the data as It is disseminated to data useis. 
Stottsttcal disclosure methods can Nde or distort relations among study variables 
ond result in analyses that ore incomplete or misleading. Because of this 
possibility. policy researchers have expressed serious reservations about the 
Implementation of statistical disclosure limitation (e.g .. Smith 1991). Further, dato 
masked by some disclosure limitation methods can only be onotyzed accurately 
by researchers who ore highly sophisticated methodologically. Based on these 
findings. the panel mode the following recommendation: 

Recommendotton 6.2. Statistical agencies should determine the 
impact on statistical onolyse.s of the techniques they use lo mosk 
doto. They should be sure that the masked dato con be accurately 
onolyzed by o range of typical researchers. If the dato cannot be 
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accurately analyzed using standard statistical software, the agency 
should make appropriate consulting and software available. 

Unfortunately, this recommendation hos yet to be addressed, or to appear 
on the research agenda of statistical agencies. The Report on Statistical 
Disclosure Limitation Methodology is moot on this topic. 

Given the potential difficulties that certain statistical d isclosure limitation 
techniques con cause for analysts, It is Important that federal statistical agencies 
involve data users In selecting such procedures. As Greenberg (1991 :375) notes, 
"survey sponsors and data users must contribute to the decision making process 
In Identifying areas In which some completeness and/or accuracy can be 
sacrificed while attempting to maintain os much data quality os possible.· These 
thoughts led to the Panel's third recommendation: 

Recommendation 6.3. Each statistical agency should actively Involve 
doto users from outside the agency os statistical disclosure limitation 
techniques ore developed and applied to data. 

Steps toward implementation of this recommendation ore being mode 
through the Inclusion of Individuals outside the agency on microdata review 
panels. It remains to be seen whether the views of data users will be adequately 
represented. 

Finally , over the post thirty years various agencies have released public-use 
microdota files successfully. Based on experience, such data dissemination hos 
met a two-pronged test: (1) the microdata flies have been useful to researchers 
and policy analysts and (2) confidentiality hos been protected. Based on this 
finding, the panel mode a final recommendation in thi3 area: 

Recommendation 6.4. Statistical agencies should continue 
widespread release. with minimal restrictions on use, of microdoto 
sets with no less detail than currently provided. 
Given an increased public concem over pnvacy and confidentiality issues. 

Recommendation 6.4 presents a real challenge to statistical agencies. Far easier 
it would be to turn inward and protective. To do so. however. would be to 
abdicate the statistical agency's responsibility to provide the data o democratic 
society needs. 

The panel noted that expansion of the number and richness of public-use 
microdota files to be disseminated would be better justified If oil users were 

49 



Restricted Doto versus Restricted Access 

subject to sanctions for disclosure of information about lndMdually identifiable 
data subjects. Reference was mode to a recommendation. In another chapter. 
as follows: 

Recommendation 5.3 lhere should be legal sanctions for oil users. 
both external users and agency employees, who violate 
requirements to maintain the confidentiality of data. 

3. Restricted access: Administrative procedures to protect confidentiality 

Procedures for providing restricted access to data 1ypicolly establish 
eligibility requirements for access and Impose a variety of conditions governing 
the purposes for which the data can be used. which organizations and Individuals 
con hove access, the location of access. physical security measures, and the 
retention and disposition of initial and secondary aato t11es. 

Arrangements for providing restricted access to federal data tor statistical 
purposes do exist. Jaolne < 1993a) provides 19 examples. includl11g both 
lnterogency data sharing and arrangements with data users external to the 
federal government. 

lnteragency data sharing 

lhere have been Instances of agreements to permit interagency sharing of 
Identifiable, or potentially Identifiable. personal records for statistical purposes. 
Some of the instances Involved transfers of administrative records; Othel3 Involve 
transfers of data collected In statistical surveys. As Identified In Private Lives and 
Public Policies, the mechanisms used to insure confidentiality In a selected set of 
Instances included the following: 

• Making data users In the receiving agency special sworn employees of the 
shoring agency 

• Restricting further dissemination of data and follow up with respondents 

• Periodic on-srte inspections of the receiving agency's security measures by 
the shoring agency 

• Regular review of the benefits of the sharing arrangement 

• Written agreement that a specified data match would not be used for any 
other purpose and that the receiving agency would return the shored data 
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file when the match was completed 

• MinimiZing the possibility of using linked data to identify on lndMduol in o 
public-use file ond then using the survey information in the identified 
Individual's record for administrative purposes by data masking 

In general. on obvious requirement for interogency data shoring is that the 
statutory requirements for confidentiality of oll of the agencies Involved must be 
observed. A second requirement is that the transfer of data among agencies 
must be consistent with statements mode to doto providers when the data were 
obtained from them. 

Developing arrangements for interogency data shoring con be o complex 
and time-consuming process. especially If more than two agencies ore involved 
or if novel opplicotioN of the data ore planned. New initiatives are likely to pose 
new legal, ethical. administrative, ond policy questions. The expected benefits 
in cost savings or better quality dolo must be substantial to justify the level of 
effort and perseverance needed to nnd acceptable answers. It helps If the 
proposed data-shoring arrangements offer benefits to all of the parties 
concerned. 

The success of the instances examined In efficiently using data resources 
while protecting confidentiality support the panel's first recommendation 
regarding restricted access. 

Recommendation 6.5. Federal statistical agencies should strive for a 
greater retum on pubfic Investment In statistical programs through 
carefully controlled increases in lnteragency data shoring for 
statistical purposes and expanded availability of federal data sots to 
extemol users. 

FuU realization of this goal wil require leglslattve changes. os discussed in 
Chapter S of Private Lives and Public Policies, but much can be accomplished 
within the framework of existing legislation. 

External data users 

The availablllty of high-speed computers and sophisticated analytic 
techniques and software have generated vastly increased appetites for federal 
statistical data. In many cases If the data are restricted sufficiently to ensure 
confidentiality, the released data will not satisfy the needs of users. Appropriate 
to such cases. several modes of restricted access for external data users have 
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been developed by stattstical agencies. Some of the Important features of these 
access modes are eligibility criteria, location of access, cost and convenience for 
agencies and users, and methods of protecting confidentiality. Particular modes 
of restricted access Include the following: 

• Use of a fellows program with access at the agency's central facility. tor o 
limited teim, and oriy for projects that the host agency deems to be of 
interest 

• Remote access to computer databases with automated screening of 
batch process programs 

• Use of encrypted CD-ROM products which have statlstical software that is 
restricted so as to prevent the user from obtaining unencrypted lndMdual 
records or stamtics that would tend to disclose individual informotion. 

• Release of mlcrodata under licensing agreements that provide for special 
sworn employee status, authorize unscheduled site visits to the dqta user, 
provide for prepublication review by the disseminating agency, and require 
return or destruction of the data when the research is completed. 

• Ease on-site access of data users by providing access at agency regional 
centers. 

Given this history and the value to society of broad dissemination of federal 
statistical data, the panel made the foDowino two recommendations: 

Recommendation 6.6. Stattstlcal agencies, In their efforts to expand 
access for erlemal data users. should follow o policy of ro~ponsible 
Innovation. Whenever feasible. they should experiment with some of 
the newer restricted access techniques. with appropriate 
confidentiality safeguards and periodic reviews of the costs and 
be~fits of each procedure. 

Recommendation 6.7. In those instances In which controlled access 
at agency sites remains the oriy feasible alternative, statistical 
agencies should do all they con to make access conditions more 
affordable and acceptable to users, for example, by providing 
access at dispersed agency locations and providing adequate user 
support and access to computing facllltles at reasonable cost. 
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Finally the panel supported archiving of Important statlstlcol data: 

Recommendation 6.8. Significant statistical data files. in their 
unrestricted form. should be deposited at the National Archives and 
eventually mode available for historical research uses. 

This recommendation ls intended to cover statistical databases from 
censuses and surveys and those. like the Statistics of Income and the Continuous 
Work History Sample databases. that are derived from administrative records. The 
panel was purposely not specific as to the content of such archived databases 
and the length of time for which confidentiality restrictions should continue to 
apply. Some databases. like the economic and population censuses. might 
include explicit Identification of data providers. Others. especially those based 
on samples. might not include names and addresses. but would not be subject 
to statistical disclosure llmltotlon procedures of the kind that ore applied to public· 
use mlcrodata sets for contemporary use. 

4. Concl~ions 

There is an inverse relationship between restrictions on data and restrictions 
on access: as data restrictions Increase, fewer restrictions on access ore needed 
and vice versa. A given level of confidentiality con be achieved with various 
combinations of restricted data and restricted access. Just as on art museum 
may sell reproductions. provide carefully monitored access to gallerles. and allow 
qualified art historians considerable lotilude In examination of a work, a statistical 
agency must choose on appropriate mix of data products to disseminate that will 
seive the needs of their various data UsefS. A strong begimlng hos been mode 
by the federal statistical system in developing a research and Implementation 
agenda for restricted data. This Is evident from the important contribution of the 
Report on statistical Disclosure Limitation. I ponder the contribution that might be 
mode through a comparable effort in developing o research and Implementation 
agenda for restricted access. No less. I ponder the restricted data and restricted 
access procedures that will be required to ensure data access with confidentiality 
in the computer databases of the Global Information Infrastructure. 
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APPENDIX. Recommendations 

Recommendation 6. 1. lhe Office of Management ond Budget's Statistical Policy 
Office should continue to coordinate research worlc on statistical disclosure 
analysis and should disseminate the results of this worlc broadly among statistical 
agencies. Major statistical agencies should actively encourage ond porttclpote 
in scholarly stotislicol research in this area. Other agencies should·keep abreast 
of current developments in the oppfication of statistical disclosure limitation 
technlQues. 

Recommendation 6.2. Statistical agencies should determine the impact on 
statistical analyses of the techniQues they use to mask dote. They should be sure 
that the masked dote con be accurately analyzed by a range of typical 
researchers. If the data cannot be accurately analyzed using standard stotlsttcal 
software. the agency should make appropriate consulting and software 
ovoiloble. 

Recommendation 6.3. Each stotisticol agency should aciiveiy Involve data users 
from outside the agency as stotlsticol disclosure limttotlon techniques ore 
developed and applied to dote. 

Recommendation 6.4. Statistical agencies should continue widespread release, 
with minimal restrictions on use. of mlcrodoto sets with no less detail thon currently 
provided. 

Recommendation 6.5. Federal statistical agencies should strive fa a greater 
return on pubflc investment in stottstlcol programs through carefully controlled 
increases in interogency dote shoring for stotlslicol purposes and expanded 
ovollobillty of federal data sets to external users. 

Recommendation 6.6. Statistical agencies, in their efforts to expand access fOI' 
external data users. should follow a poflcy of responsible innovation. Whenever 
feasible. they should experiment with some of the newer restricted access 
techniQues: with appropriate confidentiality safeguards and periodic reviews of 
the costs and benefits of each procedure. 

Recommendation 6.7. In those instances in which controlled access ot agency 
sites romoins the only feasible alternative, stotisllcal agencies shoutct cto on they 
con to make access conditions more affordable and acceptable to users. fOf 
example, by providing access ot dispersed agency locottons end providing 
adeQuote user support and access to computing tociitties ot reasonable cost. 
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Recommendation 6.8. Signlflcont statistical data files. in their urvestricted form. 
should be deposited at the National Archives and eventually mode available for 
hlstoncol research uses. 
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Statist!c:a! Disc:losure U mW.tion Mdhodology 
by 

Nancy J. Kirkendall, Eocrgy Information Administtation 

Statistical Policy Working Paper 22: Reporr on Slarisrical Disclosure limitation MtJhodology 
was released in May 1994. This working paper reflects the efforts of the Subcomminec on 
Disclosure Limitation Methodology of the Federal Commiaee on Statistical MethodOIOiY. I was 
the chair of the Subcommittee. The other members are William Arends, National Agriculrural 
Statistics Service; Lawrence Cox, Envirormiental Prot.cction Ageocy; Virginia de Wolf, Bureau 
of Labor Statistic.<; Arnold Gilbert, Bureau nf F.cnnnmic Analysis; Thomas Jabine, Comminee 
on National Statistics; Mel Kollander, Environmental Protection Agency; Donald marks , 
Department of Defeme; Barry Nussbaum, Environmental Protection Ageocy; and Laura Zayatz, 
Bureau of the Census. 

Working Paper 22 presentS a basic illlroduction to statistical disclosure limitation, describes the 
methods wed by 12 Fcdctal Statistical Ageocics, provides IDQrc detail on 1eebniqUC$ used co 
pl'Olcet tables and microdata, and discusses needed research. It also presents the Subcommittee's 
recommendations. The previous Statistical Policy Working Paper on the subject of disclosure 
limitation was Slailsrlcal Polley Worl:fng Paper 2, which was publisbed in 1978. White Working 
Paper 22 is an update of Working Paper 2 in some seme, one of our primary purposes was to 
summarize and descnl>e the current techniques which are used to prot.cct data, and to make 
recommendations concerning what the subcommittee felt should be done. It is primarily 
intended to serve as a practitioner's handbook. 

The purpose of this paper is to summarize the information and the Tecommendations made in 
Working Paper 22. 

Disclosure Limitation 

"Fedenll agencies and their contractors who release statistical 12ble6 or microdata files are often 
required by law or established policies to pl'Olcet tbe confidentiality of individual information. 
This conrldentiality requirement applies to releases of data to tbe general public; it can also 
apply to releases to other agencies or even to other units within tbe same agency. The required 
protection is achieved by tbe application of statistical disclosure limitation procedures whose 
purpose is to ensure that tbe risk of disclosing confidential information about identifiable 
persons, businesses, or other units will be very small.'' 

The historical method of providing data to the public is via tables. Beginning in 1962 with the 
advent of tbe computer age, agencies also started releasing micrexlata files. !n a microdata file, 
each record contains a set of variables that pertain to a single respondent. The variables relate 
to that respondent's reported values. However, there are no identifiers on the file. and the data 
may be disguised in some way to make sure they do oot reveal the respondent's identity. 

1Suulsrical Policy Worlcing Paper 22: Rqxm on Su1lisrical Disdosure limiuuion Mtthodology. p. 
I. 
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For our purposes there are two types of disclosure. Identity disclosure, occurs when a specific 
respondent can be identified from the data. Identity disclosure is particularly important to 
microdata files, and the solution is to limit or modify the identifying information on the file. 
Attribute disclosure occurs when confidential information about the respondent is revealed. 
This type of disclosure is particularly important to tables (where it is assumed that one might 
know if a person is represented in the table), and the solution is to make sure a sufficient 
number of respondents contribute to each cell in the table. 

A distinction is also made between tables of frequency data and tables of magnitude data. A 
simple example illustrates the difference. AsSUtne that a survey provides data on a person's 
profession, his salary, and the county in which he lives. Let us assume that in Franklin county, 
we had the following three respondents who reported that they were doctors. 

Example Cell in Profession x County table 
{Doctors, Franklin county}. 

Number Count Salary 
1 1 $600,000 
2 1 $ 75,000 
3 1 $ 75,000 

Total 3 $750,000 

With this example, if we publish the total for counts (3), we say we have count data. If we 
publish the percent of people surveyed who were doctors, we say we have frequency data. With 
frequency or count data every respondent contributes exactly the same amount to the cell, and 
methods of identifying sensitive cells depend only on the number of respondent~ connibuting to 
a cell. 

On the other band. the salaries are called magnitude data. Here the respondent's contribution 
to the cell total depends on his reported value. Let us assume that the two doctors who are less 
well paid are local general practitioners, and the third is a heart surgeon who works in the city, 
but lives in Franklin County. Publishing the total salary would allow each of the local doctors 
to make a very good estimate for the salazy of the heart surgeon. If they can estimate bis salazy 
"too closely", we would say that we have attribute disclosure. Thus, for tables of magnitude 
data, the method of determining sensitive cells depends on the values reported by each 
respondem. 

In the next few sections of Ibis paper. we will illustrate the methods used to protect data and 
present the SUbcommittee's recommendations. Section 1 concerns tables of frequency or count 
data; Section 2 tables of magnitude data; and Section 3 microdata. Section 4 is a summary. 
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1.0 Tables of Frequency (Count) Data 

A cell in a table of frequencies or counts is sensitive if there are too few respondents. The 
methods used to protect such cells include: 

1. Collapse categories (combine rows or columns). 

2. Suppression. 

3 . Controlled (random) rounding. 

4. Confidentiality edit. 

Both collapsing categories and suppression are widely used by Federal agencies, and have been 
for years. Random rounding and controlled rounding have not actually been used by Federal 
agencies. The confidcqtiality edit is a new method which was used to protect tables from llu:: 
1990 decennial Census. 

Assume tllat cells are aermed to be sensitive If !hey have lhree or !ewer respondi;nts. Tile 
following table is an example we will use to illustrate different ways of protecting the sensitive 
cells. The cells which are sensitive are printed in bold with an asterisk. 

Table 1 - Example - with Disclosure 

Household Head Education Level 

County Low Med High Very High Total 

A 15 p 3• t• 20 . 
B 20 10 10 lS SS 

c 3• 10 10 z• 25 

D 12 14 7 z• 35 

Total 50 35 30 20 135 
-ource: 1'lwnocJ1 taken rom c.:o.x, Jonmoo, , Neoon oa Vazquez llYOJJ. · ... ~. row ou"" co umn u~•& are 

fictitiol.LS. 

1.1 Combine categories 

As noted above, one way of protecting the sensitive cells is to combine rows and/or columns. 
In tbe following table, tbe education levels are combined into two categories. Clearly, the result 
is that there are no sensitive cells. However, a lot of information is lost. 

59 



County 

A 

B 

c 
D 

Total 

1.l Snppression 

Table l - Example Wit.bout Disdosun 
ProtedioD Pro'fided by Combining Raws or Columns 

Household Head Education Level 

Low/Medium High/Very High Total 

16 4 20 

30 2S SS 

13 12 2S 

26 9 JS 

8S so 13S 

The second melhod of providing protection is to simply withhold from publication 1be sensitive 
cells and a combination of other cells in each row and column so that it is not possible; to derive 
the value of the sensitive cells by subtraction using the published marginal totals. Clearly, we 
need at least two SllJlPressed cells in every row and column. but is that enouib? The answer is 
no, and here is the counter example. 

County 

A 

B 

c 
s 

Total 

Table 3 - Example With Disclosure 
Protection Not Provided By Suppremon 

Household Head Education Level 

Low Med Higli 

IS s, s. 
20 s. s, 
s, 10 10 

Si 14 7 

so 3S 30 

Very High Total 

s, 20 

IS SS 

s, 2S 

s. 3S 

20 13S 
w .rce: Numvi.n taa:cn uum \;OX, 11n1nson, Mc..,,,,, ... ,..,, NCILIOR a,,.. vaz.Quez UYO.JJ. 11UCJ, row ana co w:nn heaame are 

fiaitiou1. 
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To show that this table still conia.ins disclosures, consider the sum of row 1 and row 2 minus 
tbe sum of column 2 and column 3. This reduces to the following equation: 

(15 + s, + s, +S,) + (20 + s, +Ss + 15) - cs, + s, + 10 + 7) 

- (S, + s, + 10 + 7) ~ 20 + 55 - 35 - 30 

or 

s, ~ 1 

This illustrates that selection of cells for complemenwy suppression is not a trivial matter. 
Methods of linear programmlllg are used to select the set of cells which are "optimal" in 
some sense and which prorect the sensitive cells. The following table with suppressions docs 
proteet the sensitive cells. 

County 

A 

B 

c 
D 

Total 

Table 4 - Example Without Disclosure 
Protection Provided by Suppression 

Household Head Education Level 

Low Med High 

15 s s 
20 10 10 

s s 10 

s 14 s 
so 3S 30 

Very High Tolal 

s 20 

15 55 

s 2S 

s 35 

20 13S 
-~: _e:a ......... -x. • ,..,_ - Y&r.quc:z \170..0J. 1 ~. row &I .. ""'11i11•1U ..,..,ma are 

This example leads to the fim of our recommendations. When suppression is used to protect 
tabular data, whether frequency or magnitude data, tbe table with suppressions should be 
audited. Auditing involves applying a linear programming algorithm to calculate the largest 
value a suppressed cell can take and the smallest value it can take. If the largest value and 
the smallest value are equal, the cell total is revealed exactly. If they are "too close" then 
the cell value can be estimated "too clo,,.,1y". 

1.3 Random Rounding or Controlled Rounding 

With random or controlled rounding, each cell count is rounded using some base value. ln 
the following example, the base value is 5. In this case each cell cowu can be wriacn as 
X .. Sq + r. For random rounding each cell is rounded at random. This cell would be 
rounded up with probability r/5, and down with probability 1-r/5. The problem with this 
procedure is that tables do not add, as illustrated in the Table 5. 
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County 

A 

B 

c 
D 

Total 
ource; r"IUmoers 11.&en 

ficti.ttou.a. 

Table 5 - Example Without Disclosure 
Protection Provf.ded by Random Rounding 

Household Head Education Level 

Low Med High Very High 

15 0 0 0 

20 10 10 15 

5 10 10 0 

15 15 10 0 

50 35 30 20 

Total 

20 

55 

25 

35 

135 
rom U>X, JOnm;OO, "1C.&.JUIMUY. NCI.WO ana vuqucz llY6)J. 11.1es. row 4'JJU column neaamg are 

Random rounding has been used by Statistics Canada and was used by the New Zealand 
Department of Statistics before they moved to controlled rounding. The New Z-caland 
Department of Statistics moved to controlled rounding primarily because users complained that 
the randomly rounded tables did not add (George and Penny, 1987.) 

Controlled rounding is like random rounding except that a linear programming method is used 
to impose the constraint that the table must add. Controlled rounding was a topic of research 
during the 1980's, and for two dimensional tables and most three dimensional tables current 
methods work very well. It was proposed for use with the 1990 decennial census (Greenberg, 
1986), but has not yet been used' by any Federal statistical agency. An example of our tal-' 
protected with controlled rounding is presented below. 

County 

A 

B 

c 
D 

Total 

Table 6 - Example Without Disclosure 
Protection Provided by Random Rounding 

Household Head Education Level 

Low Med High Very High 

15 o · 5 0 

20 10 10 15 

5 10 10 0 

10 15 5 5 

50 35 30 20 

Total 

20 

55 

25 

35 

135 
ourcc: nU01DCrs taken trom \,:OX. '"""uvn . .in1wuvna1a, Nelson llKl v.uquet \lYO~J. 1wes, row ..... co umn llc;A\lutg are 

fictirious. 
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1.4 Confidentiality Edit 

All of the above methods are applied to a specific table. If the table is changed in some way, 
or another table containing data from the same data file is constructed, another detailed analysis 
must follow to assure that consistent protection is applied. 

The confidentiality edit is a new method which was developed at the U. S. Census Bureau and 
used to protect tables from the 1990 Census (Griffin, Navarro, and Flores~Baez, 1989). With 
this method the original microdata file is manipulated (much as it would be if it were going to 
be released for public use). After manipulation the microdata file can be used directly to ma.kc 
tables. Other tables made from the same manipulated microdata file will also be protected, and 
the protection will be consistent. The approach described below was used for the regular 
decennial Census data file (the 100 percent data file) , it uses a microdata protection technique 
called "data swapping" or "switching" (Dalenius and Reiss, 1982). 

To apply the confidentiality edit the following steps are applied. 

1. Take a random sample of records from the microdata file; 

2. Find a match with them in some other county, based on a set of key variables; 

3. Swap all other variables on the matched records; 

4. Make tables 

After the confidentiality edit, our table might appear as below. 

Table 7 - Example Without Disclosure 
Protection Provided by Confideritiality Edit 

Household Head Education Level 

County Low Med High Very High 

A 13 2 4 2 

B 18 12 8 17 

c 5 9 11 0 

D 14 12 8 1 

Total 50 35 30 20 

Total 

20 

55 

25 

35 

135 

The only disadvantage I have seen quoted is that the table does not look as if disclosure 
limitation has been applied. 

63 



1.5 Recommendation 

While each of these methods bas advantages and disadvantages, the Subcommittee was unable 
to determine which of these methods were preferable in terms of the level of protection applied, 
and the usefulness of the result. Our recommendation is that further research should be done 
to address this question, and the result widely disseminated. 

2.0 Tables of Magnitude Data 

For tables of maJ:llitude data only two methods can be used to protect sensitive cells. They are 
combining categories, and suppression. Each has the same strengths and weaknesses as 
discussed above, and if suppression is used the table should be audited. For tables of magnitude 
data, the new question is how to identify sensitive cells? 

We indicated above that the respondents' reported values are used. In fact, cells are identified 
as sensitive if a simple linear combination of respondent level data is positive. The linear 
equation is called a linear sensitivity rule and the coefficients depend on the specific rule used 
and the parameters chosen. There are three rules which are commonly used: 

(n,k) rule - a cell is sensitive if n respondents contribute k3 or more to the °cell total; 

p-perceru - a cell is sensitive if the published total can be used to estimate any 
respondent's data more accurately than p-percent; 

pq ·- lilce the p-perceru rule, but ack:nowledges that before data are published, common 
knowledge allows estimation of any respondents' data to within q percent (q > p). 

Recommendations 

The Subcommittee's recommendation.~ for tables of magnitude data are: 

I. Only subadditive linear sensitiviey measures should be used to identify sensitive cells. 
Subadditivity is a mathematical property that assures that if two or more cells are not 
sensitive, then their sum (union) is not sensitive either. Fortunately, all three commonly 
used linear sensitivity rules are subadditive. 

2. The committee prefers the !>:percent or pq rules as providing more consistent 
protection. 

3. Suppression or collapsing categories are the only accepted methods of protecting 
sensitive cells. 

4. The parameter values used in practice should not be revealed. 

5. Tables containing suppressions should be audited. 
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For tables of magnitude data research is needed into identifying summary statistics to publish 
as a replacement for a sensitive cell total. If it could be shown that lhe summary statistics do 
not reveal individual data, they could be used instead of suppression and provide users wilh 
more information. 

3.0 Microdata 

For tables, we have associated "disclosure" with the publication of "sensitive cells", and have 
justified a simple way to identify which cells are sensitive. Once that is done, several 
approaches have been used to protect the ~~itive cells. Unforrunately, for microdata files there 
is no standard agreed to defmition of what constitutes "disclosure•, other than uniquely 
identifying an individual in a data file. 

The following four common ways to protect microdata files are used by virtually every agency 
which releases microdata files. 

1. Use only a ·sample of the population. (A sample protects an individual 's data, 
because it is not generally known whether or not a particular individual is included in the 
rue.) 

2. Remove obvious identifiers (eg. name, address, social security number). 

3. Limit geographic detail (detailed data about an individual from too small a geographic 
region increases the risk of identification.) 

4. Top code, bottom code and\or recode continuous high visibility variables. (Recoding 
continuous variables essentially makes them discrete. 1be larger values att shown only 
as greater than some number, the smaller values are shown as less than some number, 
and the intermediate values are assigned to a rang~.) 

Salary is an example of a high visibility continuous variable. It may take many different values, 
and either very large ones, very small ones, or very precise recording of the value may reveal 
a respondent's identity. (Like our highly paid bean surgeon.) Other ways of protecting 
microdata are also applied to high visibility continuous variables. They include: 

5 . Masking (add or multiply by random numbers); 

6. Swapping or rank swapping (find two records which match on a selected set of 
variables and exchange (swap) the remaining variables); 

7. Blank and impute for randomly selected records. (randomly select a set of records, 
eliminate specific reported variables and replace them by imputed values); 

8. Blurring - aggregate values across small groups of respondents. (find a group of 
respondents, average some of their variables, and replace the reported values by the 
average.) 
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Recommendations 

The subcommittee could only make one fairly obvious recommendation for protecting microdata 
files. 

Remove direct identifiers and limit other identifying information. 

Research is needed into defining disclosure or an unacceptable likelihood of disclosure for 
microdata files. Another area of needed research is into the impact of disclosure limitation 
techniques on the usefulness of the resultant data file. The subcommittee believe.~ that reseateb 
into these topics was of the highest priority. 

4.0 General Recommendations and Summary 

In addition to the specific recommendations above, the subcommittee had the following general 
rccon:uncndatiom. Agencies should 

1. Seek advice from respondents and data users. Respondents should be asked about 
variables they consider sensitive and those they do not consider sensitive. It. would be 
better if agencies applied disclosure limitation methods only to variables eonsidered 
sensitive by respondents. Data users should be offered the opponunity ro comment on 
disclosure limitation methods. Agencies should use this information in selecting the 
disclosure limitation methods to use. 

2. Centralize review of disclosure limited products within an agency. A centralized 
review of disclosure limited products assures consistency in the application of disclosure 
limitation within an agency . In addition. a centralized review provides greater assurance 
that the data are adequately protected. 

3 . Share software and methodology. AgeDCies need to help each other to assure 
consistency in practice, and to make more advanced methodology and software widely 
available . 

4 . Agencies which release the same or similar data sets should cooperate in the 
application of disclosure limitation to those data sets. If there is no coordination, it is 
more likely, for example, that cells selected for complementary suppression by one 
agency, might not be suppressed by the other agency. This would lead to disclosure . 

"Ibis paper bas provided an elementary description of statistical disclosure limitation methodology 
and the principle recommendations of the Subcommittee on Statistical Disclosure Limitation 
Methodology. Working Paper 22 provides considerably more detail on statistical disclosure 
limitation methodology. agency practices and needed research. It also provides an extensive 
annotated bibliography. The Subcommittee hopes that you find the information useful. 
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Discussion of Presentations on Statistical Disclosure 
Methodology• 

Stephen E. Fieaberg2 

1 Prologue 

Tb.is put wffkend my wife and I were attending a Bat Mitzvah and the 

daughter nf our friends read her portion of the Torah from the Boolt of Num-

6cra deal.iug with ilie a:mus of tbe braellt.es ID \be dese:n. Al I listen~ to 

her, I read thia paasage from the bible a.gain with special care with the hope 

of some divine i11Spiration for my diecusaion of the two pa.1>"!9 presented to

day. Let me •hare with you what I learned about disclosure limitation. 

Fint, the cellJU4 aeemed to be much e&lier to take than we have found 

to be the cue in modem time1 in the United Staies. There is no mention of 

a.n undercount, differential or otherwi1e, although women and children w..,.., 
intentionally omitted from the coU.11t. It turllJ out that there were 603,550 

Israelites a,ged 20 and above, and the bible gjves various breakdowns of these 

totals, without any reference to or apparent concern for confidentiality. 
1Ptwn~ at "Seminar on New~ ill Sl&llol.ical MdhodoloQ," lpODIOl'ed by 

the Cowicil ol Prof·mi"" • I "--<iatiou °"Federal Sl&tio&ico, Belh.da, MD, May 2>26, 
1994 

2Stei>""11 E l'i.tobe.g ;,, Mami .. Fallt Ptol- ot Sl.aiiftioo ... d So<i.J Scicace •• 
Camegie Mellon Univeniiy, Piuat.wp, PA, 1~213. Tbe prepa<Mion ol thio dlacuaoioo 
,.. suppor~ in part by a grao\ from the Natural Scienca and Eogineeria.g Raearch 
Council of Canada \o York Uni-.ity. 
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Second, the 12 tribes were organized around the tabernacle and in tha.t 

sense we could think of the tribes aa corresponding to geographic areas. Part 

of the reported data goes down to subgroups whose order of magnitude is a 

few thousand. Clearly, this would not meet the Census Bureau requirement 

for the release of identification of geographic codes for microdata sets where 

the threshold is now 100,000. 

Third, while the bible contains no cross-tabulations as we know them 

today, it does include considerable information that could be displayed, in 

cross-classified form. But even the smallest numbers reported, e.g., the 273 

for the number of first born of the Levites, would not seem to provide an 

example requiring cell suppression. 

Fourth, the bible actually releases the names of several individuals who 

participated in the census, especially the names of a number of the tribal 

leaders and their oona. This suggests tho.t the forodites didn't have any 

hang-up a.bout the issue of uniques in the population for the release of cen· 

sus data. The idea seems to be that there is the need to distinguish whether 

or not the release is in fact harmful. After all, everyone knew that Moses, 

Aaron, and a number of others were included in the census and what their 

demographic classifications were. Therefore, identifying them by name did 

not compromise them in any way. 

Finally, there were few or no subsequent releases from the biblica.J census 
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so we don't have much evidence about how the Iaraelites would have treated 

conoema about confidentiality. We do know, however, that there wu nothing 

a..uesponding to Title 13 in the Torah or in the commentaries 1uch u the 

Talmud. 

Having noted all of this in the way of prefatory remarks, let me now tum 

to the two papen in this session. 

2 Duncan on Private Lives and Public Policies 

George Duncan hu summarized the major recommendations from Chapter 6 

of Private Lives and Public Policiea, a report issued by the NRC-SSRC panel 

he chaired u they relate to statistie&l procedures to protect confidentiality. 

His paper begins with a. discussion of a 1215 LUern "fl/ Council decree on 

confidentiality and quickly shifts to 1t&tistie&l agencies' dual role of protector 

and diswminator of data.. He then takes up the panel's themes of reotric~ 

data (via some tr&111formation) versus restricted a.ccess. To do thi1, be needa 

to define disclosure and, in keeping with the literature, discusses this at three 

levels: individual disclosure, attribute disclosure, and inferential cliscloeure, 

and he lists some standard techniques for providing restricted data to achieve 

disclosure avoidance. This material is a brief introduction to thAl which is 

covered in much grater detail in chapter Il of the draft Federal Committee 

on Statistic&! Methodology Working Paper 22, SWUtical Diaclonre Limi14-

tion Methodology, described by Nancy Kirkendall. In my remarks I will focus 
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on the panel's recommendations regarding restricted data and those aspects 

of the topic dealt with in Working Paper 22. 

Because of the great diversity in policies and practices of the statistical 

agencies (documented in the panel report and in chapter III of Working Pa

per 22) the panel recommended that OMB should continue to coordinate 

research work on disclosure limitation and disseminate the results widely. 

The existence of the Subcommittee on Disclosure Limitation Methodology 

of the Federal Committee on Statistical Methodology and its recently re

leased working paper represent OMB's and the agencies' positive respo~. 

The panel's second recommendation relates to agency assessments of the im

pact of their own data disclosure limitation techniques and Working Paper 22 

remains silent on the matter, a point to which I will return in a few moments. 

A few years aco I argued that the statistical agencies in the U. S. cleatly 

were using techniques that were too conservative, i.e., that they erred too 

much on the side of restricting data in order to ensure that guarantcco of 

confidentiality a.re not compromised as opposed to increasing the extent and 

utility of released data. I was immediately challenged and I offered as evi

dence to support my proposition. the total absence of anecdotes where, despite 

agency actions, confidentiality had been breached. Agencies must remember 

that they are only public protectors and not owners of the data and they 

need to involve users in the choice of disclosure avoidance procedures. This 

is the third of the panel's recommendations and this, according to Duncan, is 

in the process of implementation by a number of agencies. The panel's final 
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recommendation encouraged the continued widespread release of microdata 

sets. 

I have watched the NRC/SSRC panel from conception through the com

pletion of its report. While the four recommendations I have singled out here 

from Chapter 6 of the report sound much like apple pie and motherhood, they 

and the other recommendations of the panel are clearly designed to move the 

practice of statistical data disclosure forward and encourage the development 

of a statistical basis for confidentiality practices. I heartily recommend the 

report and its companion volume of technical commissioned papers which l!P

peared as a special issue of the Journal of Official Statistic$ in the fall of 1993. 

3 Kirkendall on Statistical Disclosure Limitation 

Methodology 

Nancy Kirkendall hu described some of the ideu and materials from Work

ing Paper 22 of the Federal Committee on Statistical Methodology Subcom

mittee on Disclosure Limitation Methodology, an activity which she chaired. 

This working paper needs to be considered against the backdrop of an earlier 

Federal Committee on Statistical Methodology workin,g paper oo the topic 

issued in 1978. What we have here ia & m&jor update with con•iderable detail 

and an extensive annotated bibliography. Depending on how we approach 

the topic, w.:: fwd both good news and bad. 
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First, the good news. Much has happened in the intervening 16 years. 

The earlier working paper was technically innovative and it served as a cata

lyst to the development of new disclosure limitation methodology, especially 

in such agencies as the Bureau of the Census, but also by those in univer

sities such as George Dune&n and my former colleague Diane Lambert, and 

by Tore Dalenius, my fellow discussant today. The new working pa.per doc

uments many of Lb"'"' adviwces and the extent of the reseo.rch developed 

is impressive. So too are the advances in the uses of disclosure limitation 

methodology by federal statistical agencies. The current agency practices •. as 

described in chapter Ill of Working Paper 22, are far more advanced thanks 

both to the methodological developments and to attendant advances in com

putation. In these senses, the new w9rking paper represents a major progress 

report on the health of the federal statistical system. 

Next, the bad news. I found the new working paper disappointing, largely 

hecause it represents an intellectual badcsliding from th" innovative stance 

staked out by its predecessor and because of its failure to adopt what I would 

argue is a badly needed statistical founda.tion for the very methods whose 

cause it advances. Let me explain. 

Chapter Il of the report captures some the current discussions in the liter

ature about the the definitions of disclosure, but it fails to build on Dalenius' 

statistical definition of disclosure that formed the foundation for the structure 

of the 1978 paper. As a consequence, we have descriptions of methodology 
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such aa cell suppression which, while seemingly advanced, represent mathe

matics but not statistics. The techniques have been honed so that they can 

be implemented for large collections of croea-claasiiicationa utilizing linear 

programming and other techniques but we are never told, either by those 

who developed the approach or by the Subcommittee preparing this working 

paper, what statistical criteria the methods attempt to optimize and the ex

tent to which they succeed. Tbua we are told, for example, about the n-1 

to keep the va)ue:s of " aud p i11 the cell suppression rules confidential, but 

there is no recognition that statistical learning by those outside the agency 

might easily make such a statement essentially moot. Similarly, in the discus

sion of three-way and multiway crou-claasifications, there is no recognition 

of relevant statistical methodology that might inform the very methods un

der discussion such aa the probabilistic theory for Frechet bounds on cell 

values (e.g., see Kwerel, 1983). When we get to the discussion of research 

issues relating to cell suppression, we find more of t he same: advances in opti

mization of network flow methods, more elaborate computer progT&ms, faster 

softw,.,..._ Whett is the 1utiatica in outistical diadosure l.im;utioG metbodol· 

ogy? Where is the recognition th&t the data collected by statistical agencies 

is not error free? I contend that this very measurement error ultimately 

drives the statistical properties of attempts to compromise otherwise confi

dential data and disclosure limitation methodology to counter such attempts. 
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Na.ncy Kirkendall presented a.n example of an appli.cation of cell suppres

sion which produces through complementary suppressions the following table 

(in which S sta.nds for a suppressed cell and :z: a released cell): 

s, :z: :z: S2 S3 

s. :i: :i: s$ :i: 

:z: Se z :z: Sr 

:z: Saz:z: S9 

She uses this to illustrate the need for auditing tables prior to release si~ce 

the cell with entry S, ca.n be dc\cnnincd vio. the other ceU.. It io intcreot

ing to note that all of this is related to the theory of existence of maximum 

likelihood estimates under quasi-independence for two-way tables. (e.g. see 

Chapter 5 of Bishop, Fienberg, and Holland, 1975). That those developing 

methods in this area seem unaware of such linb to the statistical literature 

serves to reinforce my point on the need to make statistical disclosure meth

ods more statistical. 

I have a similar reaction to the briefer materials described in the Work

ing Paper on data swapping, especially as it was implemented in the 1990 

decennial census. This method grew out of a novel notion suggested by Tore 

Daleniue, but there appears to he little recognition by those who implemented 

the approach regarding the effect that the method has had on the utility of 

the resulting data, for example, as it is to he used !or enforcement of the 
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Voting Rights Act. I understand that considerable effort went into some of 

these consider&tions in adVll.Dce, but we h&ve little document&tion a.nd no 

poat-censal evalu&tions. 

The Working P&per &!so places wb&t I believe to be a misguided emphasis 

on "popula.tion Wliques.• As various authors have noted, Ulliqueness in the 

population is a neceuary but not sufficient condition for identity disclosure, 

and the«: is no rc&dUo to believe tb&t identity disclosure necessarily compro

mises confidentiality guara.ntees. My example of the identity release in the 

biblical census I believe makes this point well. The Working Paper relegates 

the more interesting a.nd more important statistical problems of inferential 

disclosure and measuring disclosure risk to the research agenda. 

Finally, the report tries to make a clear demarcation between methods 

for microc:i&t& and methods for t&bulatiOlll. What it faila to ~ is 

th&t many examples of t&bul&tio1111 are in fact restricted microdata. For ex

iunple, tAhles of count• are microd&t& in which either the ori5imJ vo.ria.bles 

are ca.tegorical or are continuous but have been disguised through the use 

of conversion through categories, a.nd where the dau. have been trunca.ted 

by the dropping of variables. Sumy there ahould be some li~e between 

the methods for microdat& a.nd for tabulations. This is les1 a criticism of 

Working Pa.per .22 th&D it is of the state of the &rt of reeea.rcb on disclosure 

limitation. (See the related remarks in Fienberg, 1994 ). 

There are int.eresting sUtistical ideaa and propoea.ls for a unified theory 
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of disclosure control in the research literature, such as those captured by the 

papers by Fuller, Lambert, Little, and Rubin in the recent special issue of 

JOS on privacy and confidentiality, but these are not given appropria.te cover

age in the Working Paper nor are they reflected in agency thinking. Perhaps 

this simply reflects the lag between research and practical implementation. 

Despite such shortcomings, Working Paper 22 is an excellent summary both 

of current methods and practices in the agencies. The Subcommittee should 

be applauded for its efforts. 

4 · Restricted Access or Expanded Access? 

George Duncan's second major topic was the NRC/SSRC panel's recommen· 

dations on a.dministrative procedures to protect confidentiality. The panel 

bas emphasized the role of interagency data sharing as well as technological 

aids that facilitate such access. While the need for such restricted access 

clearly will continue, I believe that the future wiU he one of expanded rather 

than restricted access. Working Paper 22 is especially helpful in this regard. 

Chapter V on "Methods for Public-use Microdata Filesn provides a concise 

primer on the developments in this area. 

I've mentioned the role of technology in restricted access, but technology 

is even more important when we come to expand access. A number of federal 

stat.istical agencies are playing leadership roles in this regard. Nancy Kirk

endall referred to the innovative approach being explored by the National 
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Center for Educational Statistica, but there are many other examples. For 

ex.ample, micro-data. from the 1990 deceruiial CeDSU$ are currently available 

over the Internet via the Consortium for International Earth Science lnfor· 

mation Network (CIESIN) in Michigan. Further, the Bureau of the Census 

has crea.ted SIPP-On-Call, a new interactive approach to allow access to files 

from the Survey of Income and Program Participation over the Internet. 

Special user-friendly access is available via Gopher or NSF's Mosaic. Even 

Wired magazine, in its June 1994 issue, describes such access to its readers 

and points out that one also has on-line access to the Privacy Act and Title 

13 as hypertext documents! 

The new world of immediate user and intruder access over the "infor· 

mation highway• will place greater demands OD released microdat& and it 

will test, in new ways, the appropriateness of disclosure limitation methods 

both for the preservation of confidentiality and for the increased utility of 

the relea.sed data. This, I predict, will be a major topic for the next Federal 

Committee Subcommitteeefl'ort in this area o.nd I expect th<>t new atati.tic"1 

approaches to disclosure limitation will accompany these emerging changes. 

5 Summary 

There is much meat for statistical thought in Pri11ate Lives and Public Poli

cies, the report of the NRC/SSRC panel, and in both the original Working 

Paper No. 2 and the recently released Working Paper No. 22, Statistical 

Disclosure Limitation Methodology, produced under the sponsorship of the 
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Federal Committee on Statistical Methodology. I fully expect that the next 

COPAFS-sponsored seminar on new statistical methodology, will highlight 

new advances in this area that huild on the substantial contributions to date, 

that will also better link to statistical ideas, and that will report on the en

hanced utility of released data resultiDg from these Dew developments. 
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Tore Dalenius 

DISCUSSION 

Introduction 

Before around 1970, the main direction of ·the methodological develop

ment was on the development of survey designs enhancing the efficiency, i.e. 
increasing the.amount of inJ'ormaLiou provi<le<l uy "'•urvey uy other weans 

than increasing .the size of the survey. 
Around 1970, "dP..ci•ive eh•.ngP. may 1"' nh•P.rvP.d. '!'hr. Al.U!nt.inn nf the 

survey statisticians was now gradually directed towards bow to recogriize 

and hopefully address the problem of invasion of privacy. To address that 
problem, it proved necessary to apply methods which in {act served to reduce 

the amount of information made available. The subject of this meeting -

Disclosure Limitation Methodology - reflects the above-mentioned change of 

methodological direction. 
Dr. Duncan's presentation is based on ch. 6 of the book "Private Lives 

and Public Policies". This chapter considers two ma.in options for protection 
of the confidentiality of released data: providing 'restricted data' and provid

ing 'restricted access'. Dr. Kirkendall's presentation is based on the report 

Statistical Disclosure Limitation Methodology, prepared by a subcommittee 

of the Federal Committee on Statistical Methodology. This report is limited 
to disclosure limitation by means of 'restricted data'. Obviously, both docu

ments are final products, a fact of relevance for the shaping of my discussion. 

In what follows, I will first discuss selected aspects of restricted data 
and re3tnctcd acccos, respectively, to be followed by brief <>ceounts of •ome 

additional aspects. 
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SELECTED ASPECTS OF RESTRICTED DATA 

1. Two Classes of Data 
Dr. Dlincan and Dr. Kirkendall discuss in some detail two classes of data, 

viz. tabular data (frequency ..i .. t .. a.nu wllguitu<le u..1 .. ), lW<l uilcro<la~a. 

2. Frequency 'Data 

The data. to be restricted are represented by a table T(N) with R x C 
cells. The restriction is achieved by a. two-step procedure: 

i. the sensitive cells of T(N}, if any, are identified by subjecting the table 

to a threshold ru.le: cells with a. small number of data subjects (such 
as n = 3) are considered sensitive; 

11. next, some cells a.re combined, ~upprc~ed or rounded. 

3. Magnitude Data 

Typically these data are non-demographic, such as income or sales, ac· 
counted for by a table T(X) with R x C cells. The vari&ble X has in most 

cases a. skew distribution: a. small number of data. subjects may account for a 

large proportion of the cell values. These cells may accordingly be sensitive, 
i.e. make it possible to link the cells with the data. subjects accounted for, 

that is, to identify the data. subjects. Hence, some kind of a restriction has 

to be applied to these cells. 

The restriction of the data is achieved by: 

1. first identifying ceUs to which a. small number of data. subjects con· 

tribute a large percentage of the cell. value · this may be done by using 
the p percent rule, the pq rule, or the (n, k) rule, also called the 'dom· 

inance rule'; 

11. next, t hese cells are subjected to restrictions, such as top-coding. 
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4. Microdata 

Most rcleo.scs of micro<la.ta. a.re made up by a set of records with data 

about individual$. Only in exceptional cases do the data refer to business 

establishments. 
Before the records can be released, formal identifiers must be removed 

('deidentified'). But it may still be possible to link a record with a data 

subject: unique combinations of data· conceming·some attributes may serve 

as 'quasi-identifiers'. Hence additional restrictions are necessary, such as: 

i. sampling; 

ii. excluding date. for one or more variablC3t 

iii. representing the data by broad classes; age may for example be repre

sented by an interval (age class); 

iv. releasing data only for large populations; and 

v. confidentiality edit of the data, 

to give but five examples. 

SELECTED ASPECTS OF RESTRICTED ACCESS 

5. A Wide Class of Procedures 

Dr. Duncan includes in this class several disclosure limitation approaches. 

Common to them is that the statistical agency establishes eligibility require

ments for the data users who are to be included in the group of users given 
access. I will briefly consider four procedures. 

6. Interagency Data Sharing 

This term is used to denote two cases: 
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i. transfer of administrative data from a government agency to the sta

tistical agency; and 

11. transfer of statistical data from a government agency to the statistical 

aget1r.y. 

7. Swearing In of Users 

Formally, this kind of restricted access means that potential users are 

given status of employees of the statistical agency concerned, either at the 

main office, or at some local office near the place where the potential users 

live. 
Clearly, the statistical office will have an opportunity of critically assessing 

the users' research projects and also the merits of the users. 

8. Site Inspection 

Assume that there is a government agency with authority to inspect how 

a statistical agency performs with respect to protection of the confidentiality 

of the data to be released. Then this "control agency" may implement a 

scheme for inspection of the performance of the statistical agency. 

The scheme may call for inspection every .kth month. A better scheme 
would, however, call for inspection at dates chosen at random. Tbfa would 
make it impossible for the statistical agency to perform well during an in· 

spection but not between inspections. 

SELECTED MISSING TOPICS 

9. The Coverage of the Two Presentations 

It goes without saying_ that it is possible to identify topics which have 

not been presented, or possibly only touched upon. I will provide three such 

examples. 
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10. Example No. 1 - Schemes for Rounding 

Roumliug the oou11\.$ io a. table may be carried out in several ways. The 

main ways are related to: 

i. the choice of a base different from the standard b = 5; 

ii. the simultaneous use of more than one base, especially if the table is 

large (many rows and columns); 

m. rounding o.11 cells in the tllble rllther th= a suboet . of cells; this type 

of scheme has in fact been proposed for use in the British population 

census; and 

iv. the use of deterministic rather than random rounding. 

11. Example No. 2 - The Multi-Table Problem 

Let T1 be a table with no disclosure. And let T2 be another similar table. 

Release of both T1 and T2 is not necessarily safe. Access to both tables 
may make it possible to derive a combined table r. which is disclosing. 

12. Example No. 3 - Release by a Database 

The statistical agencies should develop schemes for releasing statistics by 

means of a database. T here is no reason to 'wait and see' what comes out 
with respect to a data superhighway. 

TOPICS FOR RESEARCH AND DEVELOPMENT 

13. Terminology 

There is as yet no generally agreed upon terminology in the area under 

consideration here. It suffices to mention the following facts: 

i. privacy is defined in a great many different ways; 
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ii. confidentiality is sometimes viewed as 'anonymity'; and 

iil. what in the two presentations is called 'disclosure limitation' was called 

'disclosure avoidance' in the 1978 report; an alternative term is 'disclo

sure control', which I prefer. 

It is indee~ high time to develop a standard terminology. 

14. A Catalogue of Pote'ntial Research Topics 

In the report from the subcommittee there are some suggestions about 

research topics. But additional topics are needed. I will suggest one topic, 

viz. design of microdata about business establishments. 

15. Inventory and Analysis of Sensitive Topics 

In the IMt two decadc:s, the non·response rate in surveys has ::shuwu it. 

tendency to grow, possibly reflecting an increasing unwillingness to answer 

questions about sensitive topics. 

In my view, the survey statisticians should process surveys already car· 

ried out and generate an inventory of sensitive topics which may explain the 

development. Such an inventory would be useful in t he design of future sur· 

veys, by drawing the statisticians' attention to the need for special measures 

(such as special measurement methods) to improve tbe rate of cooperation. 

The inventory should be analyzed to identify groups of data subjects 

with very large non-response rates. Such groups may then be singled out for 

special action. 

CONCLUDING REMARKS 

By way of presentinp; a summary of my views about the two presenta.tions, 

I want to say that I have found them very informative and helpful. Or. 

Duncan and Dr. Kirkendall are to be congratulated to the contributions 

they and their cooperators have ma.de. 
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Session 3 
CUSTOMER SURVEYS 



Quality Mana11ement for Customer Satisfaction Surveys 

Introduction. 

Richard M. Devens, Jr. 
Executive Editor 

Monthly Labor Review 
U.S. Bureau of Labor Statist ics 

This is the story of a customer satisfaction survey done for the Employment and 
Unemployment Statistics Quality Council ai the Bureau of Labor Statistics. This is was the 
program's first customer satisfaction survey;-and we me still learning from iL What I hope 
to pass on in this paper are the lessons learned about serving the "other customers," the 
executives that sponsored the survey and the front-line staff at the survey's focus. In other 
words, how "fit for use" was the National Survey of Users of Employment and 
Unemployment Statistics? Before plunging into that, I will take a few minutes ro explore 
the import11nce of customer surveys and to outline lhe technical process or designing and 
conducting this one. ' 

n1c =n for conducting any customer satisfaction survey is the position customers hold 
in the guiding principles of total quality management (TQM): 

• customer focus, 
• employee involvement, 
• continuous improvement 

Customer focus, in my mind, is both the most important of these principles and the most 
difficult to persuade many public-sector managers to accept 

Continuous improvement is normally accepted straight off, usually with the assertion that 
the organization is already practicing iL The TQM purist might quibble that managers often 
mean their organization is always on the lookout for the big breakthrough, rather than 
practicing Deming's Fifth Point. [Improve constantly and forever every process for 
planning, production. and service.] My own observation has been that managers really do 
want to improve their operations, one way or another. 

Employee involvement is a bit harder ro sell. Many executives are used to and, quite 
frankly, happy with a command-and-control strueture. In the case of the statistical 
agencies, such organizations were tremendously sucx:cssful ai ore:anizini: the armies of datA 
collecrors, mail room clcrk.s, document controllers, coders, key entry workers, data 
reviewers, Statistical assistants, statistical typists, junior economists, computer operators, 
compu1er programmers, research assistants, supervisory statisticians, senior economists, 
printers, and Assistant Commissioners that it took, and still takes to a fair extent, to 
produce a few tables of accurate, timely, relevant numbers. 
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Whether these hierarchies will work as well when data collection becomes automated, 
databases are connected through electronic data interchange (EDI), and performance 
becomes more dependent on the commitment of highly-skilled, self-confident, and very 
independent professionals is the issue. I believe such developments will lead organizations 
to embrace employee involvement models sooner rather than Jater--and most executives 
realize it, however grudgingly. 

Customer focus, in contrast, is a very difficult concept for public-sector managers to accept 
at all, let alone embrace. The first reaction is, "We don't sell anything, so we don't have 
customers." Even after getting over this "filthy lucre" barrier, there is, especially in "craft" 
or "engineering" cultures such as those of the statistical bureaus, a deep skepticism about 
the fitness of the customer to make rational decisions or even to know what they want. 
These reactions are evident deep down into the structure of such agencies. Where the fll'st
line will quickly accept the notion of getting involved in and tiling greater responsibility for 
technical improvement, there is little enthusiasm for treating their work as a customer
satisfying process, not an estimates- or analysis-producing process. 

The upshot of all this for the manager of a customer satisfaction survey is that there 'are two 
other--and perhaps more difficult --customers that must be considered in parallel with the 
external customer: the executive-level sponsors and the front-line staff. The rest of this 
paper overviews the National Survey of Users of Employment and Unemployment Statistics 
and its findings, the interaction of the project with its sponsors, the interaction of the project 
with the front-line ~taff, and the reactions of these "other" customers to the survey. 

Outline or the National Survey or Users or Employment and Unemployment Statistics 

The National Survey of Users of Employment and Unemployment Statistics is based on the 
premise that customer satisfaction is measured by the discrepancy between the client's needs 
and expectations and the client's peroeption of our performance. In the marketing literature, 
this is known as "disconfirmation" theory. The survey measures expectations and 
performance in five broad factors: 

• Data qJlality: The accuracy, relevance, and timeliness of our statistics. 
• Tangibles: The appearance and understandability of our materials. 
• Dependability: Our demonstrated ability to perform promised services reliably, 

correctly, and promptly. 
• Assurance: The knowledge of our employees and their ability to convey trust anc 

confidence. 
• Empathy: The caring, courteous, individualized attention we provide. 

Each factor is represented by specific statements in the questionnaire. (See box.) The 
questionnaire also provides for an independent ranking of the importance of the factors and 
for general evaluations of satisfaction with our statistics and associated services. 
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Data Oyaljty 

Quality Factors and Their Proxies 
(Question number in parentheses) 

(2) The demographic, geographic, and industrial coverage of the statistics is 
sufficient for my needs. 

(7) The data provided meet my standards of accuracy and reliability. 

(8) The data provided meet my standards of timeliness and currency. 

Dependabjljty 
(l) Staff are always available during their normal working hours. 

(4) My questions are answered promptly and dependably. 

(5) It i3 easy to gel in touch with someone who can answer my questions. 

(14) The information I ask for is sent in the medium and format requested. 

Tangibles 
(6) Materials provided make sense and can be understood without additional 
information. 

(14) The infonnatioo I ask for is sent in the medium and format requested. 

Assurance 
(9) Staff are lcnowlcdgcable and competent. 

(11) Staff can clearly explain coocepwal and anaJYricaJ issues without using overly 
tec:hnical languagc. 

(12) Staff can clearly explain the ICChnical limitations of the data. 

Empathy 
(3) Staff make me feel that I can call back for additional clarification or data. 

(4) My questions are answered promptly and dependably. 

(10) Staff are couneous. 

(13) Staff go out ?f the way to undersllmd and fulfill my requests. 

(15) Apologies arc rendered for inconveniences such as delay or misunderstanding 
of my needs. 
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Clients rated the statements on the quality of our statistics and services on 5-point scales for their 
expectations of quality and their perception of our performance. The expectation score is . 
subtracted from the perfonnance score to yield the "perfonnance gap" for any specific statement 
The performance gap for a factor is the mean gap for the set of statements that represent it 

In addition t0 the customer satisfaction scales, the suniey asks how clients use our data, which 
programs they have utilized, and what channels of distribution were used to access data. We also 
provideq space for comments. 

Designing the Survey 

We developed this user-friendly questionnaire using cognitive research methods including focus 
groups, think-aloud interviews, and a pilot test. Each of these methods identified errors and we 
were able to take corrective action before tal<lng the final survey into the field. 

In the field, Dillman's Total Design Method was followed closely, with the exception of 
expcrimemal variations in the third aJld final follow-ups. Clients selected for the survey .received 
several mailings: 

• A notice arrived at the customer's address a few days before the primary questionnaire 
package. 

• A thank-yoQ/reminder letter followed the questionnaire by about a week. 
• A second package went out two weeks after the "tickler." 
• Final prompting, experimentally split between certified mail and telephone prompts, began 

2 weeks after that. 

This intensive data collection methodology yielded a usable response rate of 87.8 percent. 

Two minor modifications to the Dillman method were necessary. First, the front cover of the 
questionnaire was not illustrated with graphics because of the limited space, and the stationery 
size was the ordinary 8 1!2 by 11. Second, the reminder/thank-you postcard was replaced by a 
reminder/thank-you letter because in-house constraints allowed letter production only. 

The experimental exercise conducted in the third follow-up tested certain refinements to the Total 
Design Method for use in the establishment setting. Two weeks after the second follow-up, each 
of the remaining nonrespondents was randomly assigned to either certified mail follow-up or 
telephone prompting. In the control group, "holdouts" received the third follow-up packet by 
certified mail containing a replacement questionnaire, a business reply envelope, and a cover 
letter. The wording of the cover letter was different &om the cover letters used in the preceding 
follow-ups; we softened and relaxed the wording but emphasized explanations of why this 
additional follow-up is important and is sent by certified-mail. 

In the treatment group, nonrespondents were contacted by trained, experienced telephone 
prompters. We prepared a survey-specific training agenda, drawing on insights from nonresponse 
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conversion efforts in telephone follow-up surveys. The training included practice of scripted 
telephone procedures including appropriate reactions to specific reasons for refusal, discussion of 
persuasive techniques, and use of call record sheets. Approaches to locate the sample subject and 
find the best time to call back were also included in the uaining, 

The sUJVey's sample frame was consuucted from two sources. First, client contact staff in the 
National program offices, the Regional Offices, and the Inquiries and Correspondence section 
logged contacts during September-November 1992. Program managers and senior executives 
provided separate lists of "regular" clients-persons maintainini on-ioioi professional contact 
with our programs. 

The lists were merged and duplicate entries removed. The resulting sample frame contained 3553 
names which were siratified based on the program office that was the point of contact. Two 
additional SD'llta were formed: one for all of the regular clients and another for all of the 
cusiomer~ who were log$e<I in by more than one program. TI1e t01al :;ample of 999 clients was 
obtained by selecting samples of approximately equal size from all Slrata except one. Members of 
the stratum of regular users were included in the sample with certainty. 

The response rate figures from the national SUJVey of users of Employment and Unemployment 
Statistics are shown in Table 1. After the second replacement questionnaire mailout, the overall 
response rate had already reached 75%, which is the average overall.response rate for TDM
based surveys. The third and final follow-up boosted the response rate by 13 percentage points to 
approximately 88%. 

Table 1. Response and Conversion Rates 

Mailing Conversion 
Rate(%) 

Overall N* 

Prenotice (Day 1) 
1st mailout (Day 8) 
Reminder (Day 15) 
2nd mailout (Day 29) 
3rd follow-up (Day 43) 

Certified mail 
Phone Prompting 
Overall 

Close-out (Day 71) 

28.65 
50.87 
28.53 

48.21 
44.44 
46.45 

Rate(%) •· 

28.65 
65.24 
75.77 

87.68 

• The sample size declined as ineligibles were uncovered 
through the data collection process. 
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Summary of Findings. Despite averagina 4.08 out of a possible 5 points on the 
performanc:e scale of our survey, we did not fully meet our customers' expectations. 
(Expectations averaged 4.46 out of 5.) 

Considering the major factorS displayed on chan 1, our "performance gaps"-the average 
difference between our performance and our customers' expectations across the statements 
that represented the factors-were: 

1. Data quality (·0.66) 

2. Dependability (-0.52) 

3. Tangibles (·0.34) 

4. Assurance (-0.28) 

5. Empathy (-0.17) 

Usina an expectations/performance grid ··• "customer window" in the most recent jargon
to analyze individual statements shows specific areas to concentrate our effortS on. (Sec 
chan 2.) In this graphic display, the intersection of the axes represents the grand means for 
customers' expectations (Y-axis) and their perception of our performance (X-axis). The 
points plotted for each swemcnt arc the ordered pair of Z.scorcs. Acx:ordiog to this 
analytical tool, the important places to "Concenmue" corrective strategics arc: 

I. More timdy (#8) and detailed (#2) data 

2. Making it easier to find someone to answer your questions (#5) 

3. Providing clearer materials (#6) 

The survey report expressed these in terms of three strategic themes for improvement: 

• Get Faster: Malce statistical products available to the pu~lic more quickly. 

• Basic Service First Time/Full Service Every Time: Have analysts able to answer 
broader runges of inquiries, rather than uansfcr customers across program lines. 

• Clarity, Clarity, Clarity. Make products and services easier to understand from the 
customer's point of view. 
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Interaction with executive-level sponsors. The National Survey of Users of Employment 
and Unemployment Statistics is an "infrasiructure" project on the pan of the Employment 
and Unemployment Statistics (EUS) Qualiry Council. The Council itself is the executive
level coordinating body for the EUS Qualiry Improvement Program. The Council took its 
first look at conducting a customer survey at its August 1991 meeting. I was assigned the 
task of pulling together a few ideas on how such surveys were conducted and how they 
might apply to the EUS quality program. At their November 1991 meeting, the Council 
approved moving forward. 

For the next several months, the minutes don't do the meetings justice. " .. council members 
expressed concern," " . .requested that a full proposal be prepared before proceeding," 
" ... discussed the difficulties .... " "After some discussion, it was agreed ... ." I am sure all of 
you are aware of what lurks behind these bland formulations: 

After laboriously negotiating final approval, the survey team administered the lns1rument to 
the Quality Council itself, with the insiruction, "Complete the questionnaire as if you were 
the 'average' customer." This exercise had the twin goals of further educating the Council 
on the survey and developing a baseline measure of the Council's awareness of custoµier 
needs and knowledge of the customers' perceptions of our performance. 

As a baseline exercise, the Qualiry Council identified the same order of priority among the 
major quality factors that customers did. Interestingly enough, however, the absolute sizes 
of the perceived performance gaps were actually ~among Quality Council members 
than among customers. The primary source of the larger gaps, as shown below, was lower 
perfounance ratings by the Qualiry Council. 

Average perfonmmce 
Average expectation 

Customers 

4.08 
4.46 

Council 

3.80 
4.36 

How this exercise worked as an educational tool is a good question. My subjective 
evaluation is that the Council members themselves perceived it fairly narrowly in its baseline 
setting role, and would be surprised to find out about its covert objective of preparing them 
to more fully understand the survey's results. 

When the final report of the project was drafted, the Quality Council was briefed on its 
contents and provided with copies for comment and approval. Once approval was 
obtained, final reports with more extensive technical documentation were published 11nd 
circulated to the Council and the staff of the employment and unemployment statistics 
activity. The Business Research Advisory Council to the Bureau also expressed an interest 
in the survey and its results. Members of the Quality Council attended that briefing as well. 
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Interaction with customer-contact staff. Another set of customers for the survey and its 
resuhs is the front line customer·oontact s1aff. This is the group of our colleagues that 
provided roughly 3.SOO customer names and addtcsses representing over 5,000 direct 
contacts over a 3-month period. These are also the people whose work product was put 
under scrutiny by the survey and the upon whom much of the burden of improvement 
would be likely to fall. 

From the outset of the survey, five senior professionals from customer-<:OntaOt units were 
assigned to the projecL Their substantive contributions w= critical and they also served as 
a "backchannel" of informal feedback between the staff and the survey team. That channel 
was, during the universe-building phase, our best means of helping the staff focus on 
keeping a complete log of oonlllets. (As a result of our debriefing of the representatives, 
one improvement we are likely to ma.kt in future surveys is a Shoner log-in.) While the 
survey was in the field, the backchannel kept the staff informed about our progress. 

Other interactions with the customcr-contaCI staff included formal training sessions on the 
objectives. concepts, and methods of the survey and the procedures they would follow 
mainulining the universe log. In addition, the log procc:dures were documented on Ille 
fonns themselves along with explanations of the purposes of the survey itself and of 5ome 
of the most critical pieces of universe information-e.g., telephone numbers. 

In general, interaction with this group of customers is something we should improve on. 
Some regional offi¢e infonnation staffs had vinually no training or documentation of the 
survey or their role in it until what might be generously called the last minute. Interaction 
with the Inquiries and Correspondence Branch of the Office of Publications, while more 
timely, never reached the extent or intensity needed. 

Reaction of sponsors. The most imponant measure of the success of a project such as the 
National Survey of Users of Employment and Unemployment Stamtic:s is the action it 
prompts the organization to take. On this score the results arc promising, but not 
overwhelming. Actions "moved onto higher priority time paths" to improve on the critical 
data quality factor include: 

• Advancing the review and release of State-wide Local Arca Unemployment 
Statistics (LAUS) data by 2-3 weeks (from a baseline of roughly 9 weeks after the 
reference period). 

• Convertin& 20.000 late ~ndents to the Current Employment Statistics (CES) 
survey to automated self-reponing using an advanced touch-tone telephone data 
collection technology to improve the timeliness of these repons. 

• Hosting Ille International Occupational Oassification Conference to provide a forum 
for discussing new ideas and alternative approaches to the details of occupational 
categorization. 

• Expanding service-sector detail for Current Employment Statistics by adding 108 
new series to OW' most detailed publication and 20 seasonally·adjusted series to the 
employment news release. 
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In general, these have been projects that were on various burners to stan with-the most the 
survey can claim is that some wcic completed more quickly and with more fanfare. There 
have been a few initiatives to start addressing some of the issues of seivice quality: 

• Increasing the clarity of hard copy information sent to eu£tomers 

• Resource book for information calls 

• Developing new-employee training module for customer seivice 

• Cross-program briefing on data avai.labilicy. 

My personal evaluation of the impact of the survey is that it was useful, but not nearly in 
proponion to the slcills exercised or to the resources expended. That sense of 
disproponionality of effon leads me to the point of the paper-how well served are the 
"other" customers? 

User-survey-users' surveys. To find out, I conducted a pair of infonnal surveys of the 
two eroups of "other" c1mnmers. The survey of the Quality Council uked for their 
evaluation of the importance of the sr:rategic directions the results pointed to, an evaluation 
of the communication processes between the Council and the project team, and an 
evaluation of the team's effectiveness at communicating the results. A similar survey was 
conducted among the front-line staff. 

Tiie results of the execudve survey Indicated that the group found that they rated the 
imponance of the 3 sttategic themes quite closely together between 5.3 and 5.8 on a scale 
of 1-to-7 (Not imponant at all 10 Extremely imponant). The highest score went 10 the 
Oarity. Clarity, Clarity theme. 

The executives' evaluations of the effectiveness of our communication of the concepts and 
methods of the survey and of the results of the survey were devastatingly franlc. On 5-point 
scales, the scores were 3.43 on effective communication of concepts (between "fairly" and 
"very" effective) and 3.57 on clear communication of results (again between "fairly" and 
"very"). These low scores, and remember they came from colleagues, probably reflect the 
reason the response to the survey was not overwhelming··the credibility of the product was 
not csta.blished nnd the results were not clearly communicated to the sponsurs. 

Reaction of front-line staff. The front-line's reaction to the survey is neatly summarized 
by the response rate tO the survey included in the individual copies of the final rcpon
almost 8 percent Obviously, our cfforu to engage this group fell shon. The open question 
is why did it happen? I fear that the real reason was a fundamental failure to convince the 
front line that the customer satisfaction survey was serioos. This may be the most 
significant quality issue for the National Survey of Users of Employment and 
Unemployment Statistics. 
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For what it is worth, the front-line survey found that among six respondents the imponance 
mtings of the themes mnged from 4.7 to 5.7, with the clarity issue highest once again. The 
scores for effective, clear presentation of the concepts, methods and results of the customer 
survey--3.2 for effective presentation of objectives, concepts, and methods and 3.3 on clear 
communication of the results- were even lower than those given by the sponsors. 

Conclusions. Customer satisfaction is the "outcome" of any statistical or information 
service. This must onen be measured quite separately from the "output" of programs. 
Output measures too often tell more about what is important to us than what is important to 
the customer. We in the Federal statistical community have always been concerned about 
hard measures of the output, "accurate data": We have on'ly just now become aware that 
the soft outcome, "satisfaction with promptness and dependability of service," is perhaps 
even more important. That is why customer satisfaction surveys are useful--they arc tools 
to measure and manage that outcome. 

To be taken seriously as manasement t90ls, however, customer satisfaction surveys must be 
credible to the "other customers"--the people who should respond to the results. My point 
is that to obtain that outcome, the customer survey manager must establish credibility in 
advance and not think that good output--a clever repon based on sound data--will suffice. 

Note: All material in this article is solely the reponsibility of the author. The views 
eicpressed here do not necessarily reflect the policy of the Bureau of Labor Statistics or the 
views of other BLS staff members. 
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COMPARABILITY IN CUSTOMER SATISFACTION SURVEYS: 

PRODUCTS, SERVICF.S, AND GOVERNMENT AGENCIF.S 

ABSTRACT 

This paper describes recent advances in customer satisfaction surveys and their 

implications for government agencies. Many agencies are in the process of implementing 

customer satisfaction monitoring systems and identifying appropriate private sector 

benchmarks. Satisfaction models and survey methods currently being used to produce 

national customer satisfaction indices are described. These efforts illustrate a number of 

important steps that should help government ageneiC$ produce meaningful measures of 

satisfaction and identify private sector industries that provide realistic agency 

benchmarks. 
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INTRODUCTION 

Customer satisfaction bas emerged as an important benchmark for gauging the 

performance of various economic agents over the past decade. Manufacturers of durable 

and nondurable products. retailers, service providers, utilities, and government agencies 

alike have implemented, or are in the process of implementing, customer satisfac.tion 

measurement systems. At a micro-level, these systems monitor a firm's or agency's 

primary asset - their customers - and provide important diagnostic information needed to 

improve or maintain satisfaction. At a macro-level, Sweden and Germany have 

implemented national cuslOmer satisfaction indices to monitor the major sectors of their 

economies while the United States, Taiwan. and New Zealand are in the process of doing 

the same. 

There is disagreement, however, among psychologists, economists, consumer 

researchers, public policy makers, and others regarding the merits of comparing 

satisfaction across individual and industries. The ever broadening arena of customer 

satisfaction, in conjunction with recent advances in bow satisfaction is surveyed and 

operationalized, shed light on this long-standing debate. The goal of this paper is to 

describe these developments and discuss their implications for government agencies. 

Many agencies now find themselves, for the first time, asking such questions as, "who are 

the customers served by our agency, who should be our customers, what standards should 

we use, and what comparable businesses should we benchmark on?"J Recent advances in 

satisfaction survey methods provide important insights into how government agencies 

should survey their customers. Sweden's experience with a national Customer 

l Section I of President William J. Clinton's executive ordct. dated Sepiember 11, 1993, begins as follows: 

In order to carry out the principles of the National Performance Review, the Federal Government 
must be customer-driven. The standard of quality for services provided to the public shall be: 
Customer service equal to the best in business. For tho purposes of this order, "customer" shall 
mean an individual or entity who is directly served by a department or agency. "Best in business" 
shall mean tho highest quality of service delivered to customers by private organizations providing 
a comparable or analogous service. 
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Satisfaction Barometer (the SCSB) also illustrates which private sectors businesses 

provide benchmarks or standards of comparison for these agencies. First, however, the 

nature of the debate over the comparability of satisfaction and the issues involved are 

described. 

SATISFACTION AND THE HAPPY SLAVE PROBLEM 

Cu~tumer satisfaction is a customer's evaluation of their overall experience with a 

product or service to date (Johnson and Fornell 1991; Johnson et al. 1994). This 

definition of satisfaction is consistent with existing views in economic psychology, where 

satisfaction is often equated with notions of subjective well-being (Van Raaij 1981 ), and 

economics, where satisfaction is equated with post-purchase consumption utility (Meeks 

1984). Because It describes the customer's total consumption experience, satisfactl~n 

predicts customer loyalty and a firm's subsequent "profitability." In the private sector this 

"profit" is bollom line.return on assets (Anderson el al. 1994). For government agencies, 

the benefits of increased customer satisfaction range from budget considerations, to more 

efficient use of taxpayer dollars, to the creation of a more positive image, to compliance 

(e.g., for the Internal Revenue Service). 

There is a long standing debate in economics over the comparability of 

satisfaction across individuals and industries (see Hammond 1991 for a review and 

extensive bibliography). Bentham (1802) defended the comparability of salisfaction as 

both possible and necessary from a public policy standpoint, though not without error. 

Subsequent economic theorists sought to eradicate satisfaction measurement and 

comparisons as value laden and unnecessary (Hicks 1939; Robbins 1938). Recently, 

satisfaction has again emerged as a basis for making meaningful comparisons acros~ 

people and product<. Vinually all policy recommendations require comparisons of 

welfare which is proof enough that they are possible (Scitovsky 1951). The important 

question has become bow comparisons of satisfaction or well-being are and should be 

made {Hammond 1991; Jorgenson 1990; Sen 1979; Simon 1974; Tinbergen 1991). 
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Our interest is specifically with customer satisfaction. Economic theorists are 

more often concerned with comparisons of more global economic well-being, which 

includes not only customer satisfaction but job satisfaction and income evaluation (Poiesz 

and Grumbkow 1988). Broad based comparisons of customer satisfaction are not exactly 

new. Andreasen and Best ( 1977) report meaningful comparisons of customer satisfaction 

and complainc behavior across a vadety of product and service categories, while Pfaff 

(Lingoes and pfaff 1972; pfaff 19n) has used subjective measuics of satisfaction to 

construct an index for the purpose of comparing various food product categories. 

Wikstrom (1983) has even compared subjective levels of customer satisfaction across 

countries (Sweden and the U.S.) and argued that tbe observed differences can be traced to 

underlying differences in market pcrfonuauce between the two countl'ies. 

Yet some policy researchers have concluded that subjective measures of customer 

satisfaction are incapable of revealing any meaningful differences (Hunt 1988; Olander 

1988). Most notably, Olander (1977a. t977b. 1988) argues persuasively that subjective 

measures of customer satisfaction are fraught with problems. Foremost among these is 

the so-called "happy slave" problem. Because, customers adapt to the levels of product 

and service performance available to them. no meaningful differences in satisfaction 

should emerge. Individual differences in the degree of adaptation within and across 

industries further compounds the problem. Other problems include the notion that 

customers may have different yardsticks by which they judge satisfaction. Even if they 

used the same standards, consumers may have very different product or service 

alternatives available to them, and/or differ in their knowledge of these alternatives. 

Finally, customers may fail to express true dissatisfaction or strategically express false 

dissatisfaction in hopes of receiving some retribution. 

At some level Olander's concerns are very real, as when one might compare 

satisfaction between customers in relatively wealthy and impoverished countries. At the 

same time, several considerations suggest that the concerns expressed over comparing 
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subjective measures of customer satisfaction are overstated. As Pfaff (1977) argues, who 

is in the best position to evaluate customer satisfaction but customers themselves? 

People are more similar than different, and these similarities are growing in an 

increasingly "global" economy. We live in an information age in which consumers from 

different countries and socio-economic strata of our society are increasingly aware of 

alternative products and serviees available in the marketplace. 

Equally if not more important are recent advances in satisfaction survey methods 

and modeling which facilitate our ability to compare subjective measures of satisfaction. 

Sweden's Customer Satisfaction Barometer (SCSB) embodies these advances and is 

serving as the prototype for the American Customer Satisfaction Index (ACSI). 

THE SWEDISH CUSTOMER SATISFACTION BAROMETER 

Established in 1989, the SCSB was the first national customer satisfaction index 

for domestically purchased and consumed products and services (Fornell 1992). The 

index is constructed using survey measures obtained from representative customers in 

each of 32 major Swedish industries which themselves represent approximately 70% of 

Sweden's gross domestic product (GDP). Those companies that account for 

approximately 70% of combined industry sales are selected to represent each industry. In 

cases where a company sells multiple products or services, the "flagship" brand (the 

product or service with the highest sales in kronor) is chosen to represent the company. 

For example, Saab Scania is represented by the sales of its 9000 series automobiles while 

banks are represented by their money lending activities. Each year approximately 

I 00,000 customers arc contacted by telephone and screened to obtain a sample that has 

experience with the products and services in the index. The number of customers who 

pass the experience screen and agJee to participate is approximately 25.000 each year. 

Industry level sample sizes range from about 250 to over 4000 depending on the number 

of competitors. 
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Co"'Jl"TtlbUity in the Model 

The first step in assuring comparability in the SCSB.involves the choice of 

satisfaction related constrocts and bow they are modeled. Survey respondents are asked a 

variety of questions to operationalize five key constructs: ( 1) customer perceptions of 

product or service performance, (2) their expectations regarding performance, (3) 

customer satisfaction, (4) whether they have complained ("voice"), and (S) customer 

loyalty. The SCSB model, which is presented in Figure 1, posits six relationships among 

these variables. These relationships are relatively universal in that they cut across all of 

the products and services in the barometer and are described briefly° here (for more 

extensive descriptions and discussion see Fornell 1992). 

- insen Figure I here -

Satisfaction is posited to be a function of two antecedent variables, perceived 

performance or quality and customer's expectations regarding performance (Fornell and 

Johnson 1993; Johnson and Fomell 1991). Customer satisfaction should increase with 

the degree to which a product or service provides net benefits that customers value (i.e., 

perceived performance). Because expectations embody past quality or performance 

information, they too should positively affect satisfaction. Expectations serve to anchor 

overall evaluations of satisfaction in the vicinity of the expectations (Oliver 1977, 1980). 

The size of this anchoring effect depends on the relative strength of the expectations 

versus performance information (Johnson, Nader, and Fornell 1994). As experienced 

customers can predict, to some degree, what levels of performance they will receive, 

expectations should also show a positive relationship to perceived performance. 

There are two primary behavioral consequences of satisfaction. Increased 

customer satisfaction should reduce the incidence of customer voice or complaining 

behavior. Satisfied customers are also loyal customers, which is the key to the 

satisfaction-profitability linkage (Anderson, Fornell and Lehmann 1994). Finally, voice 

may increase loyalty. The size of this relationship reflects the degree to which customers 
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are allowed to voice their complaints and a firm's ability to address these complaints. 

That is, the relationship is positive when a firm can tum a complaining customer into a 

loyal customer. Overall the relationships in Figure 1 are well supported and appear to 

generalize across Swedish industries (Fornell 1992). 

ComparabUily in Satisfaction Survey rums 

The next step in ..ssuriug the comparability of satisfaction in tbe SCSB is to use a 

survey instrument whose questions are themselves universally applicable and help 

control for industry differences. This is quite different from what typically occurs in the 

context of a particular product category or industry where perceived performance is 

operationalized using customer ratings of a product or service on quality dimensions or 

auributeS tluu are idiosyncratic to the industry (e.g., attributes of an automobile). In, the 

SCSB, performance is operationalized using two measures of perceived value, the 

custome(s perception of quality received relative to the price or prices paid (benefits 

relative to costs) and their perception of the price or prices paid relative to quality 

received (costs relative to benefits). Research demonstrates that this "value" is a common 

denominator that consumers use to compare even very dissimilar or "noncomparable" 

products and services (Johnson 1984, 1989). Using value perceptions to measure 

performance also controls for differences in income and budget constraints across 

respondents (Hauser and Shugan 1983; Lancaster 1971) which allows us to compare very 

high and very low priced products and services. 

Satisfaction is also surveyed using comparable items. These include the 

customer's rating of overall satisfaction, how well the product performs relative to an 

ideal product or service in the industry, and whether performance fall short of or exceeds 

customer expectations. ThP.nreticaHy, all three of these rating should reflect the 

underlying level of satisfaction independent of the particular product, ftrm, or industry 

involved (Johnson 1994; Johnson, Anderson and Fomell 1994). Customer voice is, 

meanwhile, measured in two ways: the incidence of formal complaints to company or 
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agency managers, and the incidence of infonnal complaints to personnel or service 

providers. As for performance and satisfaction, both measures are flexible and apply to a 

variety of organizations. 

Finally, customer loyalty is measured using questions regarding repurchase 

likelihood and sensitivity to price increases. While very applicable to competitive 

product and service industries, these loyalty meas= are more problematic in the cMe of 

government agencies and monopolies. The solution used in the SCSB is to make the 

questions hypothetical. That is, assuming some other organization could provide an 

agency's services. how likely would you be to use the agency again and how much more 

would the agency have to "charge you" before you would switch to the hypothetical 

competitor? Over time, these questions arc bc:cQming less hypothetical and more "'.allstic 

as government agencies are being reinvented and subjected to increased competition and 

market pressures. 

Comparabilily in SaJisfaction Model Estimation 

The third step in assuring the comparability of subjective satisfaction centers on 

just bow the survey items described above are used to operationalize the constructs and 

estimate the relationships in Figure I. An important aspect of the Swedish index is that 

satisfaction (as well as performance, voice, and loyalty) is operationalized as a latent 

variable within a system of equations. Johnson and Fornell (1991) argue that satisfaction, 

as a theoretical concept, is a common denominator on which very different people and 

products may be compared. As a latent theoretical construct, satisfaction is empirically 

measurable as a weighted average of multiple satisfaction indicators. As Olander and 

others have argued, any.individual rating or measure which uses a particular yardstick is 

at best an indirect proxy for satisfaction. Operationalizing satisfaction as the shared 

variance among a set of multiple satisfaction survey measures provides a more direct 

measure of latent satisfaction. 
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Tb.is latent variable is estimated with a system of equations, or causal model 

framework, using the SCSB model in Figure I. The particular estimation method used to 

operationali.z.e latent satisfaction and estimate the model is partial least squares or PLS 

(Fomell 1989; Lohmoller 1989; Wold 1982). PLS is an iterative estimation procedure 

that corrects for routine least-squares measurement problems and does not impose 

distributional assumptions on the data. This is particularly attractive in a satisfaction 

context where distributions are often highly skewed. As a result, PLS is better suited to 

causal model estimations involving small samples than·is, for example, covariance 

structure analysis using LISREL. It also allows the researcher to operationalize latent 

variable scores and hence calculate an index value. 

Anoth<:r important feature of PLS is that it nims to explain vorinnces '1t the 

observed (measurement) level while LISREL aims to account for observed covariances. 

In Figure l, latent satisfaction should ultimately explain variance in loyalty across 

customers. PLS weighs the individual satisfaction survey items in the satisfaction index 

so as to maximize the index's ability to explain loyalty. This, in turn, provides a 

satisfaction index that is comparable in the following sense. In each industry, the 

satisfaction index explains an endogenous, dependent variable that is universally 

applicable across industries. The satisfaction index is itself explained by two antecedents 

that should affect satisfaction in a similar fashion across industries. If the satisfaction 

index behaves as it should behave according to the model in Figure 1, then its validity and 

value as a benchmarking source is supported. 

Empirical Evidence of Comparability 

The ultimate test of the "happy slave" problem and other questions raised 

regarding the comparability of satisfaction is an empirical one. A recent study by the 

author and Claes Fornell (Fornell and Johnson 1993) using the SCSB data explicitly 

examines this issue. In the study we argue that if one can explain differences in 

satisfaction across industries using some underlying difference in the industries, then the 
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observed differences are meaningful. Specifically, we argue that product or service 

differentiation in an industry is one logical basis for explaining differences in 

expectations, performance, and satisfaction across industries. 

Differentiation, in this context, refers to the availability of predictably different 

options to customer. Differentiated industries offer predictably different options that 

IDQre dira:tly mc::et the needs of a bccuogcncous population of customen. In contrast, 

undifferentiated industries offer "no choice." Tbc automobile industry in Sweden is, for 

example, highly differentiated. Customers can choose· among a wide variety of options 

and are confident in their ability to evaluate differences among them. Police, 

telecommunications; and public postal services are, in contrast, relatively undifferentiated 

due to the lack of variety from which 10 ~. Al a more intcrmedlaic level of 

differentiation are banlcs and insurance companies, where alternatives exist yet customers 

have difficulty judging their differences. The study found that the level of differentiation 

across the industries explained fifty-percent of the variance in aggregate perceived 

industry performance. This performance, in tum, explained over half of the variance in 

aggregate industry customer sarisfac:tioo. 

This study bas important implic.atioos for government agencies who must now 

benchmark their customers' satisfaction to that observed in private sector industries. In 

the past, public utilities, monopolies, and government agencies had no competitors on 

which to benchmark satisfaction levels. Because the industry level differences in 

satisfaction are meaningful, national indices such as !he SCSB provide these agencies and 

firms with useful benchmarks. 1be Satisfaction Index scores for the Swedish industries 

arc presented in Table I. Govemmcnt owned industries include the pharmacies, local 

police services, business post. public: post. railroads. business telecommunications. public 

telecommunications, and state sponsored TV broadcasting. To illustrate the differences , 

among industry types, the industries in Table I were grouped into three classes: (I) 

products and product retailers, (2) services, and (3) government owned agencies and 
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businesses. 1be average satisfaction indices for each of these three groups from 1989 to 

1993 are plotted in Figure 2. 

- insert Table 1 and Figure 2 here -

1be figure illustrates several interesting points. First. following Fornell (1992; 

Fornell and Johnson 1993), products and product retailers show systematically higher 

levels of sati~faetioo than do competitive services and government owned agenc.ies and 

businesses. Both of the latter groups are service-oriented, which makes it inherently more 

difficult to meet specific customer needs. While products meet customer needs largely 

through their physical means of production, the production of services involves more of 

the human resources of the firm and customers themselves . . This creates greater 

bclcrogeneity, on average, in the production of services versus products 3lld lower 

average performance (Fornell and Johnson 1993; Zcitbaml et al. 1988). In Figure 2, 

products and product retailers show the highest satisfaction and it stays relatively stable 

over time. Competitive services are below the products and retailers, which is consistent 

with the nature of service prodootioo. The drops in service satisfaction in 1992 and 1993 

are due pr'imarily 10 the rceeot poor performance in the baoking sec:tors. F'uWJy, the 

government owned agencies and busincs.ses are gene~y lowest in satisfactioo. This is 

due both to their service orientation, which makes it difficult to provide consistent 

quality, and monopoly positions, which limits customer choice. 

More important from a benchmarking standpoint is the steady increase in 

satisfaction for the government sector over the five years in which the index bas been in 

operatioo. Average satisfactioo bas increased from S4 to 61(ona0 to 100 scale) in this 

five years. Some of this increase is due to the addition of the high performing state 

pharmacies in 1990. Even without the pbmnacies, however, there is a steady increase in 

this sector (from S4 to S9). Importantly, the differences between competitive and 

government owned services is decreasing over time. Following Fornell and Johnson 

(1993). this suggests that competitive services provide government agencies with a useful 
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benchmark for industry satisfaction that were not previously available. It appears that 

government agencies in Sweden are using these attainable benchmarks to improve 

performance. It would be more unrealistic to expect agencies, on the whole, to achieve 

the satisfaction levels that we observe for competitive products where the means of 

production is quite different. A second implication is that individual government owned 

or regulated businesses, such as the pharmacies, arc capable of achieving even higher 

satisfac.tion levels. Overall, the SCSB results thus provide government agencies in 

Sweden with both attainable bencbmarks·and role-models for setting satisfaction goals. 

THE AMERICAN CUSTOMER SATISFACTION INDEX 

The SCSB serves as the prototype for the American Customer Satisfaction Index 

(ACS!) which will be released for tile first time in October of 1994. The ACSI is a 

quarterly, national index of customer satisfaction. Sponsored by the University of 

Michigan, the National Quality Research Center at the Michigan Business School, and 

the American Society for Quality Control, the index will, in its first year, survey 

approximately 50,000 customers of approximately 200 companies and government 

agencies wblcb comprise about 49 percent of U.S. Gross Domestic Product. 

There are important differences between the ACSI and the existing SCSB. First, 

the ACS! is larger in scope given the greater size of the U.S. economy. American firms 

are also more diverse in that a single firm is more likely to compete in multiple industry 

sectors. Sampling is, therefore, being done at the "firm level" rather than the "product or 

service" level. Finally, the ACSI (and future versions of the SCSB) include an expanded 

set of survey items. In addition to the original SCSB questions, customers will be asked 

both their expectations and perceptions of performance regarding two key quality 

component<: (1) "fitness for use," or the degree to which a product or service provides 

those things that the customer personally requires from the product or service, and (2) 

"things gone wrong." or the degree to which a product or service is free from defects. 
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Both factors are germane to quality across all U.S. industries and will provide interesting 

bases for comparison. 

Conclusions: lmplkations for Government Agencies 

Our recent experience in the development of national customer satisfaction 

indices illustrates a number of important principals and concepts that should help 

government ageoeies as they actively implement satisfaction measurement systems. The 

first is that there is a relatively "universal" model of the antecedents and consequences of · 

customer satisfaction. The challenge that·agencies face is in translating the constructs in 

Figure I to the particular agency context. Customer loyalty, for example, may be 

"repurchase" in some agencies (e.g., the buying of Census Bureau data) and "compliance" 

in others (e.g., with an IRS regulation or rule). A second implication is that there~ 

universal ways of asking the survey questions needed to operationalize such things as 

performance, satisfaction, and loyalty. This involves a focus on common denominators, 

such as "value" when operationalizing perceived performance, and using multiple 

standards of comparison, as when measuring satisfaction. 

Once a flexible model and a set of survey measun:s arc in place, the measures 

should be used to develop indices of the key constructs. This is especially true for 

satisfaction where any single survey item is at best a proxy for a customer's overall 

evaluation of their experience with a firm or agency. Ideally, the satisfaction index 

should be estimated within the context of a model (e.g., Figure I) where, for example, 

performance and expectations explain satisfaction and satisfaction, in turn, explains 

customer voice and loyalty. These steps address many of the criticisms raised by 

consumer and policy researchers such as Olander and Hunt toward the use of subjective 

measures of satisfaction. They help assure comparability in satisfaction measures across 

people and industries. 

However, the ultimate test of this comparability is an empirical one. As the 

Swedish experience shows, customer satisfaction is empirically comparable. When 
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customer satisfaction is properly surveyed. measured and modeled, it allows one to 

compare "apples and oranges." The resulting comparisons provide useful benchmarks for 

government agencies as they improve quality. Competitive sel'Vice industries provide a 

very straightforward benchmark that, based on the Swedish experience, appears attainable 

for government agencies as a whole. A national index also allows one to identify a 

particular agency or agencies to serve as role models and provide even higher sali~factiun 

goals. 

At another level, having established the eomparability of satisfaction surveys. 

government agencies can use satisfaction index results to make better decisions and 

resource allocations. Existing productivity measures and price indices are limited in the 

way they account for quality changes (National Economic Research Associates 199p. 

Resources could be allocated more effectively by targeting industries or agencies that rate 

particularly low on satisfaction to help improve overall consumer welfare. For example, 

if the IRS rates particularly low on satisfaction, allocating resources toward improving 

customer satisfaction should more than pay for itself in terms of increased efficiency, 

compliance and resulting revenue generation. Finally, agencies will benefit by having a 

more complete picture of their organizations. Any comprehensive strategic plan for a 

public or pnvate organization must integrate the organization's goals for achieving 

customer, employee, and owner satisfaction. In government agencies, taxpayers are the 

ultimate "owners." As agencies strive to meet customer needs, build customer loyalty, 

and save taxpayer dollars, these owners are the ultimate winners. 
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Satisfaction by Year• 

lndusay 1989 1990 1991 1992 1993 

Airlines 67 67 68 63 65 
Automobiles 77 78 78 76 77 
Banks (Business) 70 67 64 65 59 
Banks (Public) 69 69 67 67 63 
Clothing Retailers 63 63 62 63 63 
Computers (Main Frames) 69 63 63 64 62 
Computers (Business PCs) 70 66 66 67 64 
Department Stores 62 63 61 61 60 
Food Processors•• 68 71 71 72 70 
Furniture Retailers 64 63 65 65 64 
Gas Stations 67 68 70 70 70 
Groceiy Stores 66 68 65 67 66 
Insurance (Business) 64 62 64 62 61 
Insurance (Automobile) 66 63 66 64 62 
Insurance (Life) 65 65 63 61 54 
Mail Order na 64 63 64 64, 
Newspapers na 60 64 63 62 
Pharmacies na 76 73 72 74 
Police 56 55 58 59 58 
Postal Service (Business) 59 62 65 61 66 
Postal Service (Public) 65 61 67 63 65 
Railroad 44 55 54 54 54 
Shipping na 6, 69 67 69 
Travel (Charter) 68 67 68 68 68 
Telecom. (Business) 53 57 57 . 61 61 
Telecom. (Pub lie) SS 59 61 59 61 
TV Broadcasters 44 43 47 48 49 

• Satisfaction index is on a 0 to 100 scale. 
** The averages for Food Processors include six separate food industries (basic 
foods, candy and coffee, baked goods and daiiy products, beer, meat products, and 
canned and frozen foods). 

Table 1. Swedish Customer Satisfaction Barometer Results 
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Session 3 Customer Surveys 

Discussion 
Robert M. Groves 

University of Michigan and Joint Program in Survey Methodology 

In addressing the notion of customer service standards and customer measurement 
programs, the U.S. government is attempting to import a set of ideas tried in the 
commercial sector. It is useful to note that the ideas, once tried, do not always prove 
themselves to be cures of the ailments of modern commercial organizations. Why they 
work sometimes and why they don't other times is the topic of much current debate . 

. We are now living through the period of time when most of you in the audience are 
determining whether this is the management philosophy of the week or the beginning of 
a new perspective on agency functioning. 

First, let's take a minute to review the recent history of the commercial sector ... the 
common lessons of the "customer satisfaction movement" are: 

• external threats help shock organizations into paying attention to their customers 

• customer orientation succeeds only when top management forces it, repeatedly, in 
every forum, relentle,ssly 

• measurement of satisfaction only once is nearly useless 

• measurement of satisfaction without simultaneous measurement of 
production/service activities related to satisfaction is nearly useless 

Now let's see whether these lessons are relevant to the papers we have heard presented 
today. 

The Devens Paper 
There· are really three parts to the Devens paper -- a commentary on the customer
orientation movement, the description of a survey. and a review of the feedback loop to 
managers. 

Commentary on customer-orientation movement 
Devens notes that managers do "want" to improve their operations, one way or another. 
Clearly, the question is whether the operations are being improved. It seems clear that 
all change is difficult to induce in government agencies, but if anything, continuous 
improvement changes may be more difficult in ongoing statistical operations than in 
other areas. The problem stems from the need to maintain comparable measurement 
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systems over rime in ongoing series. The concern is change that affects the bias 
propenies of estimaces, not just the variance propenies (yet even changes that 
theoretically affecc only variance propenies (eg. a new sample) can affec_c bias). 

Why is that a concern? Rarely do we have information that bias change goes in the righc 
direction. Exceptions are the higher victimization races of the NCS and higher 
unemployment rates of CPS. where there is a strone model of tendencies to underiepon 
those phenomena, but even there the model can be easily challenged. 

So incremental change in statistical operations may be harder than incremental chll!l2e in 
other fields because the produet of today has more value if it is comparable to the 
product of yesterday. 

Devens notes that many managers are skeptical about customer focus because customers 
aren't qualified to judge the quality aspecu of statistical series. This comment on the 
surface sounds familiar to those in charge uf I.he design of the 1994 Chevrolet Caprice, 
but statistical agencies may have greater challenges than manufacturers of other prodUctS. 
The General Motors managers did have access to many marketing research studies about 
the concerns and interests of their customers, but apparently discounted them. , Mo.st 
siacistical agencies have no equivalent of the market research function, and thus 
customer desires are only indirectly and erracically communicaled. As with automobiles 
i1 is easy to confuse the fact that only the customers know what information they need, 
but only the statisticians may know how best to produce it. 

Description of the Survey 
In this section there is very little concern about issues concerning the sampling frame 
Qnd inference. This unfortunately i! a serious lacuna in mo.st of the literature about the 
Total Design Method. Despite its name it does not address issues of coverage error in 
surveys. These issues are complex and largely uncharted in surveys of customers of 
>Ullistical agencies because the target population of customers has mually II()( be fully 
enumerated at the time of a survey. Even the definition of •customer• becomes a 
complex one, when considering information as a product. 

The most important point of this section is that careful planning of a mailed 
questionnaire can yield high response races . For this reason alone, this is an imponan1 
paper. When government agencies are telling others and are being told that response 
rates in the 203 range are the highest to be expecled, this work has shown that careful 
planning and execution can obtain high panicipation rates. High response rates are 
doubly imponant in this area, because of the finding that nonrespondents to satisfaction 
surveys tend to be dissatisfied with the service or product. 

Review of Feedback Loop to Managers 
Despite some commentary that the survey did no1 yield clear findings, conclusions were 
indeed drawn from the data collection -- the need for more timely faster products , one 
stop service for questions, and clearer presentations of information. Of these, it appears 
that the organization has addressed timeliness of products most direcdy. It is nocewonhy 

122 



that this area was not the one with the largest gap between expectations and perceived 
performance. This might be an example of management either ignoring the empirical 
findings or management supplementing the empirical work with other external 
information about performance. The paper docs not reveal which is the appropriate 
interpretation. 

The Johnson Paper 
This paper describes a large effon to construct a useful measure of consumer satisfaction 
across all sectors of the economy. It is conceptualized as another macroeconomic 
indicator, measuring an outcome of production- in one term "post-consumptive utility" 
The paper is divided into three sections: a) Can satisfaction be compared across 
scct0rs/industries?: b) a description of the Swedish Customer Satisfaction Barometer; and 
c) an announcement of the American Customer Satisfaction Index 

Can sat isfaction be compared across sectors/industries? 
How would you know whether you'd have the answer to this question? Would it 
depend on the ability to predict behavior? What behavior? The evidence of 
comparabili1y presented includes the finding that 50% of the variance in perceptions of 
performance is explained by the amount of differentiat.ion in the indusay, and 
performance explains 50% of variance in satisfaction. Clearly, one would like to 
assemble more evidence: behavioral ouicomes meuured on same persons over time, 
stable relationships between satisfaction levels and growth rates, complaint rates, etc.; 

Swedlsb Customer Satisfaction Barometer 
This is a large data collection and estimation series, running since I 989, covering 70 % 
of sales in each indusay, and measuring one product or service per company. Clearly 
the process of s:impling firnu and products/services is a nontrivial problem, as those In 
th~ consumer and producer price index measurement process know. The sampling 
problem facing this index is multi-level (sectors, firms: products/services, customers) 
there arc important sources of variance at each level and important sources of 
information about customer satisfaction. 

The concepts measured include: perception of performance, expectations regarding 
performance, satisfaction. reports of whether the customer has complained about the 
product or service, and customer loyalty. These are diffJCult measurement issues. For 
example. the approach is forced to use hypothetical questions on loyalty, using words 
like "if another agency could provide the same service.· 

The paper presents findings from the Swedish effort that are, stimulating, given the 
current effon at measuring customer satisfaction in U.S. government agencies. For 
example. there is the finding that Swedish government agenci~ (police. pharmacies. post 
office. railroads, telecommunications, rv broadcasting) started with lower satisfaction and 
rose in satisfaction faster than other sectors. One wonders whether that finding will be 
duplicated in the US. The finding itself illustrates one of the challenges to the 
measuremen1 process. To what extent is measurement of satisfaction with services of a 
government agency affected by genera.I feelings of civic pride, trust in government, 
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political effiacy? 

American Customer Satisfaction Index 
The last section of the paper sketches out the plans for a U.S. customer satisfaction 
index. This effon will be different from the Swedish experience in that the U.S. 
population of firms offer more diverse products and services. 

In both this and the Swedish index description there seems to be most emphasis placed 
on the psychometric properties of the measurement and little concern with traditional 
survey issues of coverage of the target population (telephone surveys :ire planned), 
nonresponse error. and measurement errors associated with social desirability, mode of 
data collection. etc. 

Summary 
These two papers, although seemingly disparate in the focus, can serve to remind us of 
two imponant debates in customer sanstacuon: 

• Is satisfact.ion merely a function of the difference between reported expectations 
and performance racings? 

• Do expectacions cause perceived performance? 

Let me summarize my reactions to the papers: 

1. In government agencies, we are at the beginning of the customer measurement 
process. Its value rests on repeated measurement, empirical assessment of relationship 
between actions of employees and s:ttisfaction, and change in satisf.action over time. 
We are a long way from this starus of measurement and innovation. 

2. Both of th~ papers appear to miss the connection to actual activities of the units to 
increase satisfaction. They are more heavily focused on measurement than how 
measurement can lead to change and then later to improved satisfaction. 

3. The papers now from different conceptual bases; a debate that is not joined by the 
two. One stems from the notion that satisfaction is in some sense the gap between 
expectations and performance. The other attempts to add another concept, perceptions 
of an ideal service or product, in order to calibrate the gap between expectations and 
performance. These conceptual differences are part of the debate now ongoing in the 
satisfaction measurement field. These are imponant issues for the practical impon of 
satisfaction measurement. If, for example, performance at time I sets expeclations at 
time 2. then f'O"T performance lowers expectations. and in one perspective, would yield 
higher satisfaction, as expectations and performance were in sync. From the other 
perspective, departures between performance and the concept of the ideal, would be 
larger at time 2 and lead to large "performance gaps.• 

If government agencies take seriously the measurement of customer satisfaction, they will 
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inevirably be forced to attend to such issues . They are key to the meaningful ttacking of 
how satisfaction can change with improved performance of organizations. We are at the 
beginning of this process for 1ovemment agencies , and we are in the debt of these IWO 
papers for alerting us to such issues. 
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DISCUSSION 

Elizabeth Martin 
Bureau of the census 

Both pape.rs presented in this session raise issues which are 

relevant to the current efforts by federal agencies to respond to 

a presidential order to survey their customers, measure satisfac

tion, and use the results to set service standards and provide 

customers with greater choice in serv.ices • .. Siqnificantly, the 

executive order further states that "as information about customer 

satisfaction becomes available, each agency shall use that 

information in judging the performance of agency management and in 

making resource allocations." 

If this aspect of the executive order come& to pa••• then the 

issue of ~he comparability of customer satisfaction measurements 

among agencies and across diverse products and services is of more 

than academic interest. I'd like to start by focussing on the 

issue of comparability of measurement as addressed in the Johnson 

paper, which describes a customer survey conducted across 32 

industries in Sweden, including government-run industries such as 

the postal service and railroads. I'll be drawing on my recent 

involvement in an effort to desiqn a generic customer satisfaction 

questionnaire for use by all of the agencies of the Department of 

ComJnerce. Next, I'll discuss the Devens paper, which discusses a 

customer satisfaction survey targetted much more narrowly, to users 

of l!lllployment and unemployment statistics produced by the Bureau of 
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Labor Stati•tic•. It rai•e• some intereatinq i•sues about the 

utility and con•equence• ot customer •atistaction •urveys. 

Johnson and hi• colleaquas are concerned with a very ambitious 

ettort to develop a cu•to••r aati•taction index (th• swediah 

CU•tomer satiataction Barometer) which can be applied ac ross 

industriea, products, and, ultimately, in di tterent countries. 

cuatoaars were aupled trom 32 Swedish indu•triea, incl udi nq 

several which were qover11J1ent- run, which repreaented 70 percent of 

Sweden• s qro•• doaeatic product. The. j)Ompaniea . that. accounted tor 

approxi.aately 70 percent ot combined industry sales were ael ected 

to repreaent each industry. Each co•pany waa represented by its 

product or ••rvice with the hiqhe•t aalea . Each year, 100, ooo 

cuatoaara were contacted by telephone and screening question• were 

aaked to detal"llline it they had experience with the product• and 

aervices cho•en to repreaent the •ample compani••· About one 

quarter ware eliqible and were aslted queati ona to ••a•ure their 

perception• ot pertoraance, their expectation• about pertoraanc•, 

their aatiataction, whether they ever co•plained, and their 

l oyalty, 

Johnson arquas that the survey aeasureaent• aay be used to 

compare aatiataction and pertormance a=o•s industries on the 

tollowinq ba•i• : that the aodal ot cuato•er •atiataction which 

i n torma their measur .. enta is unive.raally applicable ac ross 

i ndustry; the aeasuraaenta used in their survey are uni ver •ally 

appl icable aero•• all induatriea; and that there exist meaninqtul 

d i tterences in aatistaction between induatriea which can be 

explained by industry-l evel ditterence• in deqree ot product or 
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service differentiation--the .._ 1t of choice ottered customer•. 

He alao suqqeata that that the index provides 11eaninqtul and 

comparable infoI'lllltion about custo11er aatiataction tor qovernment 

aqenciea and industries aa well as private sector onea . 

Althouqh it may be possible to desiqn a survey which yields 

comparable measurements of satisfaction for customers of diverse 

products and services produced by different industries, Johnson and 

his colleagues have not satisfactorily made the case for the 

comparability of their. measurements....··- The.y . need . to address the 

followinq questions: First, is the definition of a customer 

comparable across different industries? Second, are the samplinq 

frame and response rates com.parable across industries and over 
' time? Finally, are their satisfaction measurements comparable and 

aeanin9:Cul aero•• different industries and over time? 

The first issue, of what is a custom.er, usually is not 

terribly ambiguous in the private sector, but it bedevils attempts 

to measure customer satisfaction in a qovernment settinq. To most 

of us, a customer is someone who purchases a commodity or service, 

usually by choice or voluntarily. In a government aettin9, many 

products and services are not purchased directly by their users, 

but aubaidized in whole or in part by taxea. Many qovernment 

products and services are not received voluntarily on the part of 

the "user" or recipient. Many "customers" of police services or 

tax collection services no dolll:>t would, it they had the choice, 

choose not to obtain the service at all. The Johnson paper does 

not address this issue. In their survey, they defined as customers 

persons who had experience with the products and services surveyed. 

128 



Thi• i• a reaaonabl• •trateqy, but it i• aportant to include 

aaa•ura• in the •urvay to penait the anal.yst to ••parataly identify 

voluntary customer• of qov~ant ••rvices, who obtained a product 

or ••rvice by choice, and inyoluntary custoaers, who did not choose 

to obtai.n the product or ••rvica. Comparisons of the former qroup 

with customer• of private indu•try may be :aeaninqful, but compari

sons involving the latter qroup probably would not be. 

Another definitional problem arises because many ••rvicaa 

offered by th• qovarn11ant are. not intended. to banafit thoM who 

experience thaa directly, but to protect or benefit other•, such as 

the public, who may not even be aware of their exi•tanca. For 

exaaple, one service provided by a Dapartaent of co .. arce aqeney i s 

the inspection of fi•harias. Pra•umably this service i• ul ti:aately 

intended to benefit fi•h-•at•r• by anaurinq the quality of fish, 

and only indirectly benefit• the fi•heries th••••lvaa. In this 

example, it would be difficult to 11aasure the aatisfaction of 

cu•toaar• who 11ay be unaware that a service exiate, auch l••• that 

they are recipient• of it. Thi• •ort of i••U• can aa.lta it 

difficult to identify who •nould be raqarded aa the- cu•toaer• of 

government services, and this category of •cuato11ar" would be ruled 

out by Johnson's screening criterion of •having experience" with a 

product or service. 

A second sat of vary difficult i•sues affecting comparability 

of data naa to do with the identification and aamplinq of oustom

ara. In order to •alt• 0011Pari•on• aero•• industries, one auat be 

certain that the •••Pl•• are comparable. Johnson report a that 

each year customers were ida.ntifi ad in surveys of the public in 
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which 100,000 individuals were asked about their experiences with 

the target products. It is not clear how or whether the sample 

represents organizational customers. For many of the industries 

being evaluated--such as banks, railroads, main frame computers-

much if not moat of their business would be with other organiza

tions or businesses, not with individual consumers. Organizations, 

and their experiences as customers, do not appear to be represented 

in the index. Their absence reduces the meaningfulness of customer 

satisfaction 11easures for indua.tries ... in .. which- oi:qanizational 

customers represent a large share of all customers, and reduces 

co11parability of· measures across industries which differ in their 

customer base. 

Even if one accepts the limitation that only individual 

customers are represented in the sample, it i• still unclear What 

universe the results represent. Johnson su.rveyed customers of the , 

leading products of co11panies representing 70 percent shares of 

each of a set of industries which together accounted for 70 percent 

of the Swedish GDP. one would expect the companies, products, and 

industries included in the index to change over ti11e with changes 

in the economy. This implies that there are two potential sources 

of change in the value of the index: changes in custome.r satisfac

tion for a given set of products, and changes in the composition of 

products, companies, and industries which make up the index. Given 

the uncertain interpretation which could be put on any given Change 

in its level, it is not clear how a .custo11er satisfaction index 

defined this way can provide usefUl infor11ation about trends. 

Moreover, Johnson's definition appears to leave out most customers, 
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•inc• 75 percent of hi• ... pl• va• i .naliqible for the •urvey. The 

liaited and rather peculiar conatraint• on th• ••t of cu•to-.e.ra 

included in the survey .... to reduce ita usefulness a• a qenaral 

index ot custo-.er aati•taction with wide applicability across 

ditterent countries . 

The quality and comparability of the result• of ou•tomar 

satisfaction aurvaya depends not only on the quality of the 

sampli.ng frlllle, but also on response rates. Johnaon presents no 

intoraation about reaponaa rate a in the customer . aurvay ha reports. 

In order to malt• comparisons .. ong industriea, one would want 

reasonably high response rat•• tor all the industries being 

compared. It response rates varied .. ong induatria•, than 

artitactual differences in aatiataction aay result tro11 greater 

nonresponse ~ias tor some than others. 

In general, the construction ot sampling tramea tor customer 

surveys is problematic. If there exist records of purchases, 

orders, or loqs of telephone or other contacts, then th••• ••Y ba 

used as a Sllllpling tr .. a. However, for JlallY services and products, 

there are no records whic:ll identity cuatoaers, especially it no 

formal or recorded transaction takes place. customers who pay cash 

for a product or service, or who listen to the weather station or 

look up information in a census publication in the library cannot 

be readily identitiad. Thus, sampling froa records or loqa of 

customer transactions is likely to provide uneven coverage of 

customers depending on the nature ot the industry, bow it conducts 

business with its cuato-.ara, and th• quality and completeness of 

the records it keeps about custoaera or transactions. In soma 
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cuat011•r aurv•y•, •a.i>l•• ar• drawn troa li•t• of cuatoa•r• 

provided by an agency or tira ap•citically tor the aurvey. Such 

liata can be very vulnerabl• to aelaction bias, aince organization

al representative• who know that cuatoaer satisfaction i• to be 

evaluated are likely to overrepreaent aatisf ied customer• in their 

lists. Thi• selection bias may vary among aqenci•• or organiza

tion• and could have a very adverse effect on the comparability of 

satisfaction measure• aero•• agencies or organizations. 

The third i••u• which need• more attention in the Johnaon 

paper is the comparability and aeaninqfu.lness of the aeaaureaenta, 

especially when applied in a qovernJ11ent context. P9rforaance was 

measured a• value, or be.nefit• r•lativ• to costs, which ••••• not 
' to apply very well to product• or ••rvic•• which have no apecitic 

or direot oost attached to them, aa i• the case tor aany government 

products and services. The key construct of customer loyalty was 

operationally measured by intention to repurchase and insensitivity 

to price. Because th••• meaaurea do not tit qovernJ11ent'• transac

tion• with its cust011er•, Johnson and his colleague• changed the 

aoaauraa to hypothetical on•• tor gavern:aent agencies. It is 

questionable whether this aoditication yields results coaparable to 

the original aeasure. Finally, cuatOJ1er expectation• were measured 

retrospectively, that is, customer• were asked to report what their 

expectations had been at the time ot purchase. Retrospective 

report• of past attitude• are notoriously biaaed toward pr•••nt 

attitudes, and it is highly likely that this meaaure ot "expecta

tion•" ia contaminated by respondent•' aubaequent experience• with 
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a product. Thia flaw would lllllke it impoaaible to teat the effect 

of prior expectations on satisfaction or perceived performance. 

In summary, customer aurveya which aim to compara across 

diverse industries and products {such aa the SCSB discussed by 

Johnson) potentially are affected by very serious problems of data 

comparability, includinq lack of comparability arisinq from sample 

design, differential nonresponse, and the measurements themselves. 

There appears to be a considerable amount of careful methodoloqical 

and statistical work that still needs to be done to . ensure .. that 

customer surveys are. designed to yield 11eaninqful comparisons of 

customer satisfaction across industries and over time. Until that 

qroundwork is done, such comparisons should be JIAde cautiously. 

The Devens paper raises a different set of issues. The 

c~stomer satiefaction S~ey he report• on was 111ueh narrower in 

scope and purpose than the satisfaction index discussed by Johnson, 

and the issues of data comparability are not nearly aa serious, if 

they exist at all. 'l'h• survey of customer• of employment and 

unemployment statistics was well done, and obtained an admirably 

high response rate (88 percent) uainq reminders and mailinqs of 

follow up queationnairea . The survey assessed several aspects of 

the statistical product, includinq data quality, ability of staff 

to answer technical questions, etc. Devens reports that the survey 

results moved the aqency to take several actions to improve the 

timeliness ot the release of its statistics, which the survey 

showed customers thouqht was very import.ant. 

The paper includes a couple of tellinq comments by the author, 

who personally evaluates the survey as "useful but not nearly in 
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proportion to the akilla exercised or the resources expended." He 

also notes the very low response rate--8 percent-- obtained from a 

survey of front-line employees upon release of the custo~er survey, 

and voices his suspicion that this low rate is due to "failure to 

convince the front line that the customer satisfaction survey was 

serious. " 

Devens• remarks remind us of a couple of key points about 

customer surveys of this type. First of all, there needs to be 

clear specification of th• qoals of the survey, and an understand

inq of how the information from the survey will. be used, in order 

for the survey to be useful. (This point applies to any survey, 

not just customer surveys. ) To be taken seriously by employees, a 

customer survey should be desiqned to address questions to which 

managers and employees need or want the answers. In the case of 

the sur'Vey Devens reports, it· appears that the survey was not 

credible to manaqers, and was used in a very limited way by them, 

reducing the meaningfulness of the survey. 

The second point is that customer surveys can themselves 

affect the expectations Of cust0111ers and employees. carrying out 

a customer survey 11.ay raise the expectations of customers (and 

employees) that a company or agency is qoinq to do somethinq to 

improve service. If that doesn't happen, and if the survey turns 

out to be an empty exercise, then the indirect effect of a customer 

survey may be to reinforce the cynicism of cust0111ers or employees 

or both. 

Takinq these two points together, and returning to the earlier 

discussion, we can draw several qeneral conclusions about customer 
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surveys: Unless an agency or company plans to actually use the 

result• of a customer survey, it ahouldn't conduct the survey. The 

survey should be planned with clear goals and uses in mind. It 

should be designed to provide fairly specific information that 

represents useful feedback to manaqers and employees, and that has 

implications for action. If the intent is to compare customer 

satisfaction over time, amonq products, or among industries and 

aqencies, then the survey should be designed and data evaluated to 

ensure that results are comparable .and.can suppt>rt the comparisons 

to be made . 
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Session 4 
ADVANCtS IN DATA EDITING 



IMPROVING OUTLIER DETECTION IN TWO ESTABLISHMENT SURVEYS 

Julia L. Bienias,' David M. Lessman, Scott A. Scheleur, and Howard Hogan 
U. S. Bureau of the Census 

I. Introduction 

One step in producing estimates from survey data is editing. In many settings. 
trained analysts examine the data to find unusual or unexpected values, which may 
be the result of errors made by tha respondent or In the data-capture processes. 
Having found a questionable case, the analyst then tries to verify its accuracy by 
checking the original form, obtaining related data from other sources, and/or 
contacting the respondent. One would like to correct as many errors as possible 
within the time limitations for a given survey. Thus, accurately identifying the cases 
whose values are most likely to be the result of errors is an essential part of efficient 
editing. 

Previous researchers have successfully used various graphical methods to 
improve both the efficiency and accuracy of the editing procecc (e.g., Eapoalto, Fox, 
Lin, & Tidemann, in press; Granquist, 1990; Houston & Bruce, 1992; Hughes, 
McDermid, & Linacre, 1990). We describe the application of graphical methods from 
exploratory data analysis to the task of identifying potentially incorrect data points. 
Our report is the result of e working group of analysts, research statisticians, and 
programmers devoted to this ettort.2 We illustrate the methods with data primarily 
from the Annual Survey of Communication Services and the Monthly Wholesale Trade 
Survey. We first describe the two surveys and the current methods used for editing. 

2. Descriptions of the Two Survey• 

2.1 The Annual Survey of Commynjcatjon Services 

The Annual Survey of Communication Services (ASCS) is a mail survey 
covering all employer firms that are primarily engaged in providing point-to-point 

1
Thls paper reports general results of re111rch undertaken by C·ensus Bureau staff. The views 

exoressed 'are attributable to the author• end do not necusarllv reflect thota of th,. c .,.nsot Bureau . 
Address correspondence to: Julia L. Bieni11, Economic Stetistfcal Methods and Progremmlng Olvielon, 
Bureau of the Census, FOB 3015-4, Washington, DC 20233. 

2we thank the other members of our workk'1g group. without whom the work deac:ribed Mire would 
not have been possible; Thomas Bell, WoM1rd C11dwell, Vocki Garrett. Imelda HaU. Donald Hundertmark, 
Jennifer Juzwiak. William Knowlton, David S1..:hur9ki, and Georgeann Wright. We also ..:know1edge 
the .,,..,Y other memben of Busineu Oivition Ind of Economic Statistical Methods and Programming 
Division who halve supported this effort 1.nd who continue to suppon it. 
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communication services (e.g., telephone, television, radio), as defined in Major Group 
48 of the 1987 edition of the Standard Industrial Classification Manual. The ASCS 
provides detailed revenue and expense statistics from a sample of approximately 
2,000. The Census Bureau introduced the survey in 1991 to track the explosive 
growth and change in the industry. The Bureau of Economic Analysis is the primary 
federal user of the data collected; other users are the Bureau of Labor Statistics and 
private industry (U.S. Bureau of the Census, 1992.) 

2.2 The Monthly Wholesale Trade Survey 

The scope of the Monthly Wholesale Trade Survey (MWTS) is all employer firms 
engaged in wholesale trade, as defined by Major Groups 50 and 51 of the 1987 
edition of the Standard Industrial Classification Manual. Particularly, the survey 
covers merchant wholesalers who take titte·tc1he gcodsthey buy and sell, collecting 
sales and inventory information. The MWTS, conducted since the 1940's, is a mail 
survey of approximately 7,000 firms. of which 3,500 receive forms in a given month. 
As w ith the ASCS, the Bureau of Economic Analysis is the primary federal user of the 

data. (See U.S. Bureau of the Census, 1994.) 

3. Issues Involved in the Current Editing Procedures 

After the data from the questionnaires are keyed, a computer program flags 
cases failing completeness, internal consistency, and/or tolerance edits. Editing 
review is divided among several analysts for a given survey. Each analyst finds which 
edits have failed for a case through an interactive correction system or a paper listing, 
on a case-by-case basis. They can also use a database query system to try to find 
problem cases that have not already been identified. 

There are several disadvantages to this approach. Examining one case at a time 
does not permit the analyst to obtain a broad view of the behavior of the industry as 
a whole, and such a view can be of great benefit in determining the impact of an 
individual unit on the aggregate estimate. In addition, it undoubtedly leads analysts 
to examine more cases than necessary. Finally, for a few of the ASCS tolerance 
edits, constant parameter levels derived from previous surveys have been hard-coded 
into the programs. This implicitly' assumes the relationships among the variables are 
static over time, which may not be the case. 

4 . Application of Exploratory Data Analysis Methods 

4. 1 Background 

Exploratory data analysis (EDA) can be described as "a set of tools for finding 
what we might have otherwise missed" in a set of data (see Tukey, 1977). These 
tools, combined with the analysts' subject-matter expertise, are particularly well-
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suited to the task of data editing. In this setting, we are not interested in ascertaining 
the truth of a postulated economic model or a similar estimation or hypothesis testing 
problem. Rather, our goal is to determine which cases are unusual with respect to the 
bulk of the cases and to follow up those cases. In addition to providing methods for 
displaying data in a variety of ways, EDA emphasizes fitting data using methods that 
are relatively insensitive to the presence of outliers in the data ("resistant" methods). 
Such fitting is a way to define and then account for (remove) certain aspects of the 
data so the analyst can concentrate on other aspects. (See Hoaglin, Mosteller, & 
Tukey, 1983; Velleman & Hoaglin, 1981.) 

EDA fits well with the survey processing environment. Because in the editing 
stage we expect to find wild observations that might be off by orders of magnitude 
from the bulk of the data, transformations and resistant techniques are particularly 
useful in helping us find order· amid the-chaos.- In addition, these techniques allow 
for efficient examination of large amounts of information at once, an aspect that is 
particularly valuable in the time- and resource-constrained survey production 
environment. 

From the orscnol of tools collectively called "exploratory data analysis,• we 
considered both univariate boxplots and the more general bivariate fitting. We 
describe boxplots first, followed by scatter plots and some methods for fitting. In 
addition, although transformations are applicable to all tools, we describe them in the 
context of scatter plots, because that is where we used them most. 

4.2 Boxplots 

Boxplots allow quick visual analysis of the location, spread, and shape of a 
distribution. Our boxplot has its box spanning the lower and upper quartiles, with 
whiskers extending from the box to the furthest data point within a distance of one
and-one-half times the interquartile range from the'box. We considered data values 
beyond the whiskers as potential outliers. If the data are reasonably symmetric, then 
these cutoffs provide a good working definition of cases which may need review. 
See Tukey (1977) for a discussion of boxplots in general, and Hoaglin, Mosteller, and 
Tu key ( 1983) for a discussion of the expected number of outliers for different sample 
sizes. Note that the whisker definition could be modified to suit the needs of a 
particular survey operation (e.g., one could use 2 times the interquartile range instead 
of 1.51. 

Figure 1 demonstrates the use of the boxplot for operating ratio 
(expenses/revenue) data from the ASCS. 3 The boxplot shows that the median 
operating ratio is . 7978 and fifty percent of the points lie between . 7269 and .9811 . 
The left and right whisker values are .3760 and 1 .3401 . The cases flagged by the 

3To protect the confidentiality of our data, we have not provided details about the particular subset 
of data analyzed in each plot, nor have we labeled axes when such information could be reveeting. 

139 



use of the boxplot are different (and fewer in number) than the cases that would have 
been flagged by the currant hard-coded edit parameters, .9 and 1. 1. Those 
parameters fail to help us isolate the "true" outlier cases, as they result in too many 
cases being flagged. Alternatively, we could flag cases that would appear beyond 
the whiskers as in our boxplot, an approach that is "dynamic" in that it relies on 
incoming data to set parameters. At minimum, we could use valuas from Figure 1 
as new hard-coded edit bounds, noting that these revised bounds would no longer be 
symmetric around one (consistent with the findings of Granquist, 1990). 

4.3 Scatter Plots 

A scatter plot of two variables is a simple and particularly useful technique. 
When the data are appropriately transformed, one can use a variety of methods to 
remove linearity in the scatter and then··examin-e the·residuals from the linear fit. This 
allows us to see patterns that we might otherwise miss when .looking at the original 
data: looking at the residuals from a fit allows us to examine the data on a finer 
scale (see Section 4 .5). 

As a vivid illustration of the kinds of problems encountered in editing data, we 
used another survey for which we had raw responses to a particularly problematic 
question. One item in the Motor Freight Transportation and Warehousing Survey is 
the percent of revenue derived from local trucking, a question believed to be 
confusing to respondents may define "local" in different ways. Figure ' 2, a scatter 
plot of these unedited data for the current versus prior period, shows a weak linear 
relationship. Cases along the 45 degree line are companies whose year-to-year 
reports are consistent. The reports become more inconsistent the further they are 
from the 45 degree line. Some of the cases along the vertical axis are "births" to the 
survey (cases selected during the current period to reflect new firms). Births should 
be analyzed separately, because they have only current-year data. 

4.4 Transformations 

Transforming the data so patterns can be more easily discerned is e technique 
that is important to all graphical and data-fitting methods. It is used to obtain 
symmetry in the data, to promote linearity, and to equalize spreads between data 
sets. These properties are assumed, implicitly or explicitly, by many of the techniques 
we use to analyze data. For example, when we look for outliers by examining a 
boxplot, we are implicitly assuming the data are supposed to be symmetric. If the data 
are naturally skewed, many of the points: in the tail that appear to be outliers: are 
actually values that are consistent with the underlying distribution. Thus, 
"discovering" such outliers in the long tail would not be very meaningful. With 
skewed data, we went to spend our time investigating those dote points that ere 
particularly unusual, given that we expect many points far from the bulk of the data. 
If we transform skewed data to be generally symmetric, we can then find those 
points. 

140 



Because economic data are typically positively-skewed, transformations that 
lead to the expansion of lower data values and to shrinking the spread of larger data 
values are particularly useful. (See Hoaglin, Mosteller, & Tukey, 1983, for more 
details on types of transformations.) 

Figure 3 is a an example of the use of transformations for the ASCS. The 
scatter plot of untransformed revenue data (Figure 3a) reveals little, as one case is 
many times larger than the other cases. Hiding the large case was unsuccessful, as 
the next largest case was still many times larger than the remaining cases. Instead, 
taking Jogs of the data showed a useful scatter plot !Figure 3bl. We see a strong 
linear relationship, which is what we expect for a plot of current and prior data. 
Cases that do not appear to be following this linear relationship would thus be 
considered unusual. We also see that the case that appeared to be an outlier in Figure 
3a is, in fact, very much in line with the rest of·the data. · 

For the MWTS, a scatter plot of the current inventory data against the current 
sales data shows that most of the data are bunched in the lower left corner (see 
Figure 4a). Because both variables are skewed, we first tried a natural log 
transformation (log(x + 1 )). (We added one because a value of 0 for inventory data 
does not indicate the case is a birth, and thus it may be of value to include such 
cases.) This overtransformed the data, skewing them in the opposite direction (Figure 
4b).• This is because there was a big gap in values between 0 and lhe next largest 
value. Such an effect would also occur if there were many establishments with very 
small reported data and a few with very large values. We then tried taking the square 
root (Figure 4c) and fourth root (Figure 4d). The latter resulted in the most useful 
transformation, as most of the data can be seen clearly. 

4.5 Fjtting 

In this section we describe two approaches to fitting, ordinary linear regression 
and resistant regression. Both were useful, in different ways. 

In analyzing ASCS data, we considered the relationship between revenue and 
payroll for current year data. Figure 5a shows the ordinary least squares regression 
of revenue on payroll; there are many points clustered near the origin and two cases 
in the upper right corner. First, we tried removing the two large cases. Again the 
distribution showed points clustered in the left corner. Such an approach, of 
iteratively hiding points and refitting, has the disadvantage of being subjective and of 
essentially requiring analysts to identify outliers first. 

One alternative is to use ordinary least squares on transformed data. In this 
example, logs were useful. Figure 5b shows the nt to the logged data, depicting a 

41f the cases with 0 reported inventory are ignored, as they m~ht be for other variables, then the 
logarithm transformation provided a useable picture of the data. 
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strong linear relationship. The point labeled A is an obvious outlier. Examination of 
the residuals revealed a pattern, which allowed us to discover that tax·exempt cases 
were inadvertently being included in the analysis. Tax·exempt cases should be 
examined separately from taxable cases, because our revenue item only includes 
taxable receipts. Removing both those cases and point A and refitting the data 
(Figure Sc) led to the distribution of absolute residuals shown in Figure Sd. This plot 
can be used to detect outliers, as with a cutoff level C: 

C = K • (median absolute residual). 
We found K = 4 (corresponding to C = . 7868) to be the best. All cases above . 7868 
were examined and most were "true" outliers. For our example, this method was 
Judged by the survey analysts to be excellent for finding outliers. 

Unfortunately, ordinary least squares (OLS) can give great weight to fitting a 
few wild values. It may work well·, as in·ourexample; when there are only a few wild 
cases and the demarcation between usual and unusual is clear. As an alternative, we 
investigated resistant fitting using the biweight function developed by Tukey 
(Mosteller & Tukey 1977; McNeil, 1977). This widely·tested iterative weighted·least· 
squares fitting procedure uses a weighting function defined as: 

where u; = (r; I (c*s)) 
r1 .. Residual from previous fit for point i 
s • mean absolute residual from previous fit 
c ., scale factor. 

Setting c = 4 is quite resistant, c = 8 is moderately resistant. We stopped iterating 
when the proportionate change ins was less than 0 .01. This required few iterations; 
resistant regression is a very efficient and fast procedure. 

We applied resistant regression to the MWTS, predicting logged current 
inventory data by logged inventory data from the prior year. We expect a linear 
relationship. Figure 6a shows the data and the line from the OLS fit, and Figure 6b 
shows the residuals from that fit. It is easy to see the OLS fit misses the central 
tendency of the point cloud. Figure 7a show$ the fit resulting from resistant 
regression (c = 4). This fit more effectively removed the linearity from the data. The 
residuals now cluster around 0, as we would want (Figure 7b). 

5 . A Note on Using Ratios 

In many instances, data review has relied on calculating ratios (e.g .• 
sales/payroll) end looking for unusually large or small ratios. There is nothing wrong 
with this approach per se, but it would be wrong to rely too strongly on it. 

The use of ratios assumes a rather simple model of the true relation between 
the two variables, specifically a straight line through the origin. The true relation may 

142 



differ markedly, there may be data clouds following different straight lines. For 
example, the relationship might be different for a small company than for a large 
company. It is essential that the data reviewer plot the data and look at the shape. 
Further, the "acceptable ratios" are often set from historic data, last year's or last 
census'. The relationships can change systematically throughout the business cycle. 
One could iterate, calculate the average ratio from the current survey, calculate its 
standard deviation, identify and remove outliers, and start again. However, given the 
existence of rather fine iterative resistant fitting tools, it is hard to see the advantage 
of this approach. 

6 . Summary and Extensions 

We have described how principles· and methods ·from EDA can be used to 
improve the efficiency and accuracy of editing, by helping analysts see patterns in the 
data and usa that information to prioritize cases for follow-up. Building a successful 
editing system using this approach is more than just selecting the correct statistical 
tools. The system must be acceptable to the people who will use it. Creating such 
acceptance requires training the analysts in the methods described here, as well as 
incorporating the tools into the current production environment and existing computer 
systems. To date, we have been successful in getting many people to try the 
methods on several surveys. In addition to the surveys described previously, these 
methods are currently being applied to the Motor Freight Transportation and 
Warehousing Survey, the Service Annual Survey, and the Commodity Flow Survey. 

Analysts for these surveys reported that being able to ascertain the effect of 
a given case on the estimate was quite useful. Other specialized programs written 
for data editing provide this feature (e.g., Esposito, Fox, Lin, & Tidemann, in press; 
Houston & Bruce, 1992). Incorporating sampling weights in the procedures described 
here provides a similar utility. 

The EDA approach can be combined with batch-type edits (e.g., SPEER, Draper, 
Greenberg, & Petkunas, 1990; Lee, in press). One could examine the data flagged 
from a batch program along with the unflagged data using the tools described here. 
Or, the graphical-based methods could be the basis for batch-type dynamic edits. For 
example, a program could transform the data to be more symmetric and then flag all 
cases that would be beyond the whiskers of a boxplot. Finally, in settings in which 
hard-coded edit parameters must be used, these methods can be used on a subset of 
data to help find or evaluate such cutoffs. 
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TIME SERIES AND CROSS SECTION EDITS WfIH APPLICATIONS 

TO FEDERAL RESERVE DEPOSIT REPORTS 

ABSTRACT 

David A Pierce and Laura Bauer Gt1Jis1 

Federal Reserve Board 

Currently data Crom the major deposit reports submitted by commercial banks to the Federal 
Rcscl'YC System arc edited by comparing the incoming value for a variable to that variable's value for 
the previous weelc, using a set of published 10/emnces. The previous value represents an estimate or 
forecast of what the current value would be in the absence of error or unusual circumstance. This 
paper investigates two generalizations of this editing method, which both involve incorporating infor
mation beyond that contained in the previous week's value. One of these is to base this estimate on 
the item values Crom a cross section of similar institutions in the current time period which have 
already reported, and the otber is to calculate a forecast bucd on the ti.nu uri1:s of pact values of the 
item. A composite estimate combining these two methods is also presented. Edit simulations are 
performed to measure the improvement from this approach (in terms of fewer edit exceptions which 
are correct and/or increased detection of errors). which is found to be substantial for some items and 
siz.c groups. Efforts thus far to implement these enhancements arc descnl>ed. and possible further 
generalizations are mentioned. 

1. INTRODUCflON AND SUMMARY 

Data for the U.S. Money Supply are regularly transmitted to the Federal Resel'YC System by 
commercial banks and other financial institutions at weekly and other intervals. A major vehicle for 
this transmission is the "Report of Transactions AccounL<. Other Deposits and Vault Cash". or simply 
the "Report of Deposits", on which banks and other financial institutions report weekly data for 2S 
deposit categories and related items. Based on these data and on similar information contained in 
other reports. the money supply measures are constructed and reserve requirements are maintained. 

The money and reserves figures are important both as barometers of economic activity and 
in enabling the federal Reserve to perform its economic stabilization and bank regulatory functions, 
and it is essential that the data submitted on the Report of Deposits and other reports be reliable 
and of high quality. To ensure their accuracy, all such data are subjected to numerical edits to detect 
unusual or deviant values. These edits are to two general types. validity edits to ensure that adding· 
up and other logical' constraints are satisfied. and quality edits based on statistical or distributional 
aspects of the data. 

1 The authors are respectively Senior Statistician and Statistician. Division of Research & 
Statistics, Federal Resel'YC Board. Washington. DC 2055 I. The valuable a&Sistance of Mia Johnoon 
is grateful.ly acknowledged. Any views cxpres.~cd do not necessarily reflect those of the Federal 
Reserve System. 
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The most commonly tACd quality edit involves the comparison of an incoming weekly Cigure 
to the previous value of that variable (in both dollar and percentage teml>). using a tolerance band 
constructed about that value. The tolemn~s. or balf-widtlu of the tolerance bands. are determined 
from previous estimates or the variable's distnbution, in particular measures of spread, and are 
published in a Technical Memorandum or "Tech Memo•Z. An edit 'exception• occurs if the incoming 
value falls ouiside this tolerance band: when this happens, the reporting bank or other institution mny 
be contacted for vcriCication or correction. All tolerance-table comparisons are made (and edit 
cxrcptions generated) by machine. whereas the decision to contact the respondent is made by data 
analysis. The editing is done at both the Federal Reserve Board and the 12 Federal Reserve Banlcs. 

Edits arc in essence hypothesis tests. and errors of both kinds can occur. A major task in 
setting edit tolerances is to ensure adequate scrsitivity without gcncratin,11 unncccuuily laflC quanti
ties of "false positive" edit exceptions. It is because of the large number of eia:cptions currently gcncr -
ated that editing at both the Reserve Banks and the Board is currently quite labor intensive. AU 
exceptions are reviewed by data analysts who must decide which are to be referred to the respondent 
Institution for vcriCicatiop or revision. Al the same time. a large majority of the data crro.rs are not 
caught by these edits. based on the historical record of revisions submitted by respoodcnu (they may 
be detected by other edits at a later date). There is consequently a need both to incrcasc the sen
sitivity of the ediu and to streamline the data editing process. 

The previous value of the variable being edited. to which the toleranc:es are applied. in effect 
represents an estimate or forecast or the current figure in the absence or error or unusual 
circumstance. By basing this forecast or estimate on information beyond that contained in the prev
ious week's value for that variable or item, we obtain the generalizations of the current cditina 
method that arc investigated in this paper. One generalization is to base this estimate on the item 
values from a cross s«tion of similar institutions in the current time period which have already 
reponed. intending to capture economic. institutional or calendar movements which tend to affect 
aimilor respondents in a aimilar manner. The other ii to calculate a forecast based on the lime series 
of past values or the item for that respondent. including possibly last month's or last ycar's lieures in 
addition to the one for lut week as in the current procedure. A composite estimate combinin,11 these 
two methods is ako invatigated. the idea being that ucb method may incorponitc: ln!ormatlon not 
captured by the other. (We also generated a composite of the cross section and current ediis). 

The paper's focus is on the data submiucd on the Repon of Dcposiu. also known as the 
Edited Data Deposits System (EDDS) Rcpon. We investigated four or the more important items 
on this repon. total transactions deposits. total savings deposits. and large and small time deposits. 
The study was motivated by the desire for greater automation in the Federal Reserve Board's Div
ision of Information Resources Management. which carries out the edits. The improvements resulting 
from the study are being incorporated into a new soflwarc package called DEEP (Distributed EDDS 
Editinc Project). for interactive editing on 1he PC. 

Our results vary greatly according to item, entity type (e.g. commercial bank. credit union. 
etc.), and the amount of data in an institution group -· the latter being important for rclioblc Cl'O$$· 

: "Processing Procedures for the Report of Transaction Accounts. Other Deposiis and Vault Cash 
(FR.."900). Technical Memorandum No. 16. Publications Section. Federal RcscJ'\'C Boord (December 
1993). 
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section estimates. In most cases we find that. with sufficient data. the cross section approach is as 
reliable as the current editing procedure. For total transactions deposits almost uniformly, and for 
IOtal savings deposits for most commercial bank caLegorics. time series modelling plays a significant 
role in !he edits. 

The following section of the paper discusses in greater detail the methodoloi:y underlying the 
different da\a editing approaches investigated. Section 3 then describes a set of edit simulations we 
performed with each of the ftv'e types of edits studied, and presents the results of these. Based on 
the simulation results, we provided a set of recommendations for experimental edits for DEEP. for 
each entity type and item, which have recently become operational. 

' 

2. METHODOWGY 

Given a variable or item of interest, many data editing procedures can be characterized as first 
generating a forecast (a point estimate) of the incoming value for that item. next applying a tolerance 
to the forecast to form a tolerance interval (an interval estimate) for the incoming value, and then 
flagging that value if it is outside the tolerance interval. In the current editing framework, that fore
cast is taken to be the previous week's item value. and the tolerance is as given by the,Tech Memo 
(footnote 2). In this section the two generalizations IO the forecast noted in Section 1 are presented, 
along with composite procedures, after first describing the data and framework used. 

2.1 Choice of Items nnd Statistical Form· 

The current approach to editing data from financial institutions is IO subdivide them intO 
homogeneous "cells". which are combinations of an institution's size group, entity type, geographic 
location. There are six size groups for commercial banks and a smaller number of size gl'OUps for 
c::acb uf !he other entity type:i. which are credit uniOns, S&Ls. savings banks. agencies and brancbes 
of foreign banks. and Edge and Agreement Corporations. The geographic locations are deftoed in 
terms of 12 Federal Reserve districts. 

There are thus a greut many edit cells. and to make our task manageable. and to achieve 
comparability with the current edits, we have simplified this study in the following ways: 

1. Staying with the some cells of the current EDDS edits. This will facilitate assessing 
the effects of the cross section estimates, model forecasts, and composite procedures. 
We recognize that more sophisticated groupings into cells may enhance the perfor
mance of the edits and plan to work with lhese in the future. Also we have elim
inated all acquisitions and mergers from the institutions studied and have placed 
·credit-card banks" in a s.eparate group. 

2. Maintaining the some 10/cronce widths as currently (applied. however. IO the time 
seri~ I cm~~ $ection estimate.' that we gencriue. as well as to the most recent vnlu1!: 
as currently done). This may at first seem unnecessary. since standard deviations. per
centiles. and other aspects of the distribution can be determined from either the cross 
section data or the historical model. However. such calculations can sometimes be 
unreliable. especially with cross sections without at least several hundred institutions 
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in a group. as we are working with lhc extremes of disuibutioos. And as wi1h lhe 
cells themselves. keeping lhc currcn1 ccll 1olcrancc-in1CrVal widths facili1ates compar
isons among procedures. 

We have also confined our attention in this Sludy 10 the smaller institutions ("Priority-3• or P-3 
iM1iru1ions). where there may be the grcn1es1 potential for human resource savin~ rmm this 
approach. (E.!.scn1ially this excludes the larges1 lhrcc size groups for commercial banks and a portion 
of lhc largesl size group for other entity lypcs). For thC$C institutions. we have examined the 
following ilems: 

Total transactions deposits 
Saving• deposits 

Large lime deposits 
Small 1imc deposits. 

Cunent EDDS editing is performed with bolh dollar and percentage chan~ of the item 
being cdilcd. with both required to ca:ced 1olcranccs ("and• condition) for an cxi:eption to occur. 
The modifications outlined in this report arc only for pcrc:entage changes: lhc Tech Memo tolc:ranccs 
continue to be applied to the dollar changes. There arc SC\'Cral reasons for cboo&ing percentage 
change5 as the focus. Since they arc used in current edits. lhe ptC5Cnt edit cells and toleraoocs can 
be employed. and comparisons with current procedures can be made. They (or their annualized ver
sions. growth rates) arc also used in other analyses. such as with the Small Bank Sample of early 
reporting institutions. They arc more homogeneous than dollar changes among different sized insti· 
lulions. so lhat fewer edit groupings should eventually be needed. Percentage changes were found 
lo be more sensitive lo reporting and 01hcr errors lhan ratios to other items such as total deposits. 
which change wi1h the denominator as well as the numerator and moreover present difficulty when 
the denominator was zero. 

2.2 Cross StCJion Edits 

Period-to-period edits compare an institulion's current value for an itcm to the previous per· 
iod's value. However. useful addi1ional infonnation may be contained in the current wlucs of that 
item for other institutiom tlu11 arc •imilar to the one being edited. For example. if most or the insti· 
tut.ions in a group experience a surge in large time deposits in a given week. then it would probably 
be inaccurate to list them as exceptions simply because they were outside the EDDS tolerances. 
Conversely. a very small change that week in large time deposits for a particular institution in that 
group may be suspicious even though current period-to-period tolerances would not be exceeded. 

Cross section edits arc carried out by examining the distnbution of value5 {here. of pcrcentai:e 
chani;es) for institutions within a homogeneous group. and listing as exceptions any values that were 
unusual compared to that distribution. Ordinarily one would calculate the mean and standard devia
tion or the percentage changes and Oog those thot were farther -•y from the mean than (6ay) two 
or three standard deviations: but in the present study we modified this set-up in two ways. First. 
because extreme values (the ones we hope to detect) would themselves influence the mean to which 
they would be compared. we •trimmed" the moon by eliminnting the largest ond amollcst 5% of the 
values before calculating the estimated mean. Second. more observations are required 10 form a 
reliable estimate of the standard deviation than of the mean. and since most of the cell$ or i:roupin~ 
of institutions were too =all for this. we chose io use mulliples or the current EDDS tolerances as 
proxies for the standard deviations. As no1od earlier. an additional advantage of this prac1ice is to 
facili1ate comparisons with the current edits. 
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One diffic:ulty in using a cross sec1ion edit is that the data for an editing p-oup need to be 
available in order to calculate such quantities as the average percentage change for that group. But 
the data for Priority-3 institutions are not due at I.be Board until nine days after the as-of date; and 
since timely estimates of the monetary a~rc11ates and required reserves are needed. the editing pro
cess cannot be postponed this long. Our solution to this is to wait until a large enough fraction of 
1he institutions have reported. and to form the distributional estimates (the trimmed means in this 
case) from the data available at that time. 

For the EDDS data. more than half or the P-3 institutions' records arc received by the Feder
al Reserve Board on the Thwsday night following the as-of date (the previous Monday, on which the 
statement week ends), with the majority of those outstanding arriving by Friday nij:ht and the few 
remaining ones by the following Wednesday. For this study it was therefore decided to start the Cto$S 

section editing on Friday morning. although work in progress is =paring this with tbe alternative 
of besinning on Monday morning. In either case. the trimmed mean estimates initially formed arc 
not modified when more institutions have reported. in order not to confuse tbe editin& process. 

Some of tbe editing cells contain only a small number of respondents (and an even smaller 
number reporting by Friday). so that the estimated mean for those cells may not be very reliable. We 
required a minimum of SO available ob$c:M1tions in order to use I.be cross section estimate by itself. 
If the number of available observations is Jess than SO but at least 20. a composite (see Sec. 2.4) of 
that estimate and I.be previous wcelc's value for the institution is employed. and with Jess than 20 the 
previous week'• value alone is uaed. 

The cross section edit is performed by comparing the deviation between the observed and the 
estimated percentage changes to the currcnt EDDS edit tolerance for the item. As noted earlier, if 
the percentage-change condition is violated. then a second comparison of the magnitude of the dollar 
change versus its tolerance is performed. and the item is Oasged only if both sets of tolerances arc 
exceeded. An exception to this is that, • ii done with the current edita. when the iicm changes from 
zero to a nom.ero value or vice versa. tbc currcn1 dollar-change edit tolerances are applied without 
any adjustmenL 

2.3 Tune SeMs Edi/:$ 

These edits are based on time aeries roodc!f, which predict or explain an item's present value 
in terms of its past history. This usually involves the immediately previous value. on which I.he cur
rent edits are based. and often additional values as well, such as last year's. To the extent that these 
more distant values are important in predicting the incoming value. more sensitive edits should result 
from taking them i.nto account. 

Editing using a time series model for genera ring forcCAsts of percentage changes implies that 
a historical relationship exists between the item and its previous values. The "random walk" model 
is a time series model in which the bc$t forecast of the current value is simply last week's value. 
Thus. the random walk model is implied by the current period-to-period change edits. which take last 
week's value as the current-period forecast around which the tolerances are applied. More compli
cated time series models yield forecasts which ore weighted averages of several past values of the per
centage change. 

We lirst investigated the litting of time series models for each institution separately. Some 

156 



institutions· data fit the models quite well. with reductions in the standard deviation of the forecast 
errors (a key to the effcctivcncss of tolerallCC$ of a given width) of 50% or more. while other institu
tions exhibited only weak fits. or only the random walk behavior that the current editing framework 
already captures. Although fitting individual models is the preferable method for forecasting, it was 
not feasible to maintain over 8000 models for each item edited within the DEEP framework • at least 
not at this time. Thus. at this stage and for the P-3 institutions. a •inglc time series model was fit to 
each editing cell's a1:1:regate. and the coefficients from that estimated model were used to obtain an 
individual bank's Con:cast using its own previous values. While the benefits of time series modelling 
are reduced by doina this. the method can be easily implemented. and updated when necessary. 
Another constraint at present is that. because of data storage limitations, we only utilized terms in 
the model at lags of 1. 2. 3, 52 and 53 weeks. thus capturing nearby effects and annual seasonal 
influences but not. say, monthly or qua"erly effects. 

h an cum pie of the model-fitting results. Table I provides information on time series models 
fit to cell aggregates of Total Tramactions Deposits for three of the editinJt cells. Notice the hiehJy 
sl8tistically ~gnificaot seasonal effect (laa 52. and in some cases lag 53). The sucngth of the fit de
clines going down the page. with the third one (Edges &. Agreements, a root MSE reduction of only 
9.2%) being not much different from the random walk model underlying current edits. On the other 
band the results suggest that mo<lel·based editing may be valuable for cemin commercial banlc cells, 
for total transactions. 

As with cross section edits. the deviation between the actual pereentaae chani:e and the fore
casted change from the time series model is compared to the edit tolerances. A tolerance exceedance 
both here and on tbe dollar chanae (also usini: current EDDS tolerances) triggers an edit exception 
for the record. 

The cross-section and time 1eriel edits are based on different sets of information. past values 
of the institution being edited and present values of similar institutions. Thus a forecast which com
bined these two estimates. thereby utilwng both soun:cs of information, may be more accurate than 
either one separately. and edits derived Crom such forecasts co!Tespondingly more sensitive. 

For a given institution (e.g. bank) and a given item. iC T denotes a time-series estimate (fore
cast) for a given week. C represents a cross-section estimate. and A the actual value that is reported. 
then the comoosite C<tjmate is a weighted average of T and C which is of the form 

t.1T + (l·t.1)C. 

The weights "' and 1 • .., de('COd on the relative sizes and the correlo1ion between the c:otimation I fore· 
cast errors of T and C. If these errors arc given by 

ET•A-T and EC • A-C. 
then 

t.1 = [Var(EC} • Cov(ET.EC)) / Var(ET·EC) . 

A ~-omposite forecast is thus a weighted average of individual component forecasts where the relative 
weights are chosen to minimize the sum of the squared forecast or c.~timntion errors. and where the 
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sum of lhe weights is one. 

Using past data. we inves1ji;atcd a composi1e estimate of lbc cross section and the lime series 
forecasts. denoted "CSTS". for each edi&ing cell and each item. The composite forecast defaults to 
the lime series forecast with fewer 1han 20 available observations in &he cell average. (Wilh exaclly 
20 and using the 90% trim. 18 observed chani:es would be used in the cell estimate). 

The other type of composite edil we considered combines lhe cross scclioo and &he random 
walk forecasts (CSRW). We employed this edit when a CS cdi1 was indicated bu& the sample size -
- the number of observations available on Friday morning when the cell means are formed •• was 
insufficient (less than 50) 10 obtain an adcqua&ely reliable cross section estima&e. For very small sam
ple sizes (less than 20\ our procedure is to r~n 10 the use of only the RW ediL 

3. MODELLING AND SIMULATIONS 

To examine lhe relative performance of di!reren1 types of edits. we conducted simulations of 
these edits over the 1991·92 time period. For each cell (choice of item, entity type. size '1'0UP and 
geographic region). we performed five selS of simulations. correspondini; to the diU:c,rent types of 
edits under consideration: current (random walk). cross section. time series. crou scc1ion/1ime series 
composilc. and cross scc&ion/random walk composile. 

3.1 Simulation Procedure 

Data preparation was a time consuming task. First. all Priority-3 reporters• weekly aw.rage 
da1a were compiled for lhe period from January 1986 through December 1992. While the edits were 
simulated only for the most recent two years, the additional data were used for fi1tin1 time series 
models with potcutial annual pattcma. To avoid dio1ortiom, we eliminated 111 blnb Involved In 
mergers during this period. We next partitioned lhe data set into the editing groups or cells. We 
found that not aU cells had a sufficient number of reponcrs to fit a model or to obtain reliable cross 
section estinllltes. and so some oC them -re combined. For commercial banb oC aiz.e poup 3 (total 
deposits between SlB+ and $3B). there were too rew P-3 reponcrs to em.ploy any of 1hc new ap
proaches. In addition. we added an editing aitegory for known credit card banks. In io111l 1hcre were 
40 edit cells. 37 of which were involved in the simulations. 

Once 1be data were prepared. time series models were 6t to the percentage changes in each 
cell's ai:gregate. as described in Section 2.3. Using the filled model for a cell. prcdic1ed values for 
the last two years were generated for each instilution in the cell. (Although forecas1ed values of the 
percenrnge change were generated for all periods, those in which a change or zero to a value or a 
value to zero were edited usini.: the current special tolerances). Both the model-booed ond the 2ero
valued random walk forecam were 11ssigncd 10 ench observation in lbe cell The 10% trimmed mean 
of &he perccn1age changes was also calculated for each cell and each week of the two year simulation 
period. for use in the cross section edits. (Since lhc cross ~lion simulation empl¥d all the data 
wi1hin a cell to calculate the current-period forecast. rather than the available data as or Friday 
morning when editing begins. the simulated results will diffor from those in practice). In order to 
gcnera1e the two composite forecasts- the prediction errors from &be ori~nal three forecasts were 
computed and lhe formulas in Section 2.4 applied hy institution. A cell root mean square prediction 
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error (RMSE) was also compuled. 

Since the composite rorccast combines the component forecasts in such a way as to miDimize 
the sum of the squared prediction errors. we chose to estimate the appropriate weights for each bank 
in a cell and then to average those weights O\ICr the cell in order to obtain the composite for editing. 
Since the composite is a weillhtcd avcra41e of the individual forecasts. the sum of the weights must 
equal one. For some institutions, where the prediction errors were very highly correlated between 
methods, we obtained pairs of wei"1ts with one value less than zero and the other greater than one. 
Evidently ii only requires a small number of observations away from that correlation structure to 
cause such disproponionate weights. In calculating the average pair of composite weights for each 
cell. therefore. we first screened out those sets of weights not within the (0.1) range. After the two 
composite weighting schemes were determined for each cell. the mean sq11are prediction errors were 
computed for these i,.oo forecasts as welt 

For each of the me edit methods. Table 2 presents the root mean square prediction errors 
and composite weights for tbc commercial bank cells for total transactions and total savings, and 
Table 3 presents the game information ror the other entity cells. for total transactions. We anticipate 
the method with the smallest forecasting error to haYC the best potential as an cdil. but until our 
tolerances are better tailored to the actual cd111ng method, this potential may not be ~Lir.cd. 

To apply the edits. WC first looked for percentage changes that differed from the rorecastcd 
percentage changes by more than the appropriate tolerance (whether talccn from the Tech Memo 
or generated as dcscn1>cd in this paragraph), and for those ascenaiDing whether the dollar chani:e 
tolerance was also exceeded Since total savin;s and large time deposits are currently edited item&, 
their current tolerances can be used. However, for total transactions and small time deposits, current 
tolerances do not exist. We therefore generated tolerances in a manner similar to that used for the 
creation of the current ones. This involved iterative steps with the intent of flagging approximately 
0.3% of the observations per cell on avensgc (the lllllXlmum percentage of observations flagged using 
current editing methods for other items. for the year 19'>1). Using the component& of total transac. 
lions and items that were related to small time. such as total and large time. we first compiled a range 
of fcosible values for the tolcntnc:co. We then examined where tbcsc values occurred on t.hc distribu
tion of percentage changes over each ccll for the two-year period. Given a reasonable proponion 
of the changes exceeding the initial values. we then examined the dollar change distn"bution for the 
subset of percentage change exceptions. Appropriate percentiles of this distribution were then deter
mined to obtain the expected 03% edit failures under the current random walk model These per
centiles became the dollar change tolerances. 

Once all the forecasts and tolerances were in place. the editing experience for the 1991·92 
period was simulated for each of the five forecast methods. For each method we observed which 
Ob$Crvntinn~ were flagged as edit exceptions.. Then bnsed on a history of weekly rcvision.s to the 
EDDS file maintained by the Federal Rescrve's Statistical Services branch. we were able to determine 
the rate of type I and type II errors for each method. [A type l error (a "false positive") refers to 
an item thnt was flagged but not in ermr. nr Rf lc:u:t not revised. A 'type 11 error occut& when on item 
is not nagged but is erroneous (as evidenced by a later revision)). 
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J.2 Simulmion Results 

For reference in this section, Table 4 shows our recommended edits based on these simula
tions. As mentioned in Section I. these arc currently being implemented as pan of the Federal 
Reserve Board's DEEP editini: software. In Table 4, the left column lists the entities (with the 
included size groups in parentheses). followed by the chosen edit for each item. 

Turninl! to the results on which this table is based, Table 5 summariz.es the editini: simulations 
for commercial banks; those for other entity types were similar and arc given in an earlier rcpon3• 

To assess the magnitudes and the implications of errors caught and errors missed by the editing 
schemes. the tables break down these errors in tcrmt of their size (i.e. the size of the revision-we 
assume. bowcvcr accurately. that revised dala are colTCCl ·an<t the revision is the error in the uruc
viscd dala). Each section of these lablcs compares the current (random walk) method with an 
alternative editing strategy. It is clear from these simulations that there is room for improvement. 
especially regarding the type II error probabilities. which range from 9891> to 9991>. And 1lthough the 
type I error probabiliticS appear small. lbc number of flagged items that arc not in error is quite large 
(between 87% and 94%). 

Wherever the filled time series model indicated a potentially substantial payoff relati\le to the 
r1ndom walk model (as in the first model in Table 1). the time series edit tended to be the most ac
curate, yleldlng the smallest number or edit exceptions and with fewer errors misled that were cap
tured by other methods than vice versa. Tbe • clioD.in the· number of edit cxa:ptiona was not as 
great for the CS and CSTS composite methods, but often the composite method caused less of an 
increase in the type II error probability. The CS and the CSRW composite often mimicked the cur· 
rent R W results. Where there was doubt rei:arding the preferable edit method. we tended to favor 
the CS or CSR W - even when the reduction in RMSE and the number of edit exceptions was small 
rclotive to the current (RW) method ·· since crou scction cdi" woukl allow poMibly tari:c: shifts in 
behavior for a given week to be incorporated into the editing norm. and the DEEP software is weU
sui1ed 10 this type of ediL Also. we i:avc some preference to a uniformity of editing method across 
rclued cells (e.g. adjacent sW> poups within an FR rccion. or like size groups between rci;ions). 

For commercial banks. the altcma!Ne edits on lbc whole did quite well The time series edits 
for iotal transactions and total savinp were cfiec!Ne in reducing the total number of exceptions while 
missing only 3 small revisions and actually finding an additional error of over $2SM. • For the other 
entity types. total transactions was the only item that allowed for an altcmati\le other than the CSRW 
method (CSRW was selected for these entity tytlCS in place of CS in order to accommodate smaller 
sample sizes in the preliminary data). Those credit unions and savings institutions which would have 
more activity in transactions accounts than the other entity typcS. do exhibit cyclic.al patterns which 
the time seri~ model was able to cnpturc (Sec T•hle 3.A). Agencies and branches also exhibited 

'"Editing in DEEP: Utilizing Time Scric::a und Cross Section Information", Laura Bauer Gillis and 
David A Pierce. Federal Reserve Board. 1993 (preliminary report). Available from the authors. 

• This revision was generated either by an oulSidc source or by an edit of another report that is 
not being considered here. This occurrcnc:c brings 10 light that some errors arc detected by other 
sources • not the RCSCIVC Banks or the Board. What we gain from this additional edit exception an 
earlier detection or the emir: it wuuld not n"""""arily i;u undcwctcd pcrmuncntly. 
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improved editing results with the CSTS method. As mentioned. this combination of alternative 
strategies yielded an 11 % reduction in both the type I error probability and the number of edit 
exceptions. with only a very slight inc\°Case in the type II error likelihood (about 0.1%). 

All of these results arc based on simulations using 1991 and 1992 EDDS data. Any errors 
caught hefore the dRta arrived at the Board are not reOcctcd in th~ data. nor are error$ undetected 
by Banks or Board that do not show up in the revision files. And as previously mentioned. the other 
factor to be monitored is the use of preliminary data in cross section estimates of the mean percen· 
tage change. Depending on bow and where the preliminary data fall in the distribution of •II per
centage changes for an item. the operational results based on the CS. CSTS, or CSRW methods inay 
differ significantly from what is expected based on the simulation results. The data availability and 
timing issue for cross section estimates is currenlly being studied. 

This investigation is still in progress. and further generalizations of the work are unde.rway 
or planned. Among these arc examining time series models with regression components to account 
for such phenomena as 1ax dates. calendar effects or related variables. alternative groupings of.the 
data according to size or geographic region. modelling larger banks individually. and examining 
additional items or variables. 
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Table L Percentage Change Models for Totol Transactions Agg:regotes, 
Selected Editing Cells 

-·--- -Cell - CB, Size Group 4, Rcpon !--·-·-· 

Root MSE(orig.) = 0.0383 Root MSE(modei) = 0.0211 
Reduction in Root MSE = 44.9% 

Parameter Standard 
Variable Es'timate Error T-stat p-·value 

TRN,.1 -0.4349 0.0483 -9.005 · 0.0001 
TRN,.z -0.0341 0.0329 -1.039 0.2996 
TRN,.J -0.1510 0.0338 -4.467 0.0001 
TRN,.52 0.6494 0.0318 20.391 0.0001 
TRN, . ., 0.4668 0.0440 10.606 0.0001 

Cell = CU. Size Group 2, Regions II&m 

Root MSE(orig.) = 0.1067 Root MSE(model) =0.0809 
Reduction in Root MSE = 24.2% 

Parameter Standard 
Variable Estimate Error T·slat p-value 

TRN,.1 -0.2450 0.0546 -4.486 0.0001 
TRN,.2 -0.1160 0.0474 -2.444 0.0151 
TRN,.3 -0.2200 0.0486 -4.525 0.0001 
TRN,.52 0.4922 0.0477 10.312 0.0001 
TRN,.53 0.1866 0.0533 3.498 0.0005 

Cell = EA. Ali---

Root MSE(orig.) = 0.0564 Root MSE(model)=0.0512 
Reduction ill Root MSE = 9.2% 

Parameter Standard 
Variable Estimate Error T-stat p-value 

TRN1•1 -0.3776 0.0569 -6.632 0.0001 
TRN,.2 -0.1547 0.0586 -2.64Z 0.0087 
TRN,.J -0.0449 0.0553 -0.815 0.4181 
TRN,.52 0.2432 0.0524 4.638 0.0001 
TRN .. 53 0.1057 0.0540 1.955 0.0514 
-------------------------·--------- · 
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Table 2. Root Mean Square Errors for Forecasts: Commercial Bank Cells (Continued) 

C Large Time Root Mean Square EITOr Weight ores 
in Composite 

Cell 1 RW ~ ~ ~RW ~ 1 CSRW CSTS 

Region 1 
-Size 4 0.067 0.067 0.069 0.067 0.067 0.53 0.61 
-Size 5 0.110 0.110 0.117 0.110 0.110 0.52 0.75 
-Size 6 0.160 0.160 0.184 0.160 0.161 0.49 0.81 

Region 2 
-Size 4 0.089 0.088 0.093 0.088 0.089 0.54 0.68 
-Size 5 0.063 0.063 0.065 0.063 0.063 0.48 0.62 
-Si2e 6 0.099 0.099 0_109 0.099 0.100 0.46 0.76 

Region 3 
-Size 4 0.047 0.047 0.051 . 0.047 0.047 o.ss 0.70 
-Size 5 0.075 0.075 0.076 0.075 0.076 0.54 0.59 
-Size 6 0.120 0.120 0.141 0.120 0.120 0.51 0.80 

D. Small Tzme Root Mean Square EITOr Weight ores 
In Composite 

~ 1 RW cs ~ CSRW ~ 1 CSRW CSTS 

Region 1 I 
-Size 4 I 0.064 0.064 0.098 0.064 0.068 0.58 0.70 
-Size 5 I 0.143 0.143 0.156 0.143 0.144 0.52 0.70 
·Size 6 I 0.110 0.110 2.274 0.110 0.409 0.55 0.83 

Region 2 
-Size 4 0.468 0.468 0.516 0.468 0.470 0.59 0.79 
-Size 5 1.363 1.363 1.420 1.363 1.369 0.61 0.68 
-Size 6 0.034 0.034 0.036 0.034 0.034 0.58 0.77 

Region 3 
-Size 4 0.062 0.062 0.068 0.062 0.063 0.61 0.67 
-Size 5 0.017 0.017 0.018 0.017 0.017 0.58 0.65 
-Size 6 0.063 0.063 0.072 0.063 0.063 0.57 0.80 
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Table 3. Root Mean Square Errors for Forecasts: Other Entity Types, 
Total Transactions 

A Agencies and Branches 
Root Mean Square Error Weight ores 

in Composite 

ru l RW cs IS QIBW ~ l CSRW~ 

I I 
·All Regions 

Size 1 1.366 1.163 1.378 1.364 1.364 I 0.48 0.54 

·Region 1 
Size 2 2.700 2.696 2.794 2.698 2.715 0.45 0.53 
Size 3 5.061 5.061 5.974 5.061 5.198 0.38 0.62 

-Region 2 
Size 2 2.248 2.240 2.406 2.245 2.317 ' 0.38 0.35 
Size 3 4.158 4.154 4.965 4.156 4.248 0.43 0.67 

-Region 3 
Size 2 0.250 0.247 0.250 0.248 0.243 0.34 0.44 
Size 3 4.300 4.289 5.416 4.295 4.544 0.42 0.58 

B. Credit Unions 
Root Mean Square ErTor Weight of CS 

In Composite 
~ l ~ IS CSRW .CSIS l CSRW~ 

I I 
·All Regions 

Size 1 0.106 0.073 0.075 0.076 0.069 I 0.75 0.53 

-Region 1 
Size 2 0.093 0.069 0.059 0.075 0.059 0.57 0.37 
Size 3 0.122 0.112 0.120 0.114 0.110 0.59 0.43 
Size 4 0.084 0.075 0.078 0.077 0.073 0.57 0.45 

-Regions 2 & 3 
Size 2 I 0.084 0.062 0.054 0.065 0.052 0.64 0.57 
Size 3 I 0.099 0.080 0.078 0.083 0.073 0.63 0.37 
Size 4 I 0.082 0.069 0.060 0.072 0.059 0.56 0.40 
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Tobie 3. Root Mean Square Errors for Foreaists: Other Entity Types, 
Total Transactions (Continued) 

C. Edges and Agreements 
Root Mean Square Error Weight ores 

In Composite 

~ 1 RW cs IS CSRW rm 1 CSRW rm 
I I 

·ALL I 17.21 17.20 18.94 17.20 17.72 I 0.44 0.47 
I I 

D. Savings Institutions 
Root Meon Square Error Weight ores 

la Compos!~ 

~ 1 RW ~ IS CSRW rm 1 ' CSRW rm 
I I 

·Region 1 
Size 1 0.057 0.048 0.049 0.049 0.047 0.79 0.67 
Size 2 0.187 0.185 0.193 0.185 0.185 0.74 0.57 
Size 3 0.744 0.743 0.965 0.743 0.779 0.71 0.61 
Size 4 0.627 0.626 0.645 0.626 0.627 0.66 0.63 

·Regions 2 & 3 
Size 1 I 0.073 0.065 0.068 0.065 0.064 0.73 0.68 

-Region 2 
Size 2 0.132 0.129 0.153 0.129 0.131 0.73 0.62 
Size 3 0.077 0.072 0.079 0.073 0.072 0.78 0.66 
Size 4 0.066 0.062 0.069 0.062 0.061 0.75 0.66 

-Region 3 
s· ? 1ZC - 0.077 0.069 0.077 0.070 0.068 0.78 0.58 
Size 3 0.309 0.308 0.766 0.308 0.377 0.72 0.66 
Size 4 0.370 0.369 0.568 0369 0.408 0.63 O.S9 

-Region 4 
Size 1 10.73 10.73 11.44 10.73 10.77 0.67 0.75 
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Table 4. Experimental Edits for DEEP 

Total Total Large Time Small Time 
Transactions Savings 

Commercial RW RW RW RW 
llanks (3,Ccd) 

Commercial CSTS TS cs cs 
Banks ( 4,5,6) 

Credit Unions TS CSRW CSRW CSRW 
(1,2,3,4) 

S&Ls, Coops, Al lltlHY CSRW CSRW CSRW 
Sbs (1,2,3,4) ·TS CSTS 

Agencies & CSTS CSRW CSRW CSRW 
Brs.(1,2,3) ' 
Edges & Agr. CSRW CSRW CSRW CSRW 
(1,2) 

The numbcn in parentheses are the size: groups. with "Ced' denoting credit card banks. CB size 
groups 1 and 2 arc omitted. as they arc priority 1 and 2 institutions. a denotes tbe FR Region. as 
in TM#16. The other entries in this table have the following explanations: 

TS: The time·series modcl·based forecast, utiltzing the institution's past percentage changes (of 
1.2.3.52 and 53 weeks ago). 

CS: The cross-section forecast, or estimate or the average percentage change over all the institutions 
in the editing group or cell. Uses only the data received by the Friday after tbe as-of date 
and is calculated as the 90% trimmed mean of the individual percentage changes in the cell 

CSTS: A weighted average of the TS and CS percentage-change forecasts, with statistically 
determined weights. When the number (n) of institutions in the group available on Friday 
for calculating the mean is less than 20. the weights arc 1 and 0 (only the TS forecast is used). 

R W: The forecast based on the "random walk" model. or the time series model giving a zero period-
10.period change N the best forccnot - and i3 thus the implicit model underlying the current 
edits. This translates into a percentage-change forecast of zero. 

CSRW: The forecat1 ba•cd on a compe<itc of the CS and RW estimates of the pcrccntoi;e cbongc, 
again depending on the number n of available observations in the cell. Thus: 

if n :i: SO, use CS only: 
if 20 ,; n < 50. use weighted average of the CS and RW estimates: 
if n < 20. use the RW estimate (zero percentage change forecast). 
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Table 5. Editing Simulation Results: Commercial Banks 

A. Total Transactions 

Frequency/ 
Percent 

Not Flagged 

Flagged 

Total 
' 

Frequency/ 
Percent 

Not Flagged 

Flagged 

Total 

1. Random Walk (Current Editing) 

Not <SSM SSM SlOM > S25M 
Revised <SlOM < S25M 

557,166 9,732 79~ 508 168 
97.76 1:11 0.14 0.09 0.03 

1,444 15 17 12 6 
o.~ 0.01 0.00 0.00 0.00 

558,610 9,8()7 808 520 174 
98.01 1.72 0.14 0.09 0.03 

Pr(type I error) • Pr(Flag Item I Item not in error) .. 0.26% 
Pr(type II error) • Pr(Do not Flag Item I Item in error) • 99.0% 
Pr(ltem not ID error 1 Item FJaggea) • 92.9% 

2. Cross Section· Time Series Composite 

Not <SSM SSM SlOM > S2SM 
Revised <SlOM < S25M 

~S7,326 9,743 792 509 167 
<n.78 1.71 0.14 0.09 0.03 

1,284 61 16 11 7 
0.23 0.01 0.00 0.00 0.00 

558.610 9,8()7 808 520 174 
98.01 1.72 0.14 0.09 0.03 

Pr( type I error) • Pr(Flag Item I Item 001 In error) • 0.23% 
Pr(type II error)"" Pr(Do not Flag Item I Item In error)= 99.1% 
Pr(ltcm not in error I Item Flogged) - 92.9% 

RedllClion in edit exceptions • 11.1 % 
Reduction In type I error probability .. 11.5% 
Increase in type ll error probability• 0.1% 

168 

Total 

568,365 
99.73 

1,554 
0.27 

569,919 
100.00 

Total 

568,537 
99.76 

1,382 
Q.24 

569,919 
100.00 



Tobie 5. Editing Simulotioo Results: Commercial Books (Continued) 

B. Total Savings 

Frequency/ 
Percent 

Not Flagged 

Flagged 

Total 

Frequ•ncy 
Percent 

Not Flagged 

Flagged 

Total 

1. Random Walk (Current Editing) 

Nol <S.1M SSM SlOM > S2.5M 
Revised <SlOM < S2SM 

SS7.~47 s.m 723 375 181 
97.83 1.54 0.13 0.07 0.03 

2,176 91 22 18 14 
Q.38 0.02 0.00 0.00 0.00 

559,723 8,863 745 393 195 
98.21 1.56 0.13 0.07 0.03 

Pr(typc I error) - Pr(Flag Item I Item not In error) • o.39'.ll> 
Pr(type n error) • Pr(Do not Flag Item I Item in error) - 98.6% 
Pr(ltem not In error I Item flaued) • 93.8% 

2. Tune Series 

Not <SSM SSM St OM > S2SM 
Revised <SlOM < S2SM 

557.743 8,775 723 376 181 
97.86 1-'4 0.13 0.07 0.03 

1,980 88 22 17 14 
0.35 0.02 0.00 0.00 0.00 

SS9,723 8,863 745 393 195 
98.21 1.56 0.13 0.07 0.03 

Pr(type I error) • Pr(Flag Item I Item not in error) - o.35% 
Pr(type 11 error) = Pr(Do not Flag Item I Item in error) ,. 98.6% 
Pr(ltcm not in c:rror I Item Flasgcd) = 93.-1% 

Reduction in edit exceptions = 9.8% 
Reduction in type I error probability • 10.2% 
Increase In type 11 error probability =. 0.0% 

169 

Total 

567 598 
99.59 

2,321 
0.41 

569,919 
100.00 

Total 

567,798 
99.63 

2.121 
0.37 

S69,919 
100.00 



Tobie S. Editing Simulntion Results: Commercial Banks (Continued) 

C. Large.Time 

Frequency/ 
Percent 

Not Flagged 

Aaggecl 

Total 

Frequency 
Percent 

Not Flagged 

Aaggecl 

Total 

1. Random Walk (Current Editing) 

NOi <S™ 1'M S!OM > S2'M 
Revised <SlOM < S2SM 

558,956 8,494 601 345 179 
98.08 1:49 0.10 0.06' 0.03' 

1,248 68 19 8 . 1 
0.22 0.01 0.00 0.00 0.00 

' 560.204 8,S62 620 353 180 
98.30 I.SO 0.10 0.06 0.03 

Pr(type I error) • Pr(Flag hem I hem not in error) • Cl.22% 
Pr(iype n error) • Pr(Oo not Flag Item I Item In error) • 99.0% 
Pr(llem not in error I Item Flagged) • 92.8% 

2. Cross Scaion 

Not <SSM S5M SlOM > S25M 
ReYisecl <SlOM < S2SM 

558,967 8,494 601 345 179 
98.08 1.49 0.10 • 0.06 0.03 

1,237 68 19 8 1 
0.22 0.01 0.00 0.00 o.oo 

560.204 S.S62 620 353 180 
98.30 1.50 0.10 0.06 0.03 

Pr(type I error) • Pr(Flag Item I Item not in error) • 0.22% 
Pr(iype II error) = Pr(Do not Flag Item I Item in error) • 99.0% 
Pr(ltem not in error I Item Flagged) • 92.8% 

Reduction in edit exceptions • 0.8% 
Reduction in type I error probability -. 0.0% 
Increase in type II error probability • 0.0% 

170 

Total 

568,S75 
99.76 

1,344 
Q.24 

569,919 
100.00 

Total 

568,586 
99.76 

l,333 
G.24 

569,919 
100.00 



Table 5. Editing Simulation Results: CommerciaJ Banks (Continued) 

D. Small Time 

Frequency/ 
Percent 

Not Flagge4 

Aagged 

Total 

Frequency 
Percent 

Not Flagged 

Flagged 

Total 

1. Random Walk (Cwtcnt Editing) 

Not <SSM SSM SlOM > S25M 
Revised <SlOM < SZSM 

SS6,631 9,869 1,()()7 479 21.S 
97.67 1.73 0.18 O.\A! 0.04 

1,496 117 42 36 18 
0.26 0.02 0.01 0.01 0.00 

SSS.138 9,986 1049 Sl.S 233 
97.93 L75 0.18 0.09 a.os 

Pr(type I error) • Pr(Flag Item I Item not In error) • 0.27% 
Pr(type n error) • Pr(Do not Flag Item I Item in error) • 98.2% 
Pr(ltem not ill error I ItAOm Flaged) • 87.5% 

2. Cross Section 

Not <SSM SSM SlOM > S25M 
RevlSed <SlOM <S25M 

556,637 9,869 1.00S ·479 21.S 
97.67 1.73 0.18 0.08 0.()4 

1,496 117 41 36 18 
0.26 0.02 0.01 0.01 0.00 

558,138 9,986 1049 515 233 
97.93 1.75 0.18 . 0.09 o.os 

Pr(type I error) • Pr(Flag Item I Item not in error) • D.27% 
Pr(type n error) • Pr(Do not Flag Item I Item in error) • 98.2% 
Pr(llem not In error I Item Flagged} • 87.6% 

Re4uctlon in edit exceptions = 0.0% 
Reduction in type I error probability a 0.0% 
Increase in type II error probability • 0.0% 

171 

Total 

568,210 
99.70 

1,709 
0.30 

569,919 
100.00 

Total 

568,211 
99.70 

1,708 
0.30 

569,919 
100.00 



DISCUSSION 

Sandra A. West 
U.S. Bureau of Labor Statistics 

Let me first commend both sets of authors on very intereSting and informative papers. 
Let me start with the David Pierce and Laura Bauer Gillis paper, 'Tune Series and Cross 
Section Edits with Applications to Federal Reserve Deposit Reports." 

I enjoyed this paper very much; 'it was nice to see editing formally enter the realm of 
statistical inference. One might think of Imputation as point estimation, and editing as 
interval estimation-or perhaps as multiple imputation. rd like to focus on one of the 
editing techniques in terms of imputation, but first let me briefly summarize the study. 

In the paper there are: 

S methods for editing percent changes 
l. Assuming no change from last week-current method-random walk, RW.- would be 

caue<1 Carry Over in nonresponse literature. , 
2. Using a cross section, CS, of similar respondents in the current time period which have 

already reported. Underlying assumption here that the previous time period values are 
available. (For surveys that do have nonresponse, only those entities that have reported 
in both time periods would be used.) 

3. Using a time series, TS, of the past values of the respondent. 
4. Composite of 1 & 2, CSRW. 
5. Composite of 2 & 3, CSTS . 

. 
Several entity tvoes-Resoondents 
Commercial Banlcs ('There were two categories of this type.) 
Agencies and Branches 
Credit Unions 
Edges and Agreements 
Savings Institutions 

Although there are 25 variables collected, the following 4 were studied. 

Variables Collected from each Respondent 
Total Transactions 
Total Saving 
Large Time 
Small Tune 

Eclih are pedonne!I weekly for a soan of two years 
Edits are performed in homogeneous cells which are combinations respondents' size, type 
and geographic location. 
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I'd like to discuss the cross sectional estimat0r. CS. siJlCe I've had some experience with a 
similar one using BLS data in tenns of imputation. first, I need some notation. In a given 
cell, let 

Y,J = level of item for entity i at time L 

f, = pred;aed level for entity i at time L 

Editing is performed with percentage changes of the item; that is, 

(and for the current method the actual changes are also required to be in the tolerance 
interval). 

For the CS edilS, the empirical distribution is fonned for the percentage changes, and the 
trimmed mean is computed, where 5'1> of each 1aiJ is trimmed. (Later I will say something 
about the trimmed mean.) Multiples of the current tolerances are used for prolties.- for the 
standard deviation. We could write the trimmed mean as 

where M denotes the set of entities for which the percentage changes are in the middle 90% 
of the distribution, and m is the number of elementS in M . 

Using this teehnique, fd like to come up with an imputation method. If we let i.; be the 
predicted value for the j th entity at time t, and we estimate the percentage change by the 
trimmed mean, we have the following formula: 

Thus, for the j th entity, we would use his previous time period value, adjust it by the mean 
ratio of those entities that have already responded, to obtain bis current value. 
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Now looking at this from a regression point of view, consider: 

Y..1 = f3l(..1~1 +£,J where e,J - N(0,0"~.,~1) 
for jeM 

Using a weighted least squares the predicted value is: 

Y.J = 13 ><.-».1 for j e M 
where 

if 6= 1 

if3=2 

Both lU'C unbiased estimators of f3 but the one that is more precise depends on the value of 
6. 6 = 2 is what underlies the CS method. ' 

Under many situations one can Show that the sum of the ratios has beuer properties than 
the ratio of the sums. However, in a study we did at BLS considering alternative 
imputation methods, we found that the mOdel with 6 = 1 did the best This was a study 
involving employment and wage variables for establishmen!S on the Universe Data Base. 
We investigated many different methods; among them was a generalized Bayesian model, 
which led to multiple imputation. We also considered a time series goinl! back a year. but 
only the prior month in this simple model was needed 

Y..1 = f31(, .1w + e,.1 whLre £..; - N(O. a'lf,,_,,.1) 

for jeM 

Using a weighted least squares, the predicted value is 
. f.J = ~ fc.-.~1 for j E M 

where 

13-- . . 

The M in this case was a set of homogeneous establishmen!S that bad reported values in 
both time periods. For establishment j in time period t, Y..1 denoted, in various studies, the 
reported employment, the reported Jn(wages), and the reported Jn(wagestemployment). rm 
not sure which model would work best with Bank type data, but I think it's worth writing 
down the underlying models so they can be tested. . 
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In imputation st11dies, we have a problem similar to one that exists with the CS method. 
In impu1ation, when modeling the respondents to predict for the nonrespondents, one hopes 
the nonrespondents are missing at random; that is, the nonresponse mechanism is ignorable. 
If this is not the case, it is a difficult problem to model the response mechanism. A similar 
simation arises with the CS method, in that the edit criteria are set by the early arrivals, and 
it is hoped that the respondents that are due late, behave in a similar fashion. 

I have a couple of observations from the Tables. There were 24 edit groups, consisting of 
the 6 types of respondents and the 4 variables. Of these 24, for more than half (13), the 
recommended procedure is the composite of CS and RW. In most of the cases, the CS had 
the larger weight than RW. Clearly, some fonn of the CS technique is worth pursuing. 

I note from Tables 5 and 6 that the probability of a type Il error is very large, and in some 
situations the probability of a type l error is also large, but not as large--70's versus 90's. I 
would think that the type II error, not flagging a value when it's in error, is more important 
than the type I error, flagging a value when it's not in error. But from an analysts point of 
view, I can see that the type I error would be more important. 

Now let me discuss the Julia Bienias, David Lassman, Scott Scheleur, and Howard, Hogan 
Paper, "Improving Outlier Detection in Two Establishment Surveys.• I also enjoyed this 
paper. First a brief summary of the paper. 

This paper uses Exploratory Data Analysis (EDA) to improve the detection of outliers in 
the following two establlshment surveys. 

1. The Annual Survey of Communication Services- -2000 firms 
2. TI1e Monthly WJ1olesale Trade Suney- 7,000 finns, only '.3,500 receive fonns in a 

given month 

Techniques discussed: 

Box Plots 
Scatter Plots 
Transformations 
Fitting: Ordinary Least Squares 

Weighted Least Squares 

As I mentioned earlier, in our imputation study for wages, we found that if we first 
transformed the data by the natural logarithm, and used a weighted least squares, the 
imputation improved. 

In general, I believe EDA should be part of any outlier detection system. There is an 
extensive literature on testing for outliers. A number of popular procedures have difficulty 
when a sample may contain multiple outliers. Problems include masking, in which the 
presence of other outliers makes each outlier difficult to detect, and swamping in which the 
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procedure tends to declare too many outliers. By using robust and resistant methods it is 
possible to minimize the effects of deviate observations. An example is given in the 
Hoaglin, lglewicz, and Tukey, JASA, 1986 paper, "Performance of some Resistant Rules 
for Outlier Labeling". Here you have inner and outer fences with hinges formed by the 
lower and upper fourths. That is, using the lower and upper fourths, Fi. and /i,, the inner 
rule labels as "outside" any observations below li-1.5(/i,-Fi.l or above /i,+1.5(/i,-Fi.). 
For the outer rule I .S is replaced by 3. 

In comparing the two papers, I found that I would like to combine them. For example, in 
the cross sectional estimates of Pietee and Gillis. ad<litional EDA iechniques could be used. 
A~ an example, instead of trimmed means one might consider "adaptive trimmed means·. 
Some "adaptive trimmed means• determine the amount of trimming according to a sample 
estimate of the tail heaviness of the underlying distribution. This is especially useful if the 
distributions are not symmetrical, which I assume is the case with bank data. 

In closing, I 'd hke to compliment the authors !or very fine papers. 
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DISCUSSION 

Brian V. Greenberg 
u. s. Bureau of the Census 

In this discussion we attempt to relate these two fine editing 
papers to the broader issues in data editing and highlight what one 
can learn from them. 

1. Introduction--Role of Editing 

Broadly speaking, there are two primary reasons tor editing eurvey 
and census data. First, we would like ~to remove erroneous values 
from micro-data sets. A second, and related objective, is to 
ensure that we can generate meaningful estimates from reported 
data. 

For some programs, there is an emphasis on actual micro-level data. 
For example, when one establishes a longitudinal data tile or when 
a public-use micro-data tile will be the primary survey data 
product. An example of a longitudinal micro-data file is described 
in the Pierce and Gillis paper and their edit activities focus on 
the underlying data set. 

on the other hand, for some surveys there is a single estimate (or 
small number of estimates) produced from a survey, and the 
underlying data file is l ess important then the single estimate. 
The Census Bureau's monthly report of wholesale trade, as discussed 
in the Bienias, Lossman, Scheleur, and Hogan paper, la an example 
of such a survey. 

In any event, data editinq does not exist in a vacuum, and in 
designing and evaluating an edit system, one should be mindful of 
the survey•s data collection and release objectives. 

2. Editing Stages in Data Collection and Tabulation 

There are typically three stages of data editing for a typical 
survey or census: (l) data entry edit, (2) automated batch edit of 
individual data records, and (3) review of summary tabulations. 

In the data entry stage, editing often consist of rudimentary 
checks that only attempt to detect keying errors and major 
reporting problems. There are, however, data entry programs which 
have sophisticated and extensive data edit capabilities. For some 
surveys, editing in the data entry stage, including on-the-spot 
follow-up with respondents, serves as the primary edit activity. 
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Batch editing of individual data records, referred to as micro
editing, has been the mainstay of many large-scale survey and 
census programs. For some surveys, the automated program alters 
suspicious values, while for others the automated edit only flags 
suspicious values for analyst review and action. In addition, 
automated batch edit systems often impute for missing values. 

After prelimi nary editing, data are tabulated and estimates are 
edited against prior time periods, against information from other 
sources, or against one another. The process of editing tabulation 
cells is otten referred to as macro-editing. If a tabulation cell 
looks suspicious, it is reviewed and the individual micro-level 
records contributing to the cell are examined. Some programs have 
very sophisticated macro-edit systems while other macro-edit 
programs are essentially manual. 

It is important to note that even though potential data errors are 
detected at the macro-level i n a tabulation cell edit, problems are 
typically resolved at the micro-level. 

After data are processed through automated edit programs, there is 
typically analyct review of largo and/or important eases which 
often include direct follow-up with respondents. For large 
programs, there are not suffi c i ent resources to review all 
records, therefore records are ranked by importance and those most 
important to a program are revi ewed by analysts. The ranking 
process is often informal, however, research at Statistics Canada 
to formalize this process (referred to as selective editing) seems 
to have met with success for their Annual Survey of Manufactures. 

All three edit stages come into play in virtually all survey 
programs. Emphasis on one stage or another is typically embedded 
in the edit strategy of each program, bearing in mind the proposed 
uses of survey products. 

J. Edit Tolerances 

At each stage of the editing process, edit tolerances are required 
to target indivi dual records or tabulation cells for review and, if 
necessary, correction. In many respects, the two papers discussed 
here focus on deriving edit tolerances and we discuss them from 
this perspective. 

There are several steps to derivi ng meani ngful edi t tolerances. 
First, one defines edit cells; that is, groups of respondents whose 
behavior is fa i r l y s i milar with respect to the edit criteria. One 
typically wants cells to be small enough so that respondents can be 
relatively homogeneous yet large enough so that parameters are not 
unduly influenced by a few nontypical responses. 
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One can generate (explicitly or implicitly) an anticipated value 
for data fields or a relation between fields. The anticipated 
value may be based on data from the current or prior time periods 
and can be modeled based on all respondents in the edit cell. 
Tolerance limits are applied to target records which have 
unacceptable deviations from anticipated values. For example, 
anticipated values can be based on a reqression line and the 
tolerance limits can reflect the allowabl e band of values about 
this line. Under alternative approaches to deriving to.lerances one 
directly determines a range of acceptable data values and 
desi9nates response combinations outside that range as edit 
failures. 

Tolerance parameters are derived and applied at each of the three 
stages of the edit process·: - data entry- edit·, batch edit of 
individual records and tabulation cell edit. 

User-friendly systems to support the review .of data in the 
development of edit tolerances can be extremely valuable. It is 
in this light that the work of Bienias, Lassman, Scheleur, and 
Hogan can be viewed. The graphics techniques which they present 
are particularly important because they can help users organize and 
systemize information and share findings with others. Such systems 
provide analysts acc.-ss to methodol ogy not otherwise r.-adily 
available to them. 

4. striking a Balance in Edit Tolerances and Review Criteria 

If edit tolerances are too tight, excessive data may be altered or 
sent for analyst review. In the first case, edit programs can 
distort estimates and force data to conform to expectations. In 
the second, too many referrals place a major burden on analyst 
resources. 

If edit bounds are too loose, erroneous data gets into the system. 
Such errors in data limit the usefulness of micro-data and may lead 
to unreliable estimates. Broadly speaking, parameters which are 
too loose deprive us of the chance to identify a source of 
nonsampling error. 

After automated edit programs have applied tolerances and targeted 
records as suspicious, one would like to select the most 
sign ificant problematic records for analy,;t review. For each 
survey, one needs a reliable criterion as to what is significant 
and what is not. The notion of significant depends a great deal on 
the proposed user of the survey data . 
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Recently, the phrase "over-editing" has come into vogue to refer to 
epending too much time and money on editing and/or changing too 
much data. I feel somewhat uncomfortable with this phrase because 
it is unfocused and gives a misleading impression. It seems to 
imply that if we edited less--perhaps had looser edit bounds or 
reviewed less micro-data--we would be editing better. In tact, we 
want to edit more cleverly, not necessarily more or less. That is, 
we would like to target !ielc1s tor change and/or review where 
change is needed and not target fields for change and/or review 
when not needed. 

A more useful formulation of the issue can be couched in terms of 
Type I or Type II error for the edit process, as was done in the 
Pierce-Gillis paper. Namely, for their purposes: 

A Type I error (a' false positive') refers to an item that was 
flagged but was not in error, or at least not revised. 

A Type II error occurs when an item is not flagged but is 
erroneous (as evidenced by a later revision). 

we can broaden their definition a little to say: 

Type I error refers to an item flaqged for change or review 
but the time spent on it did not improve the data set or 
estimates for the survey. 

Type II error occurs when an erroneous value, which adversely 
affect the quality of the data set or survey estimates, is not 
!lagged for change or review. 

The last conference on Statistical Policy Working Papers o! the 
Federal ColUIDittee on Statistical Methodology was held in March, 
1991. At that conference, there was a session based on Working 
Paper #18, "Data Editing in Federal Agencies.• In that report, the 
focus was on development o! multipurpose systems, software design, 
and edit methodoloqies. There was little discussion of parameter 
development. Since then, it has been increasingly clear that good 
parameter development is crucial in a ll stages of editing. It is 
also clear that we need to give greater attention to the interplay 
between subject-matter staff and automated programs in the 
resolution of edit failures and in the design of edit tolerances. 

F.ven the best edit methodolooy embedded in the finest system will 
perform poorly if there are bad parameters. In fact, the choice of 
edit tolerances has a major influence on the Type I and Type II 
error for editing. We certainly need more investigation to 
highlight what methods and tools work well ror tne design or edit 
tolerances and we need to examine and learn from clearly presented 
case studies. 
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The two papers under discussion do an excellent job in addressing 
these related issues. 

s. Bienias, Lassrnan, Scheleur, and Hogan Paper 

The authors illustrate graphic techniques used in the spirit of 
exploratory data analysis as tools for subject-matter specialists 
in deriving edit parameters. They also describe how the 
simultaneous review of survey data can introduce advantages over a 
case-by-case analysis or report forms. 

Box plots were used to review and summarize information and 
directly contributed to parameter development for the Annual Survey 
of Communication Services (ASCS). In particu~ar, · the box plot for 
parameters based on the expense/revenue ratio illustrates this use. 

Graphics were al~o used to help uncover similarities or differences 
between establishments. By examining residuals in the relation 
between revenue and payroll in ASCS, they decided to remove tax
exempt establishments rrom edit cells for revenue and payroll. 
That is, they were able to design a more effective edit cell for 
subsequent analysis, which they describe. 

And finally, the graphics and exploratory data analysis led to a 
more suitable editing model for current to prior inventory on the 
Monthly Wholesale Trade Survey . . In this usage, the techniques they 
employed allowed subject-matter analysts to experiment with 
different models and to select the model that they felt best 
represented the data. 

An important theme of this paper was the interplay between subject
matter analyst expertise and the use of graphical methods. These 
tools can provide a 9uide for analysts and allow them to see the 
impact of proposed models. They can contribute .to the design 
process and help eliminate some of the more tenuous aspects of 
model description. In addition, the graphs provide a useful 
vehicle for improved communication and shared information among 
those working on a project. 

By all accounts, the survey analysts and project managers who work 
on the surveys cited above found the contributions described in 
this paper extremely valuable. It will be through continued and 
expanded use that additional bQnefits and applications will arise . 
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6 . Pierce and Gillis Paper 

This paper is a super b case study for the development of effective 
edit cells and related tolerances. This report can be a textbook 
study. One of the author's primary objectives is stated clearly at 
the onset: "A major task in setting edit tolerances is to ensure 
sensitivity without generating unnecessarily large quantities of 
'false positive' exceptions." They have an excellent test 
environment because there is an unequivocal response question ana 
the "truth" can always be determined (by subsequent revision) so 
the appropriateness of the edit can be evaluated. 

Note that the authors clearly have a quintessential micro-editing 
requirement. Namely, their intended product is a longitudinal file 
of individual records of bank deposits. 

After describing the underlying survey environment, the authors 
described their step-by-step process to design effective edit 
tolerances. They described how they aevelopea the aet1n1t1on of 
edit cell and how they had to combine cells to get the proper break 
between cell size and homogeneity. They next described the model 
to predict (forecast) reported depocite, diccueced alternative 
models and provided cogent reasons for each decision along the way. 
Following that, the authors describe their procedure for setting 
cell edit tolerances. After details of the edit system were 
decided upon, they were able to test various options based on the 
1991-92 edit experience. 

They took a major step in couching their analysis in terms of Type 
I and Type II errors to evaluate findings . The authors provided 
extensive. tables and descriptions of their analysis. It is 
interesting to note that the current system has too many Type II 
errors, and future work will introduce refinements to achieve a 
lower rate. 

Although one rarely comes across such a well-suited environment to 
test edit procedures and evaluate performance, this report is 
valuable in describing how to proceed under ideal circumstances. 
Using this ideal as a guide, one can modify procedures and change 
directions based on information actually available when attempting 
to apply the methods described in this report to other surveys. 

7. Concluding Remarks 

Both of these papers have a great deal to offer the reader . The 
first clearly illustrates how graphics can be applied to actual 
editing issues. One would hope that the examples here can suggest 
methods which can be applied to other surveys . The second paper is 
an excellent case-study for developing edit tolerances and 
evaluating them. This paper also can serve as a guide in helping 
others plan their own evaluation projects. 
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Time Seri•• Reviaion•: Th• Effect• on Oro•• DOae•tic Product 

Robert P. Parker and Teresa L. weadock 
U.S. Department of ColDlllerce 
Bureau of Economic Analysis 

• Gross domestic product (GDP) is the most widely used measure of a 
Nation's overall economic activity. In response to the need for 
timely estimates, the Bureau of Economic Analysis (BEA) releases an 
"advance" estimate of quarterly GDP one month after the end of the 
each quarter. This estimate is based largely on monthly survey data 
for the first two months of the quarter and BEA judgmental projections 
for the missing source data. In each of the next two months, revised 
estimates of GDP that incorporate newly available and revised monthly 
and quarterly source data are released. Annual and benchmark 
(comprehensive) revisions of GDP are released on a regular schedule as 
annual and l ess frequently collected census-type data become 
available. 

• 

To measure the reliability and accuracy of the quarterly GDP 
estimates, BEA has conducted a series of studies based primarily on 
revisions to the successive quarterly estimates. Such studies have 
been found to be very useful to both users of the GDP estimates and to 
BEA. For users of the estimates, the studies provide insights into 
the likely size of future revisions to GDP and its major components 
and identify components whose reliability they would like to have BEA 
improve. For BEA, the studies help to identify components with 
problems in the source data or estimating methodologies. This 
information helps BEA to work with the agencies who prepare the source 
data or to devote its own resources to developing improved procedures 
to reduce revisions . Information from these studies also enables 'BEA 
to analyze the impact on the reliability of the GDP estimates of its 
revision schedule. 

I n addition, the studies satisfy the requirement of the Office of 
Management and Budget that agencies producing the principal Federal 
economic indicators provide periodic evaluations of their performance. 
This requirement, Statistical Policy Directive Number 3, states that 
these evaluations will "include an analysis of the accuracy of the 
series, the effects of revisions, and performance relative to 
established benchmarks." 

This paper, which is based primarily on measures of reliability 
for the quarterly GDP estimates for 1978-91, consists of four parts: 
An overview of the preparation of the quarterly GDP estimates and a 
discussion of the measures used by BEA to measure their reliability; 

NOTE: The views expressed in this paper are those of the authors 
and not necessarily those of the Department of Collllllerce or the Bureau 
of Economic Analysis. 
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highlights of a recently completed study by Allan Young at BEA on the 
reliability of the first three, or "current" quarterly GDP estilllates 
for 1978-91; 1 an extension of this study to the effects on the 
quarterly estilllates of subsequent annual revisions; and a discussion 
of revision practices that agencies use for the source data used to 
prepare the GDP estimates and how these practices affect the accuracy 
of the quarterly estimates. • 

The studies reviewed in this paper have implications both for BEA 
and for the agencies that provide the source data used to prepare GDP. 
They indicate that BEA should review the need for thr ee current iii" 

estimates and its policy of not revising prior quarters except at the 
time of annual and benchmark revisions. They also indicate that other 
agencies should review their revision practices to provide more timely 
and accurate revised data. 

Part l. overview of the Preparation of Quarterly GDP Estimates 
an4 Measures of Reliability 

Estimating schedule for quarterly GDP estimates 

For each quarter, GDP estimates are prepared on a schedtlle that 
consists of three successive "current" estimates--"advance," "prelimi
nary," nnd 11 final 11-- and of subsequent estimates prepared as- part of 
annual and comprehensive NIPA revision.s. 

The advance estimate is prepared about l month after the end of 
the quarter. For most components, the estimate is based on source 
data for either 2 or 3 months of the quarter. In most cases, however, 
the source data are not final and are subject to revision by the 
i ssuing agenci es. Where source data are not available, the estimate 
is based primarily on past trends and on BEA analysts' judgment. 

One month later, the advance estimate is replaced by the 
preliminary estimate, which is typically based on source data for all 
3 months of the quarter. In most instances, the source data used for 
the preliminary estimates, particularly the data for the third month 
of the quarter, are subject to further revision. 

One month later, the preliminary estimate is replaced by the 
final estimate, the last of the current estimates, which incorporates 
revi sions in source data for the third month of the quarter and 
quarterly source data for some components. For virtually all 
components, these source data are subject t o fur ther r evisions by the 
i ssuing agencies. 

see Allan H. Young, "Reliability and Accuracy of the 
Quarterly Estimates of GDP" in the October 1993 issue of the 
Suryey of current Business. 
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Each quarterly estimate is subject to three successive annual 
revisions, usually released in July. The first annual revision 
incorporates further revisions in the monthly or quarterly source data 
and introduces some annual source data. The second and third annual 
revisions incorporate a broad range of annual source data. For 
example, the "final" estimate for the fourth quarter of 1993, which 
was released last month, will be revised in July 1994 (first annual 
revision), July 1995 (second annual revision), and July 1996 (third 
annual revision). Each quarterly estimate is also subject to one or 
more comprehensive revisions, in which information from the economic 
and demographic censuses is incorporated in the monthly, quarterly, 

~ and annual source data by the issuing agency or by BEA. 

Source data 

More complete and more accurate information is generally avail
able on an annual basis than on a quarterly or monthly basis. In many 
cases, annual data are based on larger samples or represent a complete 
universe count. In addition, annual data often correspond more 
closely to the desired definitions and therefore require less 
adjusting, or they may contain more information for making the 
necessary adjustments . As a result of these factors, quarterly 
estimates are obtained either by interpolating between annuai 
estimates or by extrapolating from the most recent annual estimate. 

Similarly, the annual estimates in many instances represent 
interpolations or extrapolations of the more complete and accu.rate 
information available in economic and demographic censuses, which are 
conducted every 5 years and 10 years, respectively. 

The quarterly and monthly indicators that are used as interpola
tors and extrapolators are based largely on monthly or quarterly 
sample surveys conducted by various Federal statistical agencies. 
Exceptions include budgetary data from the Treasury Department, 
tabulations of export and import documents filed with the customs 
Service, and tabulations of several types on payroll and income tax 
returns. Another type of exception occurs if no monthly or quarterly 
data are available--for exalDple, data for some types of consumer 
purchases of services and of State and local government purchases of 
goods and services. In such cases, the quarterly estimates are 
obtained by interpolation and extrapolation based on a BEA analyst's 
judgment or related information. 

An updated summary of the source data used for the NIPA's is 
1 i nc luded each year in the Suryey of Current Business article that 

presents the annual NIPA revision (see pages 31-42 of the August 1993 
Suryey). For a list of methodological papers and for additional 
information about the NIPA 1 ~, GQQ "A Look at How BEA Preaante the 

~ NIPA • s" in the February 1994 survey, pages 31-33. 
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Sources of error 

The GDP estimates contain several kinds of error. The most 
obvious kind arises in the current estimates either from preliminary 
or incomplete tabulations of monthly or quarterly source data or, 
where source data are not yet available, from BEA ' • judginent.s. Error 
also arises in both the current and the latest available estimates 
because source data do not meet NIPA requirements in terms of timing, • 
valuation, coverage, and definitions. For example, business firms 
report some types of data on a fiscal year, rather than a calendar 
year, basis; even though adjustments by BEA reduce the effect of 
fiscal year reporting, the results differ from tho•• that would have 
been obtained with calendar year reporting. 

Error also arises from the sampling errors and biases in the 
monthly, quarterly and annual surveys and from biases and other errors 
in the annual and periodic universe counts. Probably the most 
troublesome of errors are those due to the delayed recognition of 
births and deaths of business firms in sample surveys. (These types 
of errors th.at affect source data are discussed in part 4 of this 
paper.) 

seasonal adjustment is another source of error. 2 E'ven i'f the 
unadjusted source data were free of error, seasonal adjustment would 
introduce erroro. Although some reduction in seasonal adjustment 
error appears to have been achieved over time in the current estimates 
through the use of concurrent seasonal adjustment and by combining 
ARIMA methods with the ratio-to-moving-average method of seasonal 
adjustment, such errors are still of considerable magnitude. 

Measures of reliabilitv 

The term "reliability" used in BEA studies refers to the 
revisions in the estimates, which reflect the following: (l) 
Replacement of preliminary source data with reviaed or moro 
comprehensive data, (2) replacement of judginental projections with 
source data, (3) changes in definitions or estimating procedures, and 
(4) in the constant-dollar estimates, updating of the base year. 

In its studies of the reliability of the quarter.J.y GDP estimates, 
BEA uses six summary measures to describe the revisions: Dispersion, 
bias, relative dispersion, relative bias, upward revisions, and 
directional misses. (This paper tocuses on the dispersion because 
this measure effectively summarizes the information provided by the 
other measures.) 

2 Quartarly and monthly NIPA .u1timates are seasonally 
adjusted if necessary. Seasonal adjustment removes from the time 
series the average impact of variations that normally occur at 
about the same time and in about the same magnitude each year-
for example, weather, holidays, and tax payment dates. 
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The six measures are calculated as follows. Let ~ represent the 
percentage change in the current estimates, ~ the percentage change 
in the latest available estimates, and n the number of quarterly 
changes. 

Dispersion is the average of the absolute values of the 
revisions: 

Bias is the average of the revisions: 

l:(P-L)/n 

Relative dispersion expresses the dispersion as a percentage of 
the average of the absolute values of the percentage change in the 
latest available estimates: 

I:IP-Ll/n 
l: I Ll/n 

Relative bias expresses the bias as a perce.ntage of the . average 
of the percentage change in the latest available estimates: · 

x<P-Ll/n 
:!:L/n 

Upward revisions expresses the number of times that the current 
estimate of the quarterly change was revised up by the latest 
available estimate, as a percentage of the number of quarterly 
changes. 

Directional misses expresses the number of times that the sign of 
the current estimate of the quarterly change differed from that of the 
latest available estimate, as a percentage or the number or quarterly 
changes. 

In evaluating these measures, they should be viewed in light of 
two aspects of the estimation process. First, a change in source data 
or estimating procedures, which one may assume affects the accuracy of 
the estimates, is not necessarily reflected in the revision of 
esti mates of a given vintage. For example, an improvement in the 
current estimates results in a permanent decrease in revision size. 
An improvement in the latest available estimates results in a 
permanent increase in revision size. Improvement in both the current 
and latest available estimates results in little change. However, 
improvement that is introduced retrospectively into the latest 
available estimates, as is often the ease, results in an inereAse in 
revision size for a period of years until · the improvement is also 
reflected in the current estimates. second, the latest available 
estimates reflect different vint.ages. The latest estimates up to 1982 
at present reflect the incorporation of the benchmark input-output (I-
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0) tables, which are based on detailed information from the economic 
censuses; the latest estimates beginning in 1983 do not yet reflect 
the incorporation of the recently released benchmark 1987 I-0 
tables.3 Thus, the size of revisions beginning with 1983 estimates 
are most likely understated. 

Part 2. Reliability of the current Quarterly Estimatea4 

Summary of Young study. 1978-91 

In the most recent BEA study, Young provided an overall 
evaluation of the reliability of the quarterly GDP estimates by 
comparing the successive current estimates of real GOP to the latest 
estimates and asking the following questions: 

o Do the current estimates provide a correct indication of the 
direction of the change in aggregate economic activity? 

o Do the current estimates provide a correct indication of 
whether the change in aggregate economic activity is larger 
(acceleration) or smaller (deceleration) than in the previous quarter? 

Table l provides the summary answers to these questions ' for each 
of the current estimates. The record for 1978-91 shows that all three 
eetimatec correctly indicated direction of change almost 90 percent of 
the time. They correctly indicate acceleration and deceleration 
between 75 and 80 percent of the time. (If changes between -1 percent 
and +l percent are disregarded, these early estimates correctly 
indicate direction over 90 percent of the time and acceleration about 
85 percent of the time). 

Young also found that for the same period, the incorporation of 
additional or more accurate source data in the second (preliminary) 
and third (final) quarterly estimates of GDP did not improve the 
reliability in comparison with the first (advance) ostimatc. He 
identified two factors that contributed to this finding. First, the 
data for second and third months of a quarter play only a small role 
in determining the change from the previous quarter. Second, the 
advance estimate is unaffected by certain sources of error in the 
preliminary and final estimates. In addition, the advance estimates 

3 The benchmark 1987 I-0 tables were published in the April 
1994 issue of the Suryey of current Business. The results of 
t hese tables will be incorporated into the GDP estimates in a 
comprehensive revision presently scheduled for release in late 
1995. . 

4 Most of the sections of this part of the paper, as well 
as several paragraphs of the previous section, were taken 
verbatim from Young's article in the October 1993 Suryey of 
CUrrent Business. 
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of GDP and its major components may benefit more from offset~ing 
errors in the detailed compon.ents than the later current estimates; 
that is, the revisions of the advance estimates may be more negatively 
(or less positively) correlated than those of the preliminary and 
final estimates. 

' In the remainder of this part of the paper, Young's findings are 
• presented in more detail. 

Reliability of tbe quarterly estimates 

~ Table 2 shows O.ispersion for quarterly changes in current- and 
constant-dollar GDP and its major components for 1978-82 and 1983-91. 
These measures show that the incorporation of additional or more 
accurate source data in the preliminary and final current estimates of 
GDP does not substantially improve the reliability in comparison with 
the advance estimates. Dispersion declines only slightly over the 
successive current- dollar estimates of GDP. For 1978-82, it declines 
from 1.93 percenta9e points in the advance estimates to 1.82 
percentage points in the preliminary and final estimates. For 1983-
91, it declines from 1.17 percentage points in the advance estimates 
to l.14 percentage points in the preliminary estimates and 1.15 
percenta9e points in the final estimates. ' 

Dispersion actuall.y increases aligbtly over the cuooeccive 
constant-dollar estimates of GDP. For 1978-82, it increases from l.64 
percentage points in the advance estimates to 1.72 percentage points 
in the preliminary estimate and to 1.75 percentage points in the final 
estimate. The correspondin9 figures for 1983-91 are 1.25, l.27, and 
l.33 percentage points. 

A similar picture emerges for the major components of GDP. In 
many cases, the advance estimates provided a smaller measure of 
dispersion than did the preliminary or final estimates. In 1978-82, 
the advance estimates provided the smallest dispersion in 4 of the 11 
current-dollar components--PCE nondurables and services, residential 
investment, and Federal Government purchases--which accounted for 
almost 60 percent of GDP. In 1983-91, the advance estimates provided 
the smallest dispersion in 3 components--PCE services, residential 
investment, and State and local government purchases--which accounted 
for over 40 percent of GDP. The. record for the advance constant
dollar estimates is about the same as that for the current- dollar 
estimates, though the share of GDP for which the estimates perform the 
best is smaller for 1983-91. These results raise the question of 
whether one or both of the two later current estimates might be 
discontinued. s 

5 Previous studies have also shown that the advance 
estimates perform well in comparison with the later estimates, 
but as shown in table 2, the results are not as clear cut in some 
periods as in others. 
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Table 2 also permits one to co.mpare the size of the dispersion 
measure for GDP with that of its major components. In general, 
dispersion in the components was larger than that in GDP. The 
components with the smallest dispersion--about the same as that for 
GDP--were total PCE and PCE servi ces. The components with the largest 
dispersion--roughly 6 to 8 times as large as that for total GDP--were 
gross private domestic investment and Federal Government purchases. 
The unusually large dispersion in these components reflected a change 
in the treatment of the commodity Credit Corporation (CCC) that was 
introduced in the 1991 comprehensive revision, whereby the CCC was 
shifted from 9overnment enterpriscc to genera l government. Thia shift 
affected the timing and valuation of t ransactions and resulted in 
large, essentially offsetting revisions in Federal Government 
purchases and the change in business inventories. Dispersion was also 
quite large in current-dollar nonresidential structures in 1978-82 and 
in constant-dollar imports in 1983-91, reflecting statistical 
improvements introduced in the 1991 comprehensive revision. 

Trends since 1978 

Table 3 examines revis ions year by year to see if reliability of 
the GDP est imates appears to have changed in recent years. The table 
shows annual averages of dispersion and bias in the quarterly 
revisions bet ween the successive current esti mates and between the 
current estimates and the third annual revision estimates. For the 
revisions between the current estimates, the measures are shown for 
1978-92; for the revisions between the current estimates and the third 
annual estimates, the measures are shown for 1978-89. 

In Young's study, estimates from third annual revisions were used 
in place of the latest available estimates in order to provide a more 
nearly comparable standard for the entire pe.riod against which to 
compare the current estimates. Use of third annual estimates 
abstractG from much of the effect of the economic eenAug and other 
information that is used in the comprehensive revisions to revise 
previously prepared third annual estimates. However, it does not 
remove the effects of definitional changes in the comprehensive 
revisions, because for most quarters a comprehensive revision 
intervenes between the current estimates and the third annual 
estimates. (To more fully study the effects of the annual revisions, 

An early study concluded that the advance estimate 
might be sufficient; see Rosanne Cole, "Errors in Provisional 
Estimates of Gross National Product," National Bureau of 
Economic Research Studies in Business cycles No. 21 (1969) . See 
also Stephen K. McNees, "Estimating GNP, The Trade- off Between 
Timeliness and Accuracy," New England Economic Reyiew 
(January/February 1986): 3-10; and Joseph W. Duncan and Andrew 
c. Gross, statistics for the 21st centurv (The Dun and Bradstreet 
Corporation, 1993). 
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a ditterent approach is used in part 3 of this paper.) 

The good pertormance of the advance estimates 

The absence of much improvement in the successive cu=ent 
estimates has puzzled both users and estimators for some time. Two 
seldom recognized factors contribute to the observed result: (1) The 

• small role played by the data for second and third months of a quarter 
in determining the change from the previous quarter, and (2) certain 
sources of error in the preliminary and final estimates to which the 
advance estimates are immune. In addition, advance estimates Of GDP 

~ and its major components may benefit more from offsetting errors in 
the detailed components than the later current estimates; that is, the 
revisions of the advance estimates may be more negatively (or less 
positively) correlated than those of the preliminary and final 
estimates. 

1 

This section first discusses the two factors and then addresses 
the problem of quantifying the total error introduced by the second 
factor, which embodies seasonal adjustment errors and errors related 
to the estimation process for certain components. The section 
concludes with a discussion ot the implications tor the rutu~e. 

The role played by the data for second and third months of the 
quarter in dctcrminin9 the ohangc from the prcvioue quarter i~ cmall. 
The change from the second to the third month receives a weight of 
only one-ninth in the determination of quarterly change. The weight 
of the second and third months together is only .one-third. The weight 
of the first month is another one-third, and the second and third 
months of the previous quarter receive the remaining one-third. 6 

Consequently, e=ors in neither. the preliminary source data for the 
second and third months or a quarter nor in the judgmental projections 
used in lieu of source data affect the quarterly change as much as one 
might intuitively expect. · 

6 This may be demonstrated as follows : Let Q1=X1+X2+X, and 
Q2=X4+X5+X6 , where x,.x2, ••. x6 are successive months of source 
data. 
Then, if d4=X4-X3, d5=X5-X4 , . and d6=X6-X., the months in Q2 may be 
stated as X4aX,+d4 , X5=X,+d4+d5, x6=x3+d4+d5+d6 , and 

Ql=3X,+3d,+2ds.+d6 . 
Therefore, the quarterly change is 

Q2-Q1= c 3X,+3d4+2d5+d6J- cx1+x2+x3 J 
=[ (X3-X2 ) + (X3-X1) }+ [ 3d4+2d5+d.6]. 

Introducing the notation for monthly differences, the first 
brackotod torm bocomo~ Cd:s+(dz +d3)), and 

02-01=d2+2d3+ 3d,+ 2c15+d6. 
Normalizing the coefficients on the d's provides weights of 1/9, 
2/9, 3/9, 2/9, and 1/9 for the five monthly changes that 
determine the quarterly change. 
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The seasonal adjustment of source data for the final current 
quarterly estimate introduces errors not prasent in the judgmental 
projections, which are developed on a seasonally adjusted basis. The 
seasonal adjustment factors for the current year are derived from the 
seasonal patterns of recent preceding years. {The concurrent seasonal 
adjustment method also includes the seasonal pattern of the current 
year.) The factors are revised as additional data become available, ~ 
and they eventually reflect the average seasonal pattern of a period 
of years that extends symmetrically on either side of the given year. 
The difference between the initial estimate of the seasonal factor and 
the final estimate prepared some years later is an error that becomes • 
part of the revision in the final current estimate. To the extent 
that they are based on judgmental projections, the advance and 
preliminary quarterly estimates do not contain this error. 

Future work 

The difference between the revisions to the advance estimate of a 
detailed component ·and those to the latest available estimate reflects 
three types of error: {l) The error in the preliminary monthly source 
data used for the advance estimates that is corrected i n the revised 
monthly source data used for the final current estimate; (2) the error 
in the judgmental projections used i n lieu of source data for the 
advance ectimato1 and (3) tho error in the source data used for the 
final current estimate (including seasonal adjustment error) that 
replace the judgmental projections used for the advance estimate. The 
total revision in the advance estimate reflects the first two types of 
error; the total revision in the final current estimate reflects the 
third type. One should note that the second type of error, ' like the 
third, is determined with respect to the data as they stand several 
years l ater. 

It would be desirable to determine the size of each of the three 
types of error at tho dct~ilcd oomponont level. It would alco be 
desirable to determine the extent of correlation among the component 
revisions . Such analyses presently are not possible, because each 
vintage of each estimate and the associated source data are not 
available in a readily usable form. However, the database used by BEA 
to calculate the alternative measures ot real GDP might be extended so 
as to retain not only the latest available estimates, but all the 
vintages of estimates at the detailed level at which deflation is 
carried out. 7 over time, this database wou1d be usetul in exploring 
the outcomes of the estimation process and in developing improved 
procedures. For example, it vill facilitate the development of 
econometric projection techniques and their comparison with judgmental 

7 For information about the alternative measures, see Allan 
H. Young, "Alternative Measures of Change in Real output and 
Prices, Quarterly Estimates for 1959-91," in the March 1993 
Survey of Current Business. 
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projections. In this respect, it should be noted that a recently 
completed study found that judgmental projections compared favorably 
with econometric techniques for certain import and export 
components.a Thus, such procedures would be difficult to justify if 
they do not lead to smaller revisions than do judgmental projections. 

The question of whether the reliability of the seasonal 
adjustments on which the current quarterly estimates are based can be 
improved merits attention. An analysis at a fairly high level of 
aggregation suggests that revisions in seasonal factors may be large 
enough to contribute significantly to the observed results. Specifi
cally, in some of tne series examined, seasonal-factor revisions are 
as large as the variation in the irregular component. 9 Given that 
the error introduced by a judgmental projection is likely to be 
smaller than the irregular variation, this result suggests that for 
some detailed components, seasonal-factor revisions may play a 
significant role in causing the revision in the final estimate to be 
as large as that in the advance estimate. In addition, the seasonal 
adjustments used for source data should be designed from the stand
point of accurately measuring quarterly change. Little attention has 
been paid to whether the currently used seasonal adjustment procedures 
are suitable from this standpoint. In addition, BEA should consider 
whether more use of concurrent seasonal adjustment, with or without 
ARIMA, would improve reliability. 

Finally, because the third month of a quarter receives little 
weight in the estimate of change for that quarter, there may be 
instances in which efforts to reduce revisions in the quarterly GDP 
estimates should focus on improving the final monthly source data 
rather than the preliminary monthly source data. As shown earlier, 
for a survey with three successive monthly estimates, two-thirds of 
tne advance quarterly change is based on three monthly final 
estimates, while only one-ninth is based on the initial monthly 
estimate for the last month of the quarte~. 

Part 3. Effects of AJIJlual Revisions on Quarterly GDP Estimates 

In his study on the reliability of the quarterly GOP estimates, 
Young studied the reliability of the three current quarterly GOP 
estimates. In this part of the paper, the revisions in the quarterly 
estimates published in the regular annual revisions are studied . 

a See Albert A. Hirsch and Michael A. Mann, An Analysis of 
the Use of Time-Series Models to Improve Estimates of 
Int ernational Transactions, Bureau of Economic Analysis Working 
Paper 7 (Washington, DC: Bureau of Economic Anal ysis, April 
1993) • 

9 The irregular component is the residual after the 
systematic components--the seasonal and trend-cycle--are 
determined by the seasonal adjustment method. 
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Dispersion 

Table 4 shows the dispersion for quarterly changes in current
and constant-dollar GDP and its major components for 1981-90, the 
years for which comparisons using annual revisions could be made. 10 

These measures show that the incorporation of additional or more 
accurate source data in the first and third annual revisions ~ 
substantially improves the reliability in comparisons with the third, 
or "final" current estimates . The dispersion for current-dollar GOP 
from the final to the first annual revisions declines from 1.34 
percentage points to 0.84 percentage point; for constant- dollar GDP, 
the decline is from 1.45 percentage points to o.83 percentage point. 
From the second to the third annual revisions, the dispersion for 
current-dollar GDP declines from 0.85 percentage point to 0.65 
percentage point; for constant-dollar GDP the decline is from l.08 
percentage points to 0.85 percentage point. However, from the first 
to the second annual revisions for the current-dollar estimates, the 
dispersion is virtually unchanged, and for the constant-dollar 
estimates, there is a significant in=ease in the dispersion from 0.83 
percentage point to 1.08 percentage points. 

For the major components of GDP, except for nonresidential 
structures and producers• durable equipment, the first annual revision 
ootimatcg recorded a smaller moaaure of dispersion than did the final 
estimates. Between the first and second annual revisions, the 
reliability of all major components improved. Between the second and 
third annual revisions, the reliability of all major components except 
for durable goods personal consumption expenditures (PCE) and exports 
of goods and services improved. 

Table 4 also permits one to compare the size of the dispersion 
measure for GDP with that for its major components. The dispersion 
for the components was larger than that for GDP. The components with 
the smallest dispersion were PCE nondurable 9'0odG1 PC.E ocrvicoo, an.d 
State and local government purchases. The components with the largest 
dispersion, more than 6 times aa large as that for total GDP, were 
gross private domestic investment, nonresidential structures, and 
services, and Federal Government purchases. Of these components, the 
largest dispersion was Federal Government purchases. As noted in the 
review of Young ' s study, the size for this component reflected a 
change in the treatment of the commodity credit Corporation that was 
introduced in the 1991 compreheneive revision. 

10 To conduct thie etudy, it was necessary to reduce the 
period covered in Young's study because there were no annual 
revisions in 1980 and 1991, years of benchmark revisions. See 
footnote l of table 4 for additional details. 
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Findings 

Young tound that the revisions in the advance current estimates 
ware about the same eize as those in the other current estimates . 
Thus, he questioned the need to continue the preparation of the 
preliminary and/or final quarterly GDP estimates. The comparisons in 
table 4 show, as expected, that generally there was continued 

• improvement in the reliability o! the estimates in each successive 
annual revision; therefore, the need tor the annual revisions is not 
called into question. However, the relative size of the i•proved 
reliability trom th• final quarterly estimates to the quarterly 
estilllates trom the first annual revisions was larger than expected. 
The large improvement, which is evident in both the current- and 
const ant-dollar GDP est.illlates, was unexpected because very !ew of the 
annual surveys that are used to prepare the revised GDP estimates 
become available in time to be incorporated into the !irst annual 
revisions. For example, the census Bureau's annual surveys ot retail 
trade and of manufacturers, which are used tor the estimates of PCE 
goods and of producers' durable equipment, are not available until the 
second annual revis1on. If the improved reliability does not result 
primarily from the incorpo.ration ot such new source data, then the 
improvement might result from two other sources . One source would be 
the replaceme.nt at the time of the annual revisions o! seasonal 
adjustment factors that were derived !rom the seasonal pattern of 
preceding years with factors that also reflect the pattern for the 
most recent year. The second source would be the incorporation of 
corrections to monthly or quarterly source dat a series that become 
availabl e too late to be incorporated into t he "final" current 
estimates. 

It research o! the detailed components shows that these are major 
sources of the large revis ions in the !1rst annual revisions, then BEA 
should consider revising previous quarters between annual revisions. 
For example, when the advance estimate tor the fourth quarter ot a 
giv~n year is released in January, newly available corrections and 
revisions to source data series and updated seasonal !actors could be 
incorporated into revised first-, second-, and third-quarter 
estimates . This change would allow tor a more effective use of 
concurrent seasonal adjustment - - that is, using these updated f actore 
for all months or quarters ot the year. (For many ot the source data 
series for which the issuing agency uses concurrent seasonal 
adjustment, the new !actors are available but are only used for the 
most recent two or three months.) Changing BEA ' s revision practice as 
j ust described would provide more reliable quarterly estimates earlier 
than under the present annual revision schedule. It tb!e change were 
merged with Young's suggestion to eliminate one or more of the current 
quarterly estimates, BEA might, for example, drop the tinal current 
eeti~ates ond rovioc the previous quarters of the year when tha 

y advance estimates are released. 
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Part 4. Revision Practices in GDP source Data 

Accuracy of the GDP estimates 

The term "accuracy" refers to the total measurement error. On 
the assumption that each successive estimate is more accurate than 
previous ones, revisions can be viewed as measuring part of the total 
error in earlier estimates. The rest of the error in these estimates, ~ 
which is unknown, becomes the total error in the latest estimates. 
The error in the latest estimates results primarily from the following 
sources: (1) Errors in the most recently available underlying monthly 
or quarterly, annual, or periodic census source data; (2) errors in I 
the adjustments made by BEA to convert source data to the definitions 
and conventions used in compiling GDP; (J) errors in BEA's judgmental 
estimates for components for which there are no source data; and (4) 
errors because the most recently availabre source data have not yet 
been incorporated into the estimates. It is important to note that 
these types of measurement error have two different effects on the 
quarterly GDP estimates. The first type of error affects the levels 
of the estimates of GDP and its components; the second type affects 
the changes in the estimates. In this paper, the focus is on the 
second type of errors. 

The implication of the presence of measurement error in the 
latest estimates limits the extent to which the BEA'e measures of 
reliability can be used as measures of accuracy. The questionable 
relationship between reliability and accuracy is illustrated by the 
component that has a very high measure of reliability -- that is, very 
small revisions -- because the source data are never revised by the 
issuing agency even though the series maybe based on a very small 
sample. The next section of t;he paper discusses how three commonly 
used revision practices adversely affect the Xey monthly and quarterly 
source data series used to estimate GDP. For this purpose,. revision 
practices are defined as those that affect only "not seasonally 
adjusted estimates." 

Revision practices that adversely affect GDP 

For some surveys, the revision practice consists of a series of 
regular annual revisions and, if necessary, periodic benchmark 
revisions. For annual revisions, the monthly or quarterly series are 
adjusted to reflect annual survey data, which are based on larger 
samples, or to reflect annual census (universe) data. For periodic 
benchmark revisions, first the annual survey data and then the monthly 
or quarterly series are adjusted for all periods since the last I 
benchmark. Examples of GDP source data prepared using this type of 
revision practice, the issuing agency, and the GDP components affected 
ara as: follows:! Retail and wholesale trade sales and inventories from 
the Bureau of the Census (BOC) - - personal consumption expenditures ..f 
(PCE) and change in business inventories (CBI): farm output and income 
from the Department of Agriculture--CBI and farm income; 
manufacturers' shipments and inventories from BOC--producers' durable 
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equipment and CBI; and establishment employment from the Bureau of 
Labor Statistics (BLS)--wages and salaries and PCE. 

Although the revised monthly and quarterly estimates for source 
data series prepared using this practice are considered very accurate, 
they are nevertheless subject to measurement errors that are likely to 
introduce errors into the latest estimates of quarterly GDP changes. 
These errors arise because the agencies generally proportionately 
allocate across months (or quarters) differences (1) between the 
monthly or quarterly surveys and the annual surveys and (2) between 
the annual surveys and the census results where proportionate 
allocation is not appropriate. For example, the most collllllon sources 
of differences are errors in the initial survey estimates, both 
monthly and quarterly and annually, due to delayed recognition of 
births and deaths, to classification errors, or to misreported data. 
For births and deaths, proportionate allocation of errors introduces 
new errors into the revised monthly or quarterly series because this 
type of allocation fails to recognize that changes in the business 
population are significantly affected by the business cycle and are 
not likely to have occurred proportionately over the period covered by 
the revision. For classification and misreporting errors, the errors 
also are not likely to have occurred proportionately througnout the 
revision period. ' 

Another oommon revicion praotioe ueed for monthly and quarterly 
series, which can be viewed as a variant of the practice described 
above, also is likely to introduce errors into the latest estimates of 
quarterly GDP changes. Under this practice, when periodic benchmark 
data are introduced, they are used to adjust only the monthly or 
quarterly and annual estimates for the year for which such data are 
available and to serve as the ·basis for the samples to be used for 
subsequent periods. Data ror previous periods are not revised even 
though the data for these periods may incl~de errors. Examples of GDP 
source data that are prepared using this practice, the issuing agency, 
and the GDP components affected are as follows: Foreign direct 
investment income in the United States from BEA -- corporate profits; 
state and local government value of construction put-in-place from BOC 

government purchases; and the Cons.umer Price Index from BLS -- PCE. 

A third common revision practice occurs when the agency revises a 
series to remove selected measurement errors but not necessarily to 
remove the largest errors, which therefore remain in the revised 
estimates . The following monthly GDP source data are examples of this 
type of series: monthly merchandise trade from BOC -- net exports; 
n ew r esident ial const ruction put in place from 80C -- residential 
fixed investment; and average hourly earnings from BLS -- wages and 
salaries. 

The monthly merchandise trade data are regularly revised to 
record the export and import transactions based on customs documents 
in the correct month but not to record reliable estimates of 
transactions for which customs documents are not required to be filed 

197 



because ot the value ot the transaction is below some cutoff or "low 
value. " These unreported low value transactions, which currently 
account f or about 2.s percent of exports and 4 percent of imports, are 
·estimated using factors based on the amount of such transactions when 
the exemptions were qranted. The adjustments are extrapolated by 
country, but not by commodity, using changes in reported transactions. 
This procedure is likely to introduce errors into the monthly changes 
in exports and imports. ~ 

The new residential construction put-in- place s eries, which is 
based largely on a sample of housing starts, is regularly revised to 
reflect additional monthly report~ but not to reflect more accurcto ~ 
annual survey data. For the new single-family residential 
construction component of this series, the value of housing starts are 
"phased" in over many months based on a fixed monthly pattern of 
construction activity. This practice introduces errors into the 
monthly changes in the put- in-place series because the pattern is not 
updated on a regular basis (the present pattern was estimated for 
1976) and there are no data to adjust the pattern for developments 
such as unusually bad weather. The errors created by this practice 
can be illustrated using the recent California earthquake. This 
disaster not only delayed starts, which the series does reflect, but 
also delayed activity on previously started houses, which th~ series 
does not retlect. For new multi- family residential construction, BOC 
conducts a monthly survey of construction put in place based on a 
sample of housing starts; this series is not benchmarked. 

The final example of a "selective" revision practice is the 
average hourly earnings series, which is estimated from the BLS 
monthly establishment survey. Although the employment data collected 
in that survey are benchmarked annually, the earnings data are 
corrected only to reflect the revised employment data, which are used 
to weight the detailed industry earnings estimates to arrive at "all 
industry" totals . It is likely that a benchmarked hourly earnings 
~erie$ not only would change the levels of the series, but also tho 
monthly changes. 

Improving revision practices 

This discussion of revision practices identifies some of the 
types of measurement errors that remain in BEA's latest estimates of 
changes in quarterly GDP. Although reducing these errors for some 
series would require the collection of new data, i t should be possible 
for the issuing agencies to reduce certain types of errors with little 
or no additional resources. For example, errorc oauccd by ~ 
proportionate allocation of the impact of delayed incorporation of 
births and deaths could be significantly reduced. Instead of waiting 
many years until a regular benchmark revision. aoencies could 
continuously track births and deaths and adjust their series annually, f 
even with a one-year lag. This procedure would improve the ·accuracy 
of the annual estimates earlier and largely eliminate the 
proportionate allocation of the errors at the time the agency prepares 
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their benchmark revision of the survey. (Discussions of such changes 
are currently underway between BEA and BOC for their annual surveys.) 

For series where benchmark revisions are not carried backwards in 
time, agencies should publish the amount of the sample "drift" since 
the last benchmark and adjust the historical series. If it is not 
possible for the agency to make these adjustment, then BEA and other 

~ users could make their own adjustments. The latter solution is less 
desirable because the agencies usually have intormation with which to 
make the adjustments that is not available to users, and when 
different users make the adjustments, they are likely to develop 

• different adjustments. 
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N 
0 
0 

Advance ................. 

Prclim inary ......... , .. 

Final.. ................... 

Table !.--Reliability of Current Estimates of Quarterly 
Changes in Real GDP, 1978-91 

[Percentages providing correct indication] 

Omilling qua.rters with 
All quarters changesldifferences of I percent or less 

larger/srtaller Change between larger/smaller 
Direction of change than in + I percent and Direction of change than in 

change previous ~er +4 percent change previous quarter 

(56) (SS) (56) (48) (43) 

88 78 75 92 86 

89 75 70 94 81 

89 76 66 94 84 

NOTB.--The numbec of comparisons is shown in parentheses. 
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l1ble 2.••0ftpertfon tn Rev1tlon• tn the Quarterly C~ng•s 
t n GOP •nd t ts Components 

Pen:enta- ... -ints/111 

Const•nt dollar·s 

1978-82 I 1983-91 1978-82 I 1983-91 

Adv•rte·• •.,,, .....•. 

Prtl1atn.1ry ......... . 

F<nol •• •••• •• 

,.,_..,""""-''""._.in ..... : 
Adv•nce ..... ......... . 
Pf't' 1 t11fn.try... . . • . • . 

FfNl., .. ,, , ....... , ... . 

O..rll>lo ~: 

Advence.,,,, .. :, ..••.• 

Pre l Hfl lntr)' ,, •..• ,. , ,. 

F'intl , .. , .. 

Nondurtbl• goods: 

Advtnce . •. , . ....... , .. 

Pre lt11fntry • ... , .. , .. . 
F'lna 1 . ... , . . ,, .... , .... . 

S1r>11c11: 

Advance ..•.•. . • . . ,, •. . 

Prt 1 lmin•ry .. .. .. . ... , 

Ftnt l., .,.,, ........... . 
6ross pr1vate domett1c 1RV9'1taent : 

Advanc• ...... . .. . . , .. . 

Pr• 1 '•lnary ..... ,., .. . 

Final ........ .. .• , .. 

Fixed lnv11t11itnt : 

Ad'Yance .•.•... 

Prt 1 hnln.ary 

, In.a 1.. • . , 

Monr•s ldent It 1: 

Advance •..•.•••.••••. 

P,..1,•tnar·y . ......... . 

Fina 1 •••..•.•••.••.•..• 

Struc-tur•t . 

Ad"•""•· ............. . 
Pf'9li•tnary . ......... . 

Ftnei1 ............... . 

1.03 

1.82 

1.82 

1.71 

1.10 

1.80 

S.72 

S. IS 

s.•2 

2.31 

2.51 

2.50 

1.18 

1.90 

1.96 

13.20 

12 .67 

12 .11 

7.01 

• .96 

'·'s 

8.24 

S.63 

S.11 

1).01 

9.90 

9.47 
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1.11 

I.I• 

I.IS 

1.40 

l.•I 

I.JS 

... 20 

J.88 

3.97 

1.14 

1.45 

1.37 

1.37 

I.SI 

1.59 

9.38 

8 .62 

8.68 

3.03 

2. '3 

2.n 

3. 67 

3. 19 

3.20 

6 . 39 

4.5' 

4.92 

I $4 

J.72 

1.7S 

1.88 

2.00 

2. 12 

S. 11 

s.os 

1.75 

2.37 

2.39 

1.38 

I.SO 

1.56 

10. 6-0 

10.24 
I0. 7S 

S.59 
4.08 

3.82 

6 .36 

'- IS 

3.62 

9 . 01 

6. 18 

6. 10 

1.tS 

1.27 

1.33 

1.37 

1.27 

1.30 

3. H 

3.63 

3.98 

2.26 
2 .10 
2.03 

1.39 

1.36 

1.42 

9.53 

9.30 
9.3Z 

3.7• 

3.29 

3.6-0 

• •2 
4.07 
• 56 

5.33 

• . ll 

• .66 



Table 2.-Dispen.ioo in Revis.ions in the Quanerly Changes 
in GDP and Its Components-COotinued 

[Percentage points/ I/] 

Curl'tftt do l l1rs ConstVlt dol l1r1 

1978-82 I 1983-91 1978-82 I 1983-91 

f'roct.ic• rt ' OUTID14 eQUlpment • 

AdYanc;e •••.•..••.•.... l .09 • .02 6.6S S.Zl 

Prel iauwiry, . .•..•.... S. 17 3.87 • .as S.39 
Fino ! •• ....... ....... • .Zo 3.99 4 . • 2 S.17 

R•stdtntta1 : 

Ad111nee ..... 7 17 •.&< 6.91 S.27 

Pre l tatnary . 8. S6 • .91 8.67 S. 11 
F'1n11. •..•. . .... . .. . .... 7 .63 •.98 7.89 S.22 

c.i...nge 1ft bUl1ntll 1nventor1e1 ... .... .... . . . . .... 
•t exports of goods ind Nn1ce1: 

£icport1: 

Advance . . , • . .. . .• .. . . . 8.90 S.49 7.S2 ' 5.33 
Pre l hnfnary . . •. . . . .. , . 8.80 4.IZ 7 .87 4.85 
,, ... 1 • . •• • • •. • ' • • •• • • •• • e.oz ~ . 19 7 .07 s .&7 

lmpor-ts : 

Ad\!1nc1 ., . . , • . •• , •. •. , 5. 48 8.12 7.21 8.92 
Prt l lmlnary, • . •. .•. , . . 4.98 7.24 S.64 9.29 
f tno111 . .. , .. , • . •• . •. . • .. . 4.71 7 .SS S.71 9.61 

Goverrment purch11.,: 

Adv1nce •... . . .. . ...... 4.25 3.93 3.46 •.83 
Pre l tain1r)' ....• . ...•. 4.37 4.0S 3.6Z 4.79 
r 1n•l ... .......... ... 4 . 34 4.05 3 . 75 .... 

Ftdtr1 l : 

Actv1nc:• . • . • ..... ..... 11.40 9.09 10.36 10.70 
Pre1111lt1oar1 ..•.•....• • 12 .29 9.11 10.48 10 .'9 
ftnai l •..••••...•.•• . ••.• 12 .81 8.92 10.99 10.58 

Stitt i nd loc. 1: 

Advance .... .. Z.Sl I.SJ Z.lS 1.'1 

Pre l i•tnary. .... .. Z.61 1.63 2.17 1.6Z 
, ,_ ·' ,_,. 1.65 7.70 I • • 
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Year 

1978 ... 

1979 ..• 

1980 ... 

1981 ... 

1982 ... 

1983 ..• 

1984 •.. 

198S... 

1986 •.. 

1987 •.. 

1988 •.• 

1989 ... 

1990 ... 
1991. .• 

1992 ..• 

Advance 
to 

Prdiminary 

o.s 
.s 

1.0 

2.0 

.7 

.s 

.7 

.4 

.s 

.6 

.7 

.6 

.2 

.4 

.9 

-' • 

Prel iminu y 
to Final 

0 .6 

3 
.s 
.4 
.7 

.2 

.4 

.4 

.2 

.4 

.2 

.4 

.4 

3 
.2 

ti 

Table 3.-Annual Averagos of DiSJ>ersion and Bias in Revisions in the Qmr1erly Oianges in GDP 
[Percentage poir.ts/ If] 

Dispenion Bias 

AdV&n<1: Preliminary Fmal 
Adv._ Advuc:e Preliminary Advance 

IO to to to Fmal 
Fi Ml To third annual revision estimate Prelimiury Final 

Cttrreot·doU1r estiD11a 

1.0 1 . 1 1.9 1.9 -0.S -0.2 -0.7 

.3 1.1 I . I 1.0 •.4 . I •.3 

.a .7 I. I 1.3 .3 -. I .2 

2.3 3.4 2.0 1.9 ·'l.O -.2 -1.3 

.3 1.8 t.3 I. 7 .7 · .S . 1 

.7 2 .4 2.0 1.8 .3 0 .3 

1.0 1.6 1.8 1.7 ·.4 ·.3 -.6 

.8 .8 1.2 1.6 .4 .4 .8 

.4 1.3 l.S 1.6 0 .2 .2 

.8 1.2 .6 .8 ·.6 0 ·.6 

.9 1.4 .7 .s •. 7 -.2 ·.9 

.8 1.3 1.3 1.3 0 .3 .3 

.6 NA NA NA .2 .4 .6 

.4 NA NA NA 0 .2 .2 

.9 NA NA NA ·.9 -. I ·.9 

.. 

Advonce Prelimirwy Final 

To third annual revision estirlllle 

·l .O - t.6 ·1.4 

0 .4 .3 
-.3 -.6 - .S 

-3. 1 -t.0 -.8 

.7 0 .s 

.s .l .2 

. I .s .7 

-.8 · 1.2 ·1.6 

•.4 -.3 -.s 
• 1.2 -.6 -.6 

• 1.4 ·.1 -.S 

.6 .7 .4 

NA NA NA 

NA NA NA 

NA NA NA 
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Table 3.··Annuol Aver•a•• of Oispersio1 and Bias in Revisions in th< Quarterly Changes in GOP-Coa1inuod 
[Pcn:entage poin1s/ 11] 

in.mm Biu 

Advance Prelillinaey Fmal Adv once 
Preliminary Advance Advm.."e Preliminary Advance 

10 Finll to lo lo lo Fmal 

Preliminaty Fmal 

Preliminary Final To 1hircl annual revision estimate Prelimiury Final To third tnnual revision elli .... 

Constan1-dobt esti-es 

1978 ... .2 s .7 2 .4 2.3 2.0 •.2 •.2 ·.4 · 1.4 · 1.2 ·1.0 

1919 ... .8 l .6 1.0 .8 .8 · .6 . I ·.S ·.S . I 0 

1980 ... .s 7 .7 .s .s .8 .3 · .3 0 ·.2 ·.S ·.l 

1981. .• 1.0 3 1.1 2.0 1.3 I. I ·1.0 ·.2 · 1.2 · 1.8 ·.8 ·.6 

1982 ... .6 6 .l l .4 1.8 1.4 .3 ·.S ·.l 1.0 .8 1.2 

1983 ... .4 4 .7 l.S 1.4 I.I 0 •. I ·. I •.3 ·.3 •.l 

1984 .. . .7 4 1.0 l.S 1.8 1.8 •.3 •. I ·.4 .2 .s .6 

1985 .. . .7 s .7 l.S I. 7 2.1 .2 .s .6 · l.S · 1.7 ·2. 1 

1986 ... .4 .4 .2 2.1 2.1 2.3 0 . I . I 0 0 ·. I 

1987 •.. .3 .3 .3 t.l I. I 1.3 ·. I ·. I ·.2 · 1.2 -1.0 ·.9 

1988 .. . .s . t .6 .9 1.2 1.3 ·.S 0 · .S ·.9 ·.4 ·.4 

1989 ..• .6 .l .7 1.7 1.6 1.6 0 0 0 1. 1 I.I 1.0 

1990-.•• .3 .3 .6 NA NA NA .3 .3 .6 NA NA NA 

1991 ... .s .3 .s NA NA NA . I .3 .4 NA NA NA 

1992 ... ~ ,1 .6 NA NA NA ·.7 .1 ·.6 NA IJA NA 

NA·NOI Availtblo 
I. Calculaled from qUltlorly perconlap changes al .....,.,.lly adjosted annul races. 

"""' 
• • • 
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Table • . --Otspers1on In Rev1s1ons 1n t he Quart erly Changes 
1n GOP and lt$ eo..>onent•. 1981 -90/1/ 

rPercentaQ~ point s/2/1 

Current dollars Const ant do l lirs 

6'l"O$$ dc9estic pl"Oduct : 

Advanc.e •.••.• . . •...... 

Pre l 1m1nary, • . , • . •• , •• 

Ftnal .. •. , . , .. . • .. • . .• 

~ir~t Annual .• . .. . •. . • 

Second Annua l • . .• . •• . • 

Th ird Annual . .. . • .. • .. 

Person.1 con~t1on expenditures: 

Adllanee .. . .. . . .... .. . . 

Pre 1 iminary. . .. . . . .. . 

Final ... . ... .... . .. .. 

Fi r.,t Annua l . .. . .. ... . 

Second Annual . . 

Thi rd Annual . .. . .. •• .. 

Ou.-ab le 9oode : 

Advance . • . . ••• . • .. • • •• 

Pre ltalnary . . . . .. . .. . . 

Final. . . . .. . . .. . . . .. . . 

First Annual ....... . . 

Second Annua 1. ..... . . . 

Thlrd Annua l . .. . . . .•. • 

Nondurable goods: 

Serviets: 

Ac111anee •.. ..•... . . . .. . 

Pre 1 iminary, • . • , . . ... .. 

Fina l ....... • . ,., ., , . , 

~ irst Annua 1. . . • . .• , •• 

Second Annua 1 .. . . .. . . • 

third Annual . .. ... ... . 

Advance .•.. .. . . . . • . . •• 

Pre 1 hat nary ... . . . . . . . , 

Fina l .. . ....... . . .. . . , 

r i .-st Annua 1. . . ...•. .• 

Second Annua l . . .... . . . 

Third Annu.a l. ........ . 
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1. 38 

1. 31 

1.3• 

. .. 

.85 

.65 

1. •8 

1.so 
I. 51 

1. 32 

.82 

.50 

4.49 

4 . IS 

4.46 

3.27 

l.79 

1.8• 

1.85 

1.61 

1.56 

l.36 

l.10 

.63 

1. 46 

1.62 

I. 74 

1.cz 

l. 11 

.70 

J.32 

J.36 

J. 45 

.81 

1.08 

.85 

1. 47 

1.39 

l.49 

1.19 

.71 

. '7 

4.22 

4. 16 

4.55 

3 .41 

1.91 

1.94 

2 .15 

2.09 

2.04 

1.38 

1. 03 

.63 

1.34 

1.35 

1. 45 

1.ZJ 

.97 

.58 
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11bl1 4.--0t1p1r1 lon 1n Revtstons fn ~he Quarterly Changes 
In GOP &nd Its C~nents. 19&1·90/l/-·Continued 

[Percentage po;nts/2/J 

Current do 1 la-rs Constant 

prt•~t• dcmelttc tn•aatwtt : 

Adv•l"I(;• •••••••• ..... 11 .38 

'r• l'•tnairy ••••.••.••• 10.37 

Final. .•...•...•..... - 10.'8 

Ftrat """"''···· ...... 7.10 

Second Annut 1 ........ 5.Zll 

th t rd Annw. l • ........ 4 . 88 

Ftxed 1nvutllllftt : 

Advence ••• , ••.•.. ..... 3.97 

Pre l tatnary •••. , .... . . 3.28 

Ftn11. ................ 3.38 ,. ,,.., A.ftnw• l ..•.•• ,, , • 3.00 

Second Annutl ..... . . . • 2.59 

Third Annu.a l .••.••.•.. 2.09 

Nonre1Ident1t 1: 

Advance .•. , .. . " ...... 4.61 

Pre l\•tnary . ....•. .• . • 3.99 

Ftn•I •..•....•..• . .• . . 3.73 

Ftrst AnnYJ l . • ,,., •• ,. • .21 

Second Annua 1 . . .... , . . 3.99 

Third Annual .•. •• . •• . • 2.37 

ltl"~twN•t 

Adv&nce ••••.••.••••••. 7.98 

Pl"9 1 i• inary .•....•.••. 6.17 

Fin• l •.• ,, •.• , •• , •. , •. 6.'8 

l'lr-at Annu•l •..... . •.. 6.66 

Second Ann .. I. ........ 6.49 

Third 1.nn ... 1 ...... 5.07 

-
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do 11ars 

10. '8 

9 .93 

10. 13 

7. Zl • 
5.IZ 

5.ZZ 

•.zz 
3.83 

3.99 

3 . 27 

2.93 

1.87 

4.8' 

4.56 

4.71 

4. 50 

4.65 

2.06 

6. 19 

4.73 

5. 16 

5.78 

5.87 

4 .31 
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T.tile 4 . --0fsJJtr-s ton in Revts•ons tn the Ou•rter ly CN.ngea 
in 60P •nd Its Colponents, 1981-90/1/--Conttnu.ed 

[Percent~• potnta/21) 

Current do 1 la rs Con1t1nt 

Producers' <Nr-ab le equi~t : 

AdY•nc.e .• •••••• ..•.•. . • .59 

Prel1.•1nar-y ..••.•••... • .10 

ft~l . .....••••.•••.•• 3.85 

ftrst Annua 1 .. ••••..•. 4.59 

Sec,ond Anni.II 1 . •. .. . ... 3.79 

fhtrd Annual ... . .. ... , 1.40 

Res 1dllnt ta 1: 

Adv•N:e . .............. 6.30 

P"*l t•lnary •. , ...• . ... 6.48 

F1na1 ....•.... •.•• , ••. 6.35 
fi1'at """""-l ••........ .f.69 

Second~! .... ....• 3.81 

Th;rd AMU41 • • • • •• .• • , 3.5• 

Ch•"9• 1n b..lstne.ss inventor te s .. .•... ... 

Met eJq:tOrt1 of fl>C'da and servtces: 

E1C.port1: 

Advance .••.••••• ••• , •• 6. 13 

Prelf•fnary ....•.••••• ) , ) 1 

'""'I. ................ 5.63 

Ft rat Annu.a 1 •••••••••• ...,1 
Second Anrw.1 ......... 3.09 

nu rd Annual .. . .... , .. 3.73 

lmports: 

Adv•nce .•.... .. . . .. •.. 7.99 
p,..1 h1n nary . . . ......•. 7.85 

n,,.1. ....... ....... .. 7.95 

ftnt Annual ...... •.•. .t .76 

$<KOnd Ann..,-.e. 1 •• •.•.••• . ... 
Th1rd Annua 1 •.••••.••. 3.25 

207 

do 11•rs 

S.56 
S.61 
S.66 
6.30 

5.31 

Z.8• 

6.61 
6.58 

6.•6 

' n 
•.2Z 
3.62 

. .. . 

5.80 
S.Z9 

5.11 

• .ZS 

3.52 

•.zo 

8.74 

9.38 

9. '6 

5. 50 

• ,. 
• .80 



Ttbl• 4. ••0lspert ion 1n ••vtt1ons in the Qil.l.rt•rly Chtn9e1 
tn 60P •nd ltt eoi.onents. 1981-90/1/-Continued 

[Percent•ge pofr1ts/Z/] 

Current do 1 lars tonst•nt do 1 lars 

6ouac ;wit purct.._: 

Advence ••••••••••••••• •.2Z 4.14 

,,..lt•tniry ...... .. ••. 4.46 4.87 

Ftnil .. . .............. C.51 5.01 
Fl rit Anoutl ..... . .... •.19 4 .49 

S«:ond An .... I. .. .. .... 3.S2 3. 75 

Third Ann .. I.. ..... ... Z.91 3.ZI 

F'edlr•l · 

Adv•nc:• •..• . .• ••• . • . •• 10.01 11.30 
P;.. l hn1n•ry, •• . •• . •• .• 10. 5' 11.•8 
F1n• l. ...... . .. . .... , . 10.61 11.78 
F'lrat A.MUI.Il l l0.4S l0.7S 

Second Annua 1 . • , . • , • • , 8.75 9.55 

Tli 1 rd Annu11. . .. , .• , •• 7.14 7.55 
St1te end loc11 : 

Ad"•nct • •.........• , . • l .66 l.56 
Pr1 l i•1n1ry •..... . .. , • 1.81 1.76 
Fln1l . • ,, .. • , ••.••••. , 1.83 I. 71 

Fi rst Annual • . • .. • . •. . 1. 49 l.'3 

Stcond Annual .•..••• • . 1.18 1.17 

ThlNi •--.. ,.1 .AS .71 
1. "' pr.vlnu• l tndfc•ted i n t.he C••t., for the c -ri •on3 '"°"" tn th,$ t•bl•. 

> -It ••• 1Met111ry to Utt tht period 1981•90 . Jn •dclttion. bec•use the tnnual .,.._v isions 
tn 1915 end 1991 were repltced by comprehensive ,...v tslons, the comp1rts.ons exclude y11rt 
tti th no •nnuel "9Yltton . The ftrtt 1nnu1l revision c""'artsons exc lude 1984 tnd 1990, 
the tteond 1nnu1l C011P1rt1on1 exclude 198l and 1989. tnd the third ann..a l CClltpa-rlsons 
oxelocto 198Z •nd 1988. 
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RAISING THE NATION'S UNEMPLOYMENT RATE 

John E. Bregger 
U.S. Bureau of Labor Statistics 

I. Introduction 

Data released on February 4, 1994, reflected major 
revisions in the questionnaire and collection methodology 
that were introduced into the Current Population Survey 
(CPSJ, following a planning ano oeve1opmenta1 process 
extending over the previous 8-year period. Looking back 
over these 8 years, was the process worth the effort and 
cost? Did the data improvements exceed the losses 
engendered by the breaks in time series? Were public 
understanding and appreciation of the data negatively 
affected by the changes? · These and many other questions 
will hopefully be answered in this paper. 

II. What happened? 

In a nutshell, the nation's overall unemployment : rate 
was found to be somewhat higher in early 1994 than it was in 
late 1993, reaulting directly from a wholesale, "tem to 
stern, series of changes to the survey questionnaire and the 
total conversion to computer-assisted interviewing. In 
addition to the rate of' unemployment, a number of other 
important data series were affected by the CPS revisions, 
including the estimation of discouragement and of persons 
working part time involuntarily. 

Based on tests of the new system, the effect on the 
overall annual average unemployment rate for 1993 was 
estimated to be <>bout h<>lf a percentage point . That is, 
utilizing data gathered from a totally separate, parallel, 
survey, the newly redesigned questions, asked by 
interviewers using laptop computers or calling from a 
centralized interviewing fac.ility, identified more people 
unemployed than under the then current procedures. And if 
that wasn't dramatic enough, changes in definition of 
discouragement caused the figure to tumble some 60 percent, 
and measurement refinements lowered economic part-time 
employment by 20-25 percent. In other words, of the three 
moat important measures of labor market sl<>ck, the one most 
people point to and talk about -- the unemployment rate -
has now been raised (on a statistically significant basis), 
while the other two have been lowered markedly. Early 
results (January-April 1994) from the implementation of the 
new survey and procedures confirmed the direction of the 
expected changes . 
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III. History 

How (or why) did this come about? The answer to this 
question comes in several parts, involving secular changes 
in the economy, a Presidential commission, the advent of new 
technologies and surveying knowledges, and, of course, 
careful planning. These will all be briefly described in a 
Whirlwind tour ot the historical backdrop for changing the 
Current Population Survey . 

First, the aecular ch<>ngcs. The last time that the ) 
questionnaire had been changed to any degree was in 1967, 
resulting from a period of research in the aftermath of the 
President• s Committee on Employment and Unemployment 
Statistics (the Gordon Committee)'. In the subsequent years, 
many societal changes have taken place, including the more 
prominent role of women, especially mothers, in the labor 
force; the continuing shift from a goods- to a service
producing economy; changes in the way business operates, 
such as opening and closing hours; and, somewhat related to 
the other factors just cited, ohifts in the nature of 
employment, including more part-time work and less perm'anent 
attachment of employees to their employers. 

The next Presidential commission to study the 
statistics, the National Commission on Employment and 
Unemployment Statistics (the Levitan Commission), issued its 
report, including a number of recommendations in the labor 
force area, on Labor Day 1979. For our purposes, its most 
significant recommendation was for major conceptual changes 
in the way we measure labor market discouragement. And, 
while this particular recommendation was accepted for 
implementation by Secretary of Labor Donovan two years 
later, it was not implemented, owino to a 18ck of available 
funding in the early 1980s for a parallel test panel of 
households for testing potential questionnaire changes. 

At the same time that these developments were going on, 
there have been many innovations in the way data are 
collected, innovations that could be expected to improve the 
quality of data. Foremost among these have been the 
recognition of the relevance of the theories and methods of 
cognitive psychology in designing survey instruments and the 
use of the computer in the interviewinq process . With 
respect to cognitive psychology, under the auspices of the 
Committee on National Statistics, National Research Council, 
psychologists, other behavioral scientists, and survey 
methodologists had come together in 1984 to discuss the 
contributions that each discipline could make to survey 
design and, in so doing, helped to launch the cognitive 
aspects of survey methodology movement. One of the legacies 
of that advanced seminar is a four- component cognitive model 
of the question-response process comprehension, 
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retrieval, judgment, and response -- that has provided a 
very useful :framework :for designing and evaluating survey 
questions. 

Use of the computer for data collection has been around 
for some time, but perhaps not for such a large undertaking 
as a monthly sample survey of 60,000 households, and 
certai n l y not for use in personal decentralized 
interviewing. Testing had suggested that, not only was a 
large-scale application doable, but, more importantly, it 
offered incredible gains in a variety of ways. Among these 
were fewer constraints on the numl:>er or variations of 
questions that could be included in the instrument; greater 
accuracy o:f data collection, in that interviewers were more 
likely to ask questions as worded (some had been 
anticipating what question they would be asking next); and 
accuracy o:f data transcription and transmission. When 
coupled with the desire to change and add questions to 
improve overall accuracy of identifying labor force status, 
the potential for improvement was ever so much greater, 
because the computer could permit i ntricate skipping and the 
storage ot earlier information for later use tha~ no 
interviewer could carry out in a pencil and ·paper 
environment. 

The planning process for carrying out . all o:f this 
commenced with a series of conferences involving the senior 
staffs of the Bureaus of Labor Statistics and the Census. 
The two agencies held a series of meetings beginning in 
April 1986 and two years later had a detailed plan to 
redesign the CPS, essentially in its entirety, with the 
questionnaire-related changes being the centerpiece. Budget 
submissi ons, with extensive, year by year, spending plans, 
were sent forward to OMB in time for the 1990 budget cycle. 
And, with favorable indications of approval forthcoming, 
work actually began in late 1988 toward a comprehensive 
survey redesign, with 1994 being the principal target date. 

With respect to revisions to the questionnaire, a 
number of BLS-Census work groups were set up to develop a 
new questionnaire. The questionnaire was to be designed 
under the following guidelines: 1) It would not be 
constrained by the one-page limitation then in place; 2) it 
would take advantage of a l l aspects of automated data 
collectiont 3) it would build upon recomm8ndations of the 
1978-79 Presidential Commission (and, to a lesser degree, 
the 1961-62 Commission); and 4) it would utilize to the 
maximum extent possible the knowledges available from 
cognitive science. Behavioral science laboratories were 
established in both agencies that brought in volunteers from 
the outside to react to various questions and question 
sequences. Questions explored included: What are the 
meaning of terms such as •work," "last week," "layoff," and 
"private company?" What method of collecting information on 
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the •actual number of hours worked last week" produces the 
most accurate data? How can response options be revised to 
simplify reporting and improve the categorization process -
and, in doing so, reduce measurement error? How could 
sensitive questions, such as on earnings, be revised to 
minimize nonresponse and improve reporting accuracy? How 
might the process of verifying information from a prior 
month's interview, rather than asking for the same 
information every month attect tile quality and accuracy of 
the data? By the time we were through, we had managed to 
come up with satisfactory answers, for ourselves at least, 
to most of these as well as many other questions. 

As a new questionnaire began to take shape, field 
testing became the next order of business. By this time 
(1990), two alternative version~ uf a potential new set of 
questions were in hand, along with the CPS questions then in 
use. The goal was to determine the best overall question 
wording from the three. To do this, the two Bureaus 
conducted a computer-assisted telephone interview (CATI), 
random digit dialing (RODI test at the Census Bureau's 
centralized interviewing center in Hagerstown, Maryland. 
The first phase of this CATI/RDD test extended from · July 
1990 to January 1991, involving approximately 72, 000 
persons. Its purpose was to compare the then current 
version of the CPS questionnaire with the two test versions. 

The principal product of the first phase was the 
selection of a single alternative questionnaire, close to 
the official version now in place, with appropriate 
additions and improvements that were deemed necessary due to 
the results of the testing. A second test phase was 
conducted between July and October of 1991 with 
approximately 30,000 persons, again via CATI/ROD; with very 
limited changes, this became the final version to be used in 
an 18-month parallel survey. During both the phase-one and 
phase-two testing, as well as the parallel survey phase, 
researchers employed a variety of methodologies to evaluate 
alternative question formats. These included respondent 
debriefings (via follow-up probe questions and vignettes), 
interviewer debriefings (via focus groups and debriefing 
questionnaires), response-distribution analysis, item 
nonresponse analysis, and behavior coding. 

IV. The parallel survey 

As researchers have long understood and as was once 
again verified · in the CATI/RDD testing, if one or more 
important questions are changed (even slightly) in a 
continuing survey setting, we can expect different results. 
In other words, changing several questions in the CPS could 
be expected to have an effect on major measures, such as the 
rate of unemployment. Since the total number of potential 
questions increased from about 45 to 128 (no one, of course, 
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ever is asked more than a few of these!) and the wording of 
almost every question was changed, there was a virtual 
guarantee that we should expect differences on most of the 
statistical measures emanating from the survey. Thus, it 
was more than prudent to plan for a paral lel, or overlap, 
survey for an adequate period of time in order to get some 
handle on the pact of these changes. 

Ideally, we would have liked to have had a parallel 
sample extending for at least 2-1/2 years, with the same 
number of households as the ongoing CPS. This would have 
guaranteed a fully seated set of sample data for a full 
year, in terms of the 4-8-4 rotation group pattern. But, 
because our funding was lil\lited, we had to settle for a 
12, 000 household sample covering the 18-month period, July 
1992 through December 1993 . Termed· the CATr...:CAPr Overlap 
Survey (CCO) internally and the Paralle.l Survey (PS) 
ext ernal ly, t h i s s u rvey i ntroduced t he l aptop computer (the 
CAPI portion of the CCO) into large-scal e data collection. 

One of our initial concerns was how well interviewers 
would adapt to using laptop computers and whether 
respondents would react favorably as well. We need not ' have 
worried: Both groups seemed to be happier.. Interviewers, 
while concerned that quest i ons d i d not pop up on their 
screens fast enough, appreciated t he accuracy of the 
computer and thought that using it made them appear more 
professional. Respondents ·who were interviewed in person 

· appeared to be more interested in the survey some, for 
example, invited interviewers to "plug in" and paid 
closer attention to the questions. 

Ideally, with changes to the ultimate CPS coming from 
two directions -- the questionnaire itself and computed
assisted interviewing -- it would have been desirable to 
i solate the data effects on d i fferences of these changes 
(questionnaire and interview mode) • Alas, this was not 
possibl e. As a consequence, the significant differences 
between the on-going CPS and the PS that were identified can 
only be ascribed to the overall change in the survey and not 
specifically to the questionnaire or collection mode. Thus, 
we have been unable to discern, for example, what the 
specific effects have been on, say, the overall unempl oyment 
rate from changes in the questionnaire wording and questi on 
.sequencing. 

As soon as early PS figures started becoming available 
to BLS and Census researchers, it became obvious that we 
were indeed seeing marked changes in important statistical 
measures. The overall unemployment rate was higher, 
particularly among women and older workers but essential ly 
across all worker groups. The employed differences were 
especially interesting, because more women but fewer men 
were found to have jobs. 
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There were also other dramatic changes. As expected, 
the new, more restrictive, measurement of discouraged 
workers resulted in some 60 percent fewer persons being 
counted in that category . To be classified as discouraged 
under the revised scheme, persons who wanted a job but had 
not looked for work in the prior 4 weeks had to have 
searched for work during the prior 12 months and not 
currently looking for work because of discouragement over 
the job market, while also being available to take a job 
durinq the reference week. Similarly, as a result of better 
question specificity, there was a 20-25 percent reduction in ' 
the number of persons working part time for economic reasons 
(that is, working less than 35 hours during the reference 
week because of poor business conditions or because of an 
inability to find· full'-time work) . To be so classified, a 
person who usually works part time must now indicate that 
s/he wants a full-time job and was available to take one 
during the re~erence week. 

V. Communications with official Washington 

As soon as the researchers were able to verify ·. that 
they had accurate data from the PS and thus could estimate 
the Cllfferences that: the new questionnaire anc:1 collection 
methodology were yielding, taking appropriate measures of 
statistical significance into account, it ·was time to start 
communicating "up the line." We were, quite naturally, 
concerned about what kind of reactions there would be to a 
significantly higher rate of unemployment. There was, after 
all, a new administration in office that perhaps did not 
need to be saddled with yet another major issue. It had 
enough on its plate already. 

The researchers hac:1 put together a formic:1a1:>1e package 
of tables and analysis, with explanations for the many 
diverse changes observed over the comparison periods. 
Initially, 6-month comparisons of the PS with official CPS, 
covering the period September 1992-February 1993, were 
utilized, and these were the first figures to be viewed at 
higher levels, first of all with the heads of the two 
agencies. Soon thereafter, the first annual average data 
became available, representing the period September 1992-
August 1993. Using these figures, a memorandum detailing 
the changes that we were expecting to introduce in January 
1994 and the expected data effects was sent to Secretary 
Reich in late October, and this memorandum was forwarded on 
by him to the President. An hour-long meeting was held with 
Secretary Reich and top Department of Labor staff on 
November 1, and this was followed in short order by other 
high-level briefing sessions with other members of the 
Administration and the Federal Reserve Board. 
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Reaction was reasonably swift. All of the changes that 
were contemplated for implementation in January 1994 were 
fully acceptable, despit e a concern that, with a higher rate 
of unemployment, the public might fail to recognize that the 
economy was still gaining steam. Indeed, it was this 
concern that led directly to a request to sustain the 
collection of parallel survey data using the paper and 
pencil methodology beyond the year and a half that had been 
planned and funded. Monies were found and conunitments made 
to sustain the parallel survey beginning in January 1994, 
this time with the old questionnaire and procedure'S . That 
way, after All initial period where respondents and 
interviewers might be affected by the previous test, we 
would have a continuing measurement of the differences that 
were identified for 1993 as the data on the new basis became 
available. 

VI. Conununications with the outside world 

A detailed planning document that had been produced and 
constantly updated had long identified November 16, 1993, as 
the date of the first public announcement of the plans for 
introducing changes into the Current Population Surve~ and 
detailing what the expected data effects were. Armed with 
briefing packets and a plethora of other useful information, 
Conunission Katharine Abraham and members of the BLS and 
Census Bureau' staffs presented an extensive array of 
information to the national economic media. Articles 
appearing throughout the country the next morning, as well 
as the more inunediate wire service stories, suggested that 
the press well understood what was transpiring. In 
particular, the notion of "gender bias," which had emerged 
from data findings, was significantly played up. With few 
exceptions, they got it right. Not all did, however, as 
suggested by the headline, •u. S. won't ask women if they 
cleaned house.• 

BLS didn't stop with a one-day media session in 
Washington, o.c . There was a full-day session with 
technical users on the next day (November 17), also in 
Washington, which some 150 persons attended. Interest was 
running high. In December and January, combined data user
media sessions were held in 13 other large cities throughout 
the entire country, including New York, Chicago, and Los 
Angeles. Many people turned out to l earn what was expected 
to happen and how their local unemployment rates might be 
affected. 

By this time, we had unemployment rate comparisons for 
the Census regions and divisions, as well. as some data for 
seven large states. Our uncertainty was quite high as to 
the reliability of our sub-national compar isons, and this 
was carefully conununicated. Fortunately, our concerns did 
not fall on deaf ears, and most people, including the local 
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media, did not play up some ot the wide differentials, such 
as rates that were slightly more than a point higher in the 
Middle Atlantic Division (covering New York, New Jersey, and 
Pennsylvania). This was all the more fortunate when, in 
actual fact, this particular region did not show large jumps 
in early 1994. In other words, our concerns about the 
reliability of sub-national data were well-founded, 
especially since the PS, unlike the CPS, was not a State
based design and the sample size was so much smaller. 

VII. The final outcome and lessons learned 

By the time the data for January 1994 were released on 
February 4th, it seemed that everyone government 
officials at all levels, the media, financial analysts, and 
the public at large -- was vell aware that big changes were 
to be expected. And thus there were seemingly no surprises. 
The overall rate of unemployment for January was 0.3 
percentage point higher than the Oece~r 1993 figure, quite 
reasonable, given expectations that we could expect as much 
as an O. 6 increase on an annual average basis (all other 
things remaining equal), 0.5 from the questionnaire and 
methodological changes and 0.1 from the introduction ot the 
1990 census-based population figures (adjusted for the 
estimated undercount) into the estimation procedures. 

Did these data results from January, which were 
followed by an 0.2 percentage point drop in February, imply 
that our expectations based on parallel survey results -
the population effect was •guaranteed" -- were too large? 
Or, did January and then February really show large 
improvements in the underlying rate of unemployment? Evon 
with two more months in, I think that we are still waiting 
to answer these two questions with more data. (Isn 't that 
always the case?) It would appear, however, that our 
expectations for 1994 results for the official figures are 
essentially accurate, that is, the new questions and 
methodology suggests that the old questions did a good job 
of measuring mainstream labor market behavior, but not as 
well for more marginal types of activities, such as might be 
typical for certain women, youth, and older persons, for 
whom more jobseeking and more jobholding were tound. Now, 
these missed activities tend to be of a seasonal nature and 
thus more likely to occur in certain months of the year. 
January, February, and March are months for which this sort 
of seasonality is fairly low; it can be expected to be much 
higher in months like May, June, and July. This implies 
that we can therefore anticipate higher levels of activity, 
particularly jobseeking activity, in the spring and summer 
months. And our seasonal adjustments, which are for the 
moment necessarily based on experience under the former 
procedures through the end of 1993, are somewhat •off." So, 
the answer to the second question regarding the January and 
February (plus March and Aprill results would appear to be 

216 



that, yes, we were seeing some improvement in the economy, 
but perhaps not quite as good as implied by these figures. 

These early resul ts also suggest that it will be quite 
some time before we have a full, clear realization as to all 
of the data effects that have been brought about with the 
new CPS. Ideall y, for e xample, we should have had a longer 
lead- time than a year and a half with the parallel panel, so 
that it could have settled in better and given us more 
direct comparisons with the official CPS figures. Budget 
exigencies rarely resolve the hindsight "shouldas. " New 
seasonal pacterns are not fully discerned for at least 5 
years, and we therefore may have to wait that long to expect 
to attain a degree of accuracy in month-to-month movements 
in employment and unemployment that we are fully comfortable 
with. The seasonal adjustment process will improve over 
time as data based on the new procedures are .gradually taken 
into account. It is also possible that other improvements 
could be made to expedite the process. 

The seasonality issue just discussed and the potential 
breaks in series for a number of measures, particularly 
those of labor market slack, inevitably raise the question 
as to the whether the process should have been embarked on 
at all . From my own viewpoint, the answer i s clear: Breaks 
in series and comparatively short losses in time-series 
comparisons, while never desirable with any degree of 
frequency, are vitally necessary to ensure that we are 
accurately measuring what is occurring in our economy. We 
must recognize that there is always a cost to bring about 
improvements in data collection of economic phenomena. If 
we focuc only on data consistency and therefore take our 
eyes off the prize of data improvement in a constantly 
changing society, we will never even attempt to undertake 
improvements in the measurement and collection of 
statistical surveys in the first place. Once undertaken, it 
is imperative that we go all the way, that is, make all of 
the improvements that are discernable and viable and then 
carefully measure their impact through a separate parallel 
survey. That is precisely what we have done with the CPS, 
and I firmly believe that the payoff was well worth the 
short-term losses that we are experiencing. 

Perhaps the most significant lesson we learned from all 
of this was one that was a major winner: full, extensive 
communication . By careful interaction with, firstly, our 
internal customers i.e., the Administration and the 
Congress -- and then our external customers -- the media and 
the put>lic -- there were few, if any, surprises. Friday, 
February 4th, turned out to be a business as usual, ho-hum 
day. Everyone knew or thought they knew what was going to 
happen, their expectations were more or less met, and thus 
not a lot of news was good news. My recommendation for any 
statistical agency undertaking major changes in surveys or 
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data series, therefore, is to err heavily on the side of 
both extensive and continuing communication with every 
possible group -- not just the media, not just here in 
Washington, but with everyone everywhere. 

Carrying out the questionnaire-related redesign of the 
Current Population Survey cost the taxpayers an estimated 
$30 million. Was it a worthwhile expense? Coming from a 
highly biased person, one can take my answer with a grain or 
two of salt, which is a resounding yes! In return, the 
Nation is getting better, more accurate figures on the labor 
force activities or the population. It is getting new kinds 
of important statistics, such as monthly data on labor 
market discouragement (on a totally revised conceptual 
basis) and on multiple jobholding. And it is getting the 
assurance that the measurements of the labor force, 
employment, unemployment, and those not in the labor force 
have been carefully studied and researched. And that, I 
would argue, is an incredibly great bang for our bucks. 

A potential lesson that I hope we will not forget is 
thot the totol job is not os yet completed. The . data 
comparisons for 1993, based on parallel survey and official 
statistics, need to be studied much closer than we have been 
able to thus far. The new figures for 1994 and beyond will 
require careful analysis. Continuing research on bridging 
data estimation both back in time and forward in time should 
continue, with the intent of assisting time series users in 
their analytical endeavors. We should have learned well the 
benefits that behavioral science has given us in terms of 
all future data collection; thus, for example, survey 
cupplcmcnts, whether ongoing ones such as income and work 
experience or new ones such as the upcoming inquiry into 
contingent work, should be subjectep to careful cognitive 
testing. Lastly, we should c11rry forward what we have 
learned into other CPS-related areas -- such as instituting 
improvements into the • control card, • in which demographic 
characteristics are identified, or in improving the coverage 
of minority groups in the data collection process. 

Finally, the last Presidential col!llllission to examine 
labor force statistics issued its report 15 years ago. It 
took that long to implement a couple of its important 
recommendations. It would not be too radical to suggest 
that another commission ouqht to be established in the not 
too distant future to assess the viability and adequacy of 
the 1994 changes and then to determine appropriate future 
directions as we embark on the 21st century. 
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COMMENTS ON PARKER AND WEADOCK, TIME SERIES REVISIONS: 
THE EFFECTS ON GROSS DOMESTIC PRODUCT 

I. Introduction 

Murray F. Poss 
American Enterprise Institute 

This paper by Robert Parker and Teresa Weadock is an 
interesting study that extends the series of evaluations of 
quarterly GDP e Rt i matee undertoken in BEA by Allan Young in 1974 f 
(and most recently in the October 1993 Survey of Current Business) 
and initiated by George Jaszi a decade earlier. 

In my comments I will discuss some differences between the 
current and constant dollar figures. I suggest other things the 
authors might have looked at, some of which would be quite eaey. I 
th•n roiee the quedtion about which figures are the best ones for 
gauging "the true quarterly cba.nge, • a point implied by the authors 
in their criticism of source data. And then I ask what lessons we 
should learn from a ll of this. 

II. Lack of symmetry between current and constant dollar measures 

The Parker-Weadock (henceforth PW) measures of reliability are 
typically presented in terms of current dollars and constant 
dollars. We are interested in both but the two sets of figures are 
really not symmetrical, and I wish the authors had discussed this 
asymmetry. While the monthly PPI data are revised once going back 
4 months as a result of the incorporation of late returns and the 
correction of •rrore by respondents and by BLS in the initial 
reports, this is not true of the current monthly CPI. Yet if we 
look at the succession of dispersion measures in Ta.ble 2 from 
advance to preliminary to final. for CDP as a whole as well as for 
personal consumption the dispersion gets worse i n the constant 
dollar series. 

Asi de from making very few revisions on a monthly basis it is 
not the practice of BLS to conduct a bigger survey after the 
calendar year is over--what might be a.n Annual Survey of Prices, 
analogous to, say, the Annual Survey of Manufactures. Every ten 
years BLS changes its market basket for the Cl'I to take account of 
changes in consumption patterns. New and different products are 
appearing on the market. conQtantly, and th.,.,e BLS treats i n a [ 
variety of ways, depending on continuing probability sampling to 
pick up new products and types of outlets. 

It would be good to know whether this deterioration in the 
reliability of successive constant dollar estimates is 
statistically significant. Is it simply a reflection of newer 
seasonal factors, which are revised by BLS each year going back 
several years, and to what extent does it reflect a bencbma.rk (10-
year) change? 
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III. Some other perspectives of reliability 

PW, like Allan Young, examine the reliability of the quarterly 
estimates of GDP from an historical point of view. That is useful 
because it permits one to say something about possible long-term 
trends in reliability. But outlined below are other ways that I 
would like to see examined. 

A. Business cycle perspective 

The GDP statistics are the single most important indicator 
about what is going on in the national economy. But as we all know 
economists are of ten in the dark about whether an expansion has 
begun or whether the economy has slipped into a recession. So I 
would like to see how these reliability measures--both dispersion 
and bias-- behaved around turning points. Looking at the historical 
record we can ask if there are any pat:t:erns, for example, in Lhc 
four quarters up to and including the business cycle peak and in 
the first four quarters of downturns (which average not quite a 
year in lengt:h) . Do ~hese patterns differ from one another? Would 
they differ from the pattern in the first four quarters of an 
upturn? It would not be hard to find a rationale for any 
differences that might turn up; for example something concerning 
the quality of statistics within the firm over the business cycle 
but any patterns would be of interest in themselves. 

B. Inflation 

It would be interesting to examine the data for possi.ble 
dif!erences when the rate o! inflation differed. Is there a 
difference between 1973-80, when inflation was very high and 1983-
90, when inflation was much lower? It i~ more difficult to capture 
~ change in real output when inflation is high than when it is low. 
When buyers resort to new sources of supply or when sellers change 
their discounts from list prices, the Producer Price Indexes may be 
slow to adapt even though the current dollar figures on sales 
reflect these changes immediately. 

c. The current data 

The first three estimates of a given quarter--the advance, 
preliminary and final--carry a lot of weight because these are the 
figures that affect decicione by bueinegs and government in the 
short run. So one could use this criterion: given the advance and 
the final, how often did the preliminary move in the direction of 
th~ f i nal (third) change? For example, if the advance change is 1.9 
and the final is 1.5, we can ask if the preliminary moved down from 
1.9 or exceeded it. Small misses in direction would be ignored, 
following the authors' approach. 
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D. Calendar quarters separately 

It would also be a simple matter to collate the measures of 
dispersion and bias by calendar quarters, to see if the fourth 
quarter differs from the other three quarters. The reasoning behind 
this is that in organizing their work accountants put most emphasis 
on Lhe annual report, which comes out a few months after the end of 
the year. (I realize that fiscal years pose some problem). 
Accountants do things at the end of the year that they don't do 
during the year. For example, they may take a physical count of 
inventories at year-end but use shortcut methods to estimate 
inventories for months and quarters. Earlier errors that show up at 
the end of the year are corrected in the final quarter. If the 
errors are in one direction the fourth quarter correction will tend 
to be reduced if not eliminated by seasonal adjustments. After 
year-end, accountants may go back and revise earlier quarterly 
figures;this may· be a regulatory requirement but I am not certain. 
If accountants in fact do a lot of estimating during the year such 
a practice could give rise to revisions between advance
preliminary, on the one hand, a.nd final first annual, on the other. 

E. Final sales and inventory change 

Estimating the quarterly change in business inventories is an 
inherently difficult task and remains so even with the many 
improvements made by the census Bureau and BEA over the years . The 
change in inventory change is ordinarily a significant part of the 
average quarterly change in GDP. The inventory estimates are not 
shown explicitly by the authors because of the particular measures 
they employ for GDP and all other components. It would "''"""' Crom 
table 4 that revisions in inventories ar~ a significant source of 
total revisions. It would be a good idea to examine a common 
measure published by BEA. na1118ly. total f inal sales , which excludeQ 
inventory change. Obviously the shifting of farm inventories 
between the Federal Government and private business creates a 
problem but it would not seem to be too difficult to make a llowance 
for this. 

As a matter of fact, the change in business inventories ought 
to be shown explicitly with its own reliability measures because it 
is so difficult and involves much judgment not only by BEA but 
also, I would guess, at the firm level. This suggests an additional 
r~~Aon why the authors should ehow eueeeggive revieione of nonfarm 
CBI: the monthly CBl's are subject to far greater variation than 
any of the flow components. Maybe exports and imports as now 
calculated would be close runnersup. PW and Allan Young point out 
that the final month in the quarter has a weight of only one-ninth 
and the second and first months weights of two-ninths and three
ninths, respectively. If the expenditure components were random 
numbers, the fact that they have such •small• weight would not be 
so important. The fact is that this month's seasonally adjusted 
retail sales must be very close to last month's. A one percent 
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difference is a big seasonally adjusted change. But that is not 
true of CBI. One 11\0nth of inventory change can be positive, the 
next month, negative. Such a pattern is possible because sales can 
be higher or lower than expected by the firm and, with production 
plans based on expected sales, inventories will be correspondingly 
lower or higher. The same is true of incomin9 supplies to the 
purchasing firm--a consequence of capacity limitations, stri kes, 
natural disasters, etc. This is not to deny that during the 
expansion firms tend to build stocks and during the contraction 
they cut them. But I urge the authors to do the d111persion measures 
of nonfarm CBI (and the GDP) in constant dollars. This would be a 
good test. 

IV. what is the •true• quarterly change? 

Given the way quarterly data are revised to make them 
compatible with. subsequent annual figures and benchmark annual 
totals from the quinquennial censuses, how can we be sure that the 
very final quarterly pattern that emerges is superior to all 
previously published quarterly data for a given year? Par~er 11ud 
weadock criticize the Census Bureau for making proportional 
adjustments in originally published monthly and quarterly data. 
This is an old problem. ~or example, Morris Cohen raioed tha aame 
issue at an Income and wealth Conference 15 years ago. He said that 
the data were being oversmoothed and that cyclical fluctuations 
were being damped if not eliminated. The late Otto Eckstein agreed 
with this point of view but it remains a minority opinion. The 
dominant revision philosophy is above all to get the long-term 
trend correct. If that is so, cyclical fluctuations must be fitted 
into the trend (that is, benchmark) values for a given year. 

The answer, of course, is to get more and better within-the
year data.There is no substitute tor thi11. That was said J.5 yoars 
ago and, I am sure, many times before that. People who make 
decisions in business and government have a big stake in the 
currently available quarterly numbers and after some 50 years 
deserve more improvements than the agencies have made. Economists 
studying the business cycle have an important interest in getting 
the record straight. 

V. What lessons should we learn from these studies? 

Parker and Weadock, like Allan Young, raise Lhe possibility of 
dispensing with the second and third quarterly estimates for a 
given quarter. A single current estimate, namely, the advance, 
might conceivably save some money. I am not aura that the nation 
would be better off. As Allan Young points out, the detailed 
estimates might suffer. As for the total, there are so many people 
and firms engaged in this business today that several estimates 
would make their appearance to fill the void left by BEA. 
Unfortunately these estimates would differ from one another. I 
would guess that large organizations like the Federal Reserve would 
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make their own estimates. Estimates of GDP made by outsiders are 
not likely to be as good as those made by BEA. So I am inclined to 
stick to the present system. It is less bad than what might 
supplant it. 

Parker and Weadock are impressed- by the improvement in •L 
reliability from final current to the first July estimate. They 
should, of course, find out how much of the improvement is due to 
better seasonals. But they should not be surprised that firms send 
in better data after 1..ht: year is over. f 

I think that both the source agencies and BEA should do more 
field work to find out why numbers submitted to the government 
change. The agencies ought to cfo more to find out bow firms obtain 
their monthly and quarterly numbers, the extent to which they rely 
on within-the-firm estimates and end-of-year adjustment .. . Sales 
probably are not much of a problem. But other statistics like 
inventories and profits may be. Irving Rottenberg and I found that 
firms using LIFO accounting had great trouble estimating 
inventories on a monthly basis. 'fhe fact is that fi:c:ms use 
shortcuts of all sorts; these are doubtless useful to the firm but 
may be subject to biases that are functions of the stage of the 
business cycle or the rate of infl~tion. I don't have in mind huge 
field surveys checking data quality. One can get many insights from 
small field trips . I believe that BEA at least does too little in 
this regard. And, to repeat, Census and BLS ought to do better in 
obtaining within the year figures to accompany more comprehensive 
annual and benchmark surveys. 
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TIME, DOLLARS, AND DATA: SUCCEE DING \VITB RE MUNERATION IN 
HEALTH SURVEYS 

Trena M . Euati-Rice, Andrew A. W hite, William D. Mosher 
National Center for Health Statistics, CDC 

• Marla Elena Sanchez 
Agency for Health Care Policy and Research 

Introduct ion 

All surveys experience nonresponse in spite of the fact that the goal for all sample 
surveys is to maximize survey response. and thus minimize nonresponse bias in the 
survey estimates. Over the yc.ars, survey incentives (both monetary and non-monetary) 
have been used in conjunction with other survey methodologies to obtain complete and 
accurate: information for the largest number of sample unit<. 

Incentive use in surveys ha.s spanned a wide variety of survey types, sponsors, 
respondents, and survey topics. As the title suggests, we present and discuss the use 
of remuneration (monetary incentives) in selected health surveys conducted by the 
National Center for Health Statistics, CDC (NCHS), the Agency for Health Care 
Policy and Research(AHCPR), and Project HOPE. 

Experimenual and field results have demonstrated that incentives can have a 
positive impact on survey response rates, and we will concentrate on describing 
selected incentive applications and experiments. Included here arc new results from a 
field trial of remuneration in NCHS'> Nnt1unal Survey of Family Growth, Cycle S 
Pretest. 

Additional information in the area of remuneration in health surveys not reviewed 
in this paper can be found 1n the literature'·:.>. ' . In panicular, the paper by Kulka 

1 Kulka, R.A. ( 1992, October). A Brief Review of the Use of Monctarv Incentives 
in Federal Statistical Survevs. presented at the COPAFS Symposium on Incentives in 
Surveys. Boston. MA 

: Willimack, D.K., Petrella, r.t, Beebe, T, and Welk, M. ( 1992, August). The 
Use of lncen11ves in Surveys: Annotated Bibliography, Survey Research Center. 
Institute for Social Research, Um\'ers11y of Michigan 
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included in this volume gives a brief background on 1he use of monetary incentives 
and references numerous anicles this topic· across various tYpes of surveys. Kulka also 
addresses sociological models proposed to describe the operation of incentives. The 
paper by Willimack et al. is an unpublished review of published literature however 
they do make lhe observation : "The bulk of the published literature regards the 
effects of incentives in ·mail surveys. No doubt incentives '1ave been and/or are being 
used in both telephone and face-to-face surveys, but there is a lack of documentation 
of tests in the published literature. Perhaps incentives have been implemented in 
telephone and fa'ce-to-face surveys based on the mail survey results and on 'common· 
sense,' without specific testing within mode. Biued on a brief look at conference • 
abstracts, it appears that documentation of incentive testing and/or use in survey modes 
other than mail may be found in non-published literature, such as professiorial · 
association conference presentations." 

Overview or Health Survey Issues and Remuneration 

The use of monetary incentive:; is not new in health surveys and over the year$ 
those of us working in the field have learned a great deal about their use. Much of the 
material in this section was presented at an October 1992 COPAFS/OMB Symposium 
on Providing Incentives to Survey Respondents held at the John F. Kennedy School of 
Government, Harvard University, Cambridge, MA. 

Although most surveys conducted by the Federal Government are ·based on unpaid, 
voluntary panicipation, monetary or gift incentives for panicipation may be justified 
for cenain types of household and establishment based surveys in order to increase 
panicipation rates, encourage accurate record keeping, and/or keep expenses down. In 
addition for health surveys, remuneration may be justified for surveys which involve a 
physical citamination and the drawi~g of a blood sample in order to maximize 
response rates. 

High response rates bring the benefits of increased validity through increased 
precision and reduced poteniial for bias in survey estimates Incentives and 

' Kulka, R. A. (1994, May). The use oflncentiYes to Survey "Hard-to-Reach" 
Resoondents · A Brjef Beyjew of Empirical Re<earch ann Curre"t Rt'st'arch Practice, 
presented at the COPAFS Seminar on New Directions in Statistical Methodology, 
Bethesda, MD. · 

' Dillman. D. A. (1991 ) The design and adminis1ra1ion of mail surveys. Annual 
Review of Sociology, 17, p. 225-249. 
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remuneration can be considered appropriate whenever respondents are asked to ·devote 
time and effort (sometimes a considerable amount) to assisting the govemmerit in 
obtaining high quality data for research and policy related issues which will impact the 
entire .nation. 

For population based surveys, incentives can result in a higher motivation to 
participate, increased e.ffort to give accurate {honest) responses. greater acceptance of 
government surveys, increased response rates, lower item nonresponse rates, and cost 
savings through better data quality and fewer call backs and/or canceled appointments. 
Funher, cash incentives enhance the importance of the survey to respondents and 
provide tangible evidence of the value of their input. Incentives may stimulate 
otherwise reluctant respondents to participate and to more readily make themselves 
available to panicipate. Gift incentives for children' could reinforce the value and 
importance of their participation. 

The largest potential for net benefits from remuneration or incentives will be 
found: among surveys that experience higher refusal or item non-response rates; · 
among surveys where persons at higher risk of being targeted respondents are less 
' likely to panicipate (thus biasing the results); in situations where respondents are easy 
to locate, but initial or continuing cooperation is hard to gain; among those surveys 
requiting repeated contact in a short time period (like a month} or with other 
significant burden involved (like a physical examination or drawing of blood); or 
among those that require respondents to do something on their .own, like complete a 
mail questionnaire or keep diaries, or participate in a followup survey of initial 
nonrespondents. 

In particular incentives are most likely to have an effect in surveys that: require the 
respondent to travel; are lengthy or have a longitudinal component; are focussed at 
hard to reach populations (like iidolescents or young black mliles). or that ask 
questions about sensitive topics (like income, drug use, risk behaviors related to 
HIV /AIDS) Remuneration may also gain survey participation when sample persons 
do not perceive an immediate benefit to themselves and/or society by participating. 

Preparation and pilo1 tesung of questionnaires (especially laboratory based testing) 
often requires respondent travel and takes large blocks of respondent time. The 
potential benefit to the survey is so large from this type of testing that remuneration is 
well worth it . 

For, institutional surveys, incentives can result in money and t ime savings (e.g ., 
hospital versus government staff abstracting hospital records), removal of a barrier to 
p3rtic1pation (financial Joss), greater acceptance of go,·ernment surveys, cost savings 
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. thco~gh fewer call backs and/or canceled appointments, increased response rates, and 
for some businesses, lower item nonresponse rates, and better data quality. 

Remuneration in institutional surveys is often seen as compensation rather than as 
an incentive to participate in voluntary surveys. Institutions think of t.ime as money 
and may consider compensation a requirement to engage in substantial continuing 
aetivitie•. Some may set that standard for any voluntary survey. In this sense, 
remuneration may make a survey possible. In addition to participation, remuneration 
to the institution can be cost beneficial to the government if summary data must be 
compiled from business records for sur.-cy purposes. The institution can often do it • 
for less than having government field representatives comb the records. In businesses 
.where staff energies must be diverted to complete a survey, the thoroughness and 
accuracy of the response may be improved if the business is being remunerated. 

In institutional surveys, the continuing nature of data collection from particular 
respondents is a critical factor. There may be no other way to obtain the data (e.g. the 
is a charge for access to hospital records and state vital records already exist, why 
should the government be excepted?). Remuneration may aetually be leu expensive 
than providing the person hours needed to compile the data from institutional records 
even if the institution is willing to grant access. 

A re.view of these issues and the use of incentive methods took place at the 1992 
COPAFS/OMB Symposiums. This led to a recommendation, "that OMB seriously 
consider an agency's request to use incentives in a limited number of specific 
situations in which a survey violates the norm of what is considered the standard 
survey." The panicipants defined a standard survey as: a cross-sectional survey of the 
household population done in about an hour in a single session at the respondent's 
convenience; and done in the respondent's home with non-intrusive, nonsensitive 
questions. Symposium participants suggested that incentives be considered in the 
following special situations: 

Surveys of hard-to-reach or special population subgroups; 

Surveys involving unusual de~ands or respondent intrusions such as • 

5 Council of Professional Associalions on Federal Statistics (COPAFS). (J 993), 
September). Providing incentives to survey respond~nts : Final report (Contract No. 
GS0092AEM09!4). Washington, DC: Regulatory Information Service Center, General 
Services Administrauon. 
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Lengthy interviews, 
Keeping a diary, 
Taking physical or physiological tests, or 
Going somewhere special to participate; 

Surveys involving sensitive questions and/or topics; 

Surveys involving a commiti'nent to participate over time such as for a panel 
survey; and 

Surveys where respondents are not a household respondent such as a physician, 
hospital, or nursing home. 

Specific Experiences with Remuneration in Health Surveys 

This section highlights some major i11stil11tional and population based surveys 
-u1hich s11cc11ssfi1//;1 use or hal•e t1sed nn111n~ration to increase surve)' nsponse and/or 
data quality. For some of the summaries we ha\'e paraphrased or reproduced 
language in lhe original references for the soke of accuracy 

NATIONAL HEALTH AND NUTRITION EXAMINATION SURVEY 

The National Health and Nutrition Examination Survey (NHANES) is a periodic 
survey designed to assess the health and nutritional status of the non institutional 
population of the United States. The NHANES consists of a household interview with 
adult, youth, and family medical ' history questionn'ai~es, followed by a 3-4 hour 
standardized physical cxaminafion in specially equipped mobile cxamlnation centers 
(MEC's). The NHANES is based on a stratified multistage cluster probability sample 
design'. The on-going Third NHANES or NHANES JU is the seventh in a series of 
surveys using health examination procedures that have been conducted since I 960 by 
NCHS. 

As for most large-scale Federal surveys, the success of the NHANES surveys 
depends upon voluntary participation of individuals selected in the sample 

6 Ezzati , T., Massey, J., Waksberg, J., Chu. A., and Maurer. K. (I 992). Sample 
Design· Third National Health and Nutrition Examination Survey. National Center 
for Health Statistics. Vital Health Statistics. Series 2, No. I 13. 
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Remuneration has been used in all NHANES surveys and has been shown to be 
necessary for attaining adequate response rates. · For the. three early Health 
Examination Surveys (HES) conducted in the I 960's of adults, children, and youths, 
respectively, the examination response rates were excellent ranging from 87 percent to 
96 percent'. However, with the beginning ofNHANES 1(1971·74), the examination 
response rate (64 percent) was much lQwer than those in the earlier HES surveys. 
After extensive efforts to improve the miserable response rate through interviewer re· 
training, increased publicity, and community outreach, the response rates.remained at 
an unsatisfactory level. Therefore, it was proposed that a monetary incentive be 
considered·to reduce examination nonresponse'. Since there was little information 
available from previous studies to show the effect of 15aying respondents to participate 
in health surveys, a field experiment was undenaken. First. of course, justification had 
to be submitted to OMB and approval obtained. It was reasoned that remuneration for 
NHANES was justified since panicipation in the survey required several hours of the 
respondent's time (thus lost time from work) and paid assistance for child care might 
also be required. It was hypothesized that the cost of the remuneration would be 
offset by a reduction in the number of contacts to a household to obtain responqent 
participation. Funher, if the response rates increased significantly, the overall validity 
of the survey results would outweigh the remuneration costs. 

The experimental design for the study was superimposed upon the within primary 
sampling unit (PSU) design for NHANES 19

. The study was undertaken during 1972 in 
the San Antonio, Texas, PSU. The segments within the PSU were randomly paired by 
segment size and median family income. All of the sample persons in one segment of 
each pair were told about the SIO remuneration. The sample persons in the other 
segment of the pair were not told of the $ I 0 remuneration. It should be noted 
however, that all persons who were examined received $10. The difference was that 
persons in the "not told" segments did not know about•the remuneration until after 
they had been examined. whi le those in the "told" segments knew of the $10 
remuneration before being examined. 

Telling sample persons that they would be given $10 after completing the . 
examination phase of the survey had a positive effect on the response rate in San 

1 Bryant, E., Kovar, MG .. and Miller, H. (1975). A Study of the Effect of 
Remuneration Upon Response in the Health and Nutrition Examination Survey. 
National Center for Health Statistics. Vnal Health Statistics. Series 2, No. 67. 

' Ibid. 

9 Ibid. 
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Antoni~. Among the 303 persons in the experimental segments (told) who were 
contacted, 82 percent were examined (see Table 1). On the other hand, among the 292 
persons in the control segment (not told), only 70 percent were examined. Thus, the 
NHANES I experiment showed that the offer of$ I 0 to sample person increased the 
response rate by 12 percentage points. Also, there was some evidence that sample 
persons were more cooperative and that less effon was required to obtain response 
when remuneration was offered as evidenced by the number of persons making an 
examination appointment at the-first interview contact. Also, a larger proponion of the 
"told" group kept their appointments than the "not told" group. Only 2.1 contacts per 
examined person were required for the •told" group as compared with 2.5 such 
contacts per examined person for the •not told" group. 

Table I. Examination Response Rates from NHANES I Remuneration Experiment 
(sample sizes shown in parentheses) 

Not Told of Payment Told of Payment 

Experiment 70% 82% 

(292) (301) 

Actual Survey• 
. 

68% 78% 

(7335) (6035) 

•Represents results from the first 35 stands of NHANES I. 

The findings of the NHANES I remuneration study were considered conclusive 
enough to include remuneration in the remainder of NHANES I The overall response 
rate at the 45 survey locations where remuneration was offered in NHANES I 
(1nc luding San Antonio) was 78 percent as compared to 68 percent for the 19 survey 
locations where remuneration was not offered. 

The $10 remuneration used in NHANES I was continued 1n NHANES II 
However, about midway through NHANES 11, the response rate dropped to about 70 
percent. Therefore, onothcr field experiment was used to aS.sess the effect of increased 
remuneration on survey response. The study for NHANES II (1976-80), looked at the 
impact of increasing the $10 remuneration used in NHANES I to $20. Three survey 
locations were selected for the study. Each segment was paired with another segment 
similar to it with regard to poveny/non-po\'erty status and distance from the 
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examination center. Sample persons in one of each pair of segments were "told" that 
they would receive ·s20 for participating in the examination, while the sample persons 
in the other paired segment were told they would receive $10. However, all persons 
who were examined were given $20 no matter which monetary amount they were 
originally told. 

There was a significant positive effect on response rates with the $20 incentive10
. 

Out of 720 persons offered $20-for participation, 79 percent were examined (see Table 
2), while among the 716 persons offered $10. only 74 percent were examined. An 
important finding from NHANES II which did .not show up for NHANES I was the 
increase in the response rate by number of persons in a household ·for the $20 group 
versus the $10 group. There was no effect in households with only one sample 
person. However, in households with two and three or more sample persons, payment 
of $20 rather than S 1 0 increased response rates by 8 and 16 percentage points, 
respectively 11 • 

Table 2 Examination Response Rates from NHANES II Remuneration 
Experiment (sample sizes shown in parentheses) 

Told of Sl 0 Payment 

Experiment 74o/o 

(716) 

Actual 72%• 

(NA) 

• Represents the final 44 stands of NHANES II. 
••Represents the first 16 stands of NHANES II . 

Told of $20 Payment 

79% 

(720) 

76%•• 

(NA) 

1° Findlay, J. and Schaible, W.L. (1980) A Study of the Effect of Increased 
Remuneration on Response in a Health and Nutrition Examination Survey. 
Proceedings of the Section on Suf\'C\' Research Methods of the American Statistical 
Association, pp 590-594. 
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The results indicated that there was a potential cost saving associated with the fact 
that the higher paid group was generally more cooperative. For example, it was found. 
that a larger proponion of the examined respondents in the higher paid groups went to 
the examination center as a result of the first contact (68 percent versus 61 percent). 
Also, the higher paid group required, on average, fewer contacts overall (1.77 vs. 

2.09)12 
• 

Overall, for NHANES II, for the 44 survey locations at which SIO was offered to 
sample persons, the response rate was 72 percent. But for the 16 stands at which $20 
was given. the response rate was 76 percent 

In the Pueno Rican phase of. Hispanic HANES (I 984), the response rates were 
unsatisfactory. so an increase in remuneration from $20 to $50 was made. A 
cross-tabulation of response rates (sec Table 3) by method of payment before and after 
the increased remuneration was instituted indicated a higher response rate in the $50 
group (83 percent) than for the $20 group (76 percent)"- The results. however, should 
be viewed with caution since the increased payment was not randomized within the 
v111rious survey locations. · 

Table 3. Hispanic HANES Examination Response Rates for New York City Metro 
Area (Pueno Rican Phase) Stands by Payment Amount• , 1984 

Payment Amount Examination Rate 

$20 76% (3101) 

S50 83% {576) 

DK .. 0% (116) 

•Unpublished data from J Findlay, NCHS. 
••Cases could not be classified into either payment category due to lack of 
information 

" Ibid 

a; Unpublished data from Jean Findlay, l\auonal Center for Health Stausucs 

233 



lo the on-going ?\'HANES HT, the basic remuneration payment is $30 for all 
persons who come to the examination. However, for adults 20 years and older there is 
an additional incentive of $20 if they come for their examination at the "right time•. 
Time of day of the examination and fasting status need to be controlled for the 
analyses of many of the biochemical tests including the Oral Glucose Tolerance Test 
(OGTT • a test for diabetes). Thus a random half-sample of adults is designated to 
have blood drown 'in the morning, while the remaining 50-percent is selected for 
afternoon or evening appointments. 

The NHANES Ill which includes an oversample of both Mexican-Amcric11ns end • 
Blacks and includes no upper age limit (in contrast to previous NHANES) is 
experiencing higher examination response rates than any other previous NHANES 
survey. There is a six percentage difference in the overall examination response rate 
between NHANES n and NHANES Ill-Phase 2 (79"/o in the on-going NHANES III· 
Phase II versus 73% in NHANES II • sec Table 4). This increase is due not only to 
the increased remuneration amount but also to the fact that NHANES Ill samples 
multiple persons per household and includes on average two persons per household. 
Clearly, there is a strong monetary incentive for n household 8$ a whole if several 
members are selected into the sample. 

Table 4. Examination response Rates for NHANES II, Hispanic HANES, and 
NHANES IJI 

MEC Examined MEC + Home Examined 

NHANESI 74 NA 

NHANES II 73 NA 

HHAJ\ES 73 NA 

NHANES III • PHASE I 11 78 

NHANES Ill • PHASE 2• 79 80 

•on-going. 

NHANES III examination of nonresponse rates by household size show that the 
nonresponse rates decrease significantly with increasing household size. Another 
omponant finding related to panicipation in NHANES Ill is the increase in the 
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response rate for the OGTT. This test requires the sample person to fast I 0-16 hours 
and requires tWo blood draws. The OGTT·response rate in NHANES II among 
examined persons was only 66 percent thus requiring the results to be interpreted with 
extreme caution. However, for NHANES III, the OGTT response rate, again among 
examined persons, has increased by 11 percentage points (77 percent response rate for 
phase 1) and by 23 percentage points so far for phase 2 (89 percent response rate)''. 
The increased remuneration in NHANES III is felt to be responsible in large part for 
this important increase in the OGTT response rate for NHANES III. 

NHANES Summary 

Previous research associated with NHANES I and NHANES II has involved several 
field experiments to assess the impact of monetary incentives on achieving an adequate 
response rate so reliable estimates can be produced and generalized to the total 
population. The NHANES I remuneration experiment generally showed that paying 
sample persons $10 rather than n.othing at all increased response rates about 12 
percent. 

The NHANES II study looked at the effect on the response rate of increasing the 
remuneration from the $1 O used in NHANES I 10 $20. The average increase in the 
response rate was about 5 percent. 

The results from both the NHANES I and NHANES II had two other findings 
pertinent to remuneration. First, the results indicated that there were potential cost 
savini:s associated with the fact that the higher paid groups were generally more 
cooperative. For example, it was found that a larger proportion of the examined 
respondents in the higher paid groups went to the MEC as a result of the first contact. 
They also required, on the average, fewer contacts overall . They also had fewer 
broken appointments. 

Further, both of these experimental studies showed a marked increase in 
cooperation in households with more than one sample person, and the differences 
between the remuneration groups went up with household size. A positive relationship 
between household size and response rate was also observed in the Hispanic HANES. 
This trend ,is continuing in NHANES III as well. These results, presumably, are due 
to the fact that the monetary aw::ird increases substantially for the household as a 

whole when multiple persons are selected per household. Finally, the response rates in 

1
' Unpublished data from !ll eena Khare, National Center for Health Statistics. 
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NHANES III are higher than those for previous NHANES surveys and the response 
rates for the two minority subgroups are higher than for whites and all others. In · 
addition, the response rate for the OGTT in NHANES Ill is higher than for NHANES 
II. 

The NHANES experiences demonstrate the power of remuneration to stimulate 
respondent participation in ·the face of inconvenience and financial disincentives; and 
in addition to motivate respondents to provide highly personal and sensitive 
infonnation including physical and biological characteristics. The use of remuneration 
in NHANES m shows how phased payments can improve scheduling logistics as well. 
The remuneration serves as a motivator, and also to offset financial disincentives, and 
gives evidence of the imponance of panicipation and survey goals. NHANES data 
have been significantly improved through incentive use. 

NHANES I EPIDEMIOLOGIC FOLLOWUP STUDY 

As mentioned in the previous section. examinees were paid $10 to participate in the 
baseline NHANES I study. They were again paid $10 to panicipate in the first 
NHANES Epidemiologic Followup Study (1982-84 NHEFS interview). Although no 
remuneration was paid in the 1986 followup of the elderly (conducted using oomputer 
assisted telephone interviews: CATI), subjects with reponed hospital or nu·rsing home 
admissions in the 1987 Followup were paid $5 as an incentive to sign and return the 
Medical Authorization Form (MAF). Payment was needed in the 1987 Followup 
because of the sharp decrease in the rates at which MAF's were returned in the 1986 
Followup. Remuneration of the 1987 respondents increased the MAF return rate in the 
elderly group by I I percentage points from 75.0% in the 1986 Followup to 85.7% in 
the 1987 Followup. 

For the 1992 wave, a $5 remuneration was made subject to reponed hospital or 
nursing home admissions since the last contact. Respondents are interviewed by 
telephone. However. the form which authorizes the hospital or nursing home to 
release patient informa1ion is mailed to the respondent and must be signed and 
re1urned . The remuneration is paid to the respondent or to the individual who signs 
the MAF, if this person 1s different from the respondent, as an incentive to return the 
signed authoriza1ion. 

.• 

• 

In addition, due to the difficulty of gaining the cooperation of some hospitals and • 
nursing homes, if a nursing home or hospital requests reimbursement for work 
perforn1cd in abstracting or photocopylng, selected information from the admission and 
discharge. records or abstracts, a small amount of money is provided to defray their <t 
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expenses. During 1987, a total cost of $2,170 or .0012 percent of the total contract 
cost was paid. This remuneration mostly involved nursing homes. 

The NHEFS uses remuneration to gain commitment to continuing participation in a 
longitudinal study. 

NATIONAL HEALTH INTERVIEW SURVEY YOUTH RISK BEHAVIOR 
SUPPLEMENT 

In 1991 the Survey Research Center of the University of Michigan and the Bureau 
of the Census helped the National Center for Health Statinics assess the impact of 
financial rewards on respondent panicipation and motivation in a Youth Risk Behavior 
Supplement (YRBS) to the 1992 National Health lntervitw Survey (NHIS). This 
study" employed eosnuive interview techniques and a traditional split sample field 
experiment 

The YRBS contained a number of sensitive questions requiring answers that could 
be perceived as being socially undesirable or threatening to self-image. Such topics 
included questions on the use of alcohol, drugs, sexual activity, over- or underweight 
status, and exercise program involvement. 

Interviews were conducted both with groups of parents and youth before field trials 
and a pretest were conducted. The field trials were then held where youth were 
interviewed in their homes, paid $20, and debriefed after the interview about their 
views on paying respondents for participating in surveys. The pretest of the full 
survey procedures included a split sample in which the interviewers mentioned the $20 
payment half of the respondents and did not menuon the payment to the other half. 

In the split sample experiment, complete interviews were obtained in 90% of the 
households where the S20 was mentioned, but in only 79% of the remaining 
households. The cogn111ve interviews conducted with the groups and during the field 
trial debriefings helped the researchers develop insight concerning reasons for this 
difference in response and for a potential increase in data quality when payment is 

"Kahen, G., Cannell, C., Camburn, 0 ., Oksenburg, L. and Holland, L .. (1991) . 
The Effect of financial Incentives on Respondent Participation. Final report of the 
Association of Schools of Public I leolth Cooperative Agreement: •Applied Research 
on the Conduct of Adolescent Health Beha"iors and Characteristics•, University of 
M1ch1gan, pp. 47-56 
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m:entioned in advance. 

' The cognitive interviews indicated that unwillingness to report events or behaviors 
is only partially caused by concerns over privacy or confidentiality. In fact, youth 
respondents could see no reason to be diligent in answering survey questions. They 
voiced skepticism· about any benefits that may accrue from survey participation. 
Therefore techniques typically used with adult respondents. such as appealing to their , 
obligations as citizens or emphasizing the societal benefits may be unproductive. The 
researchers concluded that a $20 remuneration offer, linked with a signed commitment 
to participate and give accurate ans·wers, would be an effective way to motivate .,.. 
respondents to particip.ate and report-accurately. The debriefing interviews confirmed 
this conclusion. 

A further interesting note from this study is that the success of respondent 
payments in obtaining YRBS interviews may be partly due to the reaction of 
interviewers to the payments. During interviewer debriefings, their comments 
suggested that respondent payments also have a forceful, positive influence on the 
attitudes and expectations of interviev-ters lntervieulers with such a positive outlook 
may feel they are likely to obtain an interview, rather than expecting a refusal, prior to 
contacting a potential respondent and subconsciously may convey to potential 
respondents a more positive view of the YRBS study. The researchers postulate that 
the total impact of respondent payments on participation rates is the sum of the 
positive direct effect on respondents and the indirect effect that payments have on the 
attitudes of interviewers. 

YRBS incentive use focused on the motivational aspects of incentives for a non
traditional target population in a study that collected sensitive data. 

NATIONAL HOUSEHOLD HIV SEROPREVALENCE SURVEY FEASIBILITY 
STUDY 

A feasibility study for a National Household HIV Seroprevalence Survey (NHSS), 
based on a probability sample of households was conducted in Dallas County, Texas, 
m the fall of 1989. One of the ma1or concerns of a household survey anempting to 
estimate the prevalence of HIV in fect ion is that a high proportion of persons who are 
at the greatest risk of HIV infection may refuse to participate. This possibility of 
differential rates of response between those at higher risk and lower risk of HIV 
infection means that estimates derived from the survey have the potential to be biased. 
Among procedures to maximize the response rate in the NHSS, a $50 incentive · 
payment was provided to all sample 'persons wh') provided a blood sample to be tested 
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for HIV antibodies and completed a self-administered risk behavior questionnaire. The 
SSO incentive seemed to have a pos111ve impact on survey participauon with a·higher 
than expected response rate for a highly sensitive survey involving the collection of 
HIV risk behavior data and the collection of a blood specimen in the home. The 
response rate for the combined questionnaire and blood sample was 84 percent, and 90 
percent for the questionnaire only". Respondents i.n the NHSS were asked to check 
all reasons for their participation in the survey. Among all respondents, 47 percent 
stated "helping with AIDS research", while another 39 percent stated the ·sso 
payment• (see Table S). 

Table S. Reasons for participation in the Dallas County Household HIV Survey 

Reasons Percent 

Helping with AIDS research 46.8 

U.S. Public Health Service Sponsorship 2.9 

SSO payment 38.S 

Videotape p·resentation 1.2 

Assurance of privacy 3.3 

Other factors, unspecified 7.2 

In addition to estimating the prevalence of HlV infection in Dallas County. another 
ma1or objective of the survey was to evaluate various methods for asse.ssing and 
reducing nonresponse bias. /\ stondord survey method for as£e-ss1ns bias due to 
nonresponse is to conduct a followup survey wtth a sample of mn1al survey 
nonrespondents wnh different incenuves for panic1pa1ion. In the NHSS, a special 
followup study of a sample of nonrespondents was conducted in which half of the 
sample persons were offered an incentive of $100 to complete the self-administered 
risk behavior questionnaire only, and 1he other half was offered SI 75 to complete both 
the questionnaire and provide a blood sample. The followup survey of nonrespondents 
increased the questionnaire only response rate by 10 percentage points (80% vs. 90%) 

16 National Household Seroprevalence Survey Feasibility Study Final Report. 
Research Triangle Park. NC Research Triangle lns111ute, April 30. 1990. Research 
Triangle Repon RTli4 I 90·0 IF 
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and the blood and questionnaire by four percentage points (80%1 vs. 84°/o - see Table 
6). Of particular importance was.the increased reporting of risk behavior in the 
Colle vup study. The prevalence rates among male respondents for three major HIV 
risk ?:>Cbaviors (intravenous drug use, receptive anal intercourse, and multiple sex 
partners) were 3 to S times higher in the followup survey than in the regular survey 
(sec Table 7). 

In summary, results from the NHSS feasibility study followup survey indicated that 
a high proportion of persons who initially refused to participate, when recontacted and 
offered an increased incentive, completed the risk behavior questionnaire. A lower 
proportion of persons who initially refused to participate provided both a blood sample 
and completed the risk questionnaire, when recontacted and offered an increased 
incentive. Persons at higher risk for HIV infection participated ai higher levels in the 
followup survey than in the regular survey. The followup survey effectively increased 
the total numher of persons who participated in the Dallas HIV survey. The increase 
in risk reporting among the sample of regular survey nonrespondents that were 
followed·up allowed for a significant reduction in nonresponse bias in the HIV 
estimate produced for Dallas County. 

Table 6. Sample persons response rates in the Dallas County Household mv 
Survey, 1989 

Survey component Regular survey Regu Jar + followup Overall• 
survey 

Screening 97 98 98 

Blood & 80 84 82 
Questionnaire 

Quemonnaire only 80 90 88 

•Product of screening and sample person rate 

Remuneration in the NHSS feasibility study demonstrated the power of incentives 
even 1n the most sensmve topic and invasive data collect1on situations, however 
establishing the exact mechanics of the rea.sons for success would require further 
study. 
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Table 7. Prevalence of selected HJV risk behaviors in the regular and followup 
survey, Dallas County male population, 18-54 years, 1989 

Risk Behavior Since 1978 Regular Followup Total 
Survey Survey Estimate 

Intravenous drug use 3 12 4 

Receptive anal intercourse 3 II 5 

5+ male panncrs 2 JO 3 

I+ male panncr 5 17 8 

THE NATIONAL SURVEY OF FAMILY GROWTH PRETEST 

The National Survey of family Orowth (NSFO) is done periodically by NCHS to 
collect national data on the factors that affect the U.S. binh rate and women's 
reproductive health--factors that include sexual activity, marriage and divorce, 
contraception, sterilization, infertility, miscarriage, and abonion. Previous cycles of 
the NSFG have interviewed about 8,000 women I 5-44 years of age in the 
noninstitutional population of the United States with response rates ranging from 75· 
percent to 80 percent. 

Interviewing for the nc><t NSFO, called Cycle 5, will be conducted in January-July 
of 1995. Three of the principal challenges for Cycle 5 of the NSFG will be (I) 
increasing response rates to make it possible to conduct a telephone reinterview in 
1997 with as many of the original respondents as possible, (2) improving reporting of 
HIV-related sexual behavior, and (3) improving the reporting of abonion. 

Response rates.-Most recently, in 1988, the NSFG used a list sample of 
households interviewed m the NHIS Using a hst sample saves nearly a million 
dollars on sample design and selection costs, but it makes JI necessary to find women 
who move between the NHIS interview and the NSFG interview. Some are never 
found, so response rates arc reduced somewhat Response rates have been between 75 
and 80 percent m receni cycles, despite the intrinsic appeal of the subject matter, the 
use of only female interviewers, thorough interviewer training, advance letters 
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introducing the survey, and expensive, intensive nonresponse follow-ups". 

Although the NCHS obtains data from the National Health Interview Survey 
• (NHIS) on HIV -related knowledge and attitudes, the NSFG remains the NCHS's 

principal vehicle for collecting data on HIV -related behavior, including such sensitive 
topics as age at first intercourse, numbers and characteristics of sexual partners, and 
condom use. 

Abortion reporting is critical in the NSFG Cycle 5 because 25% of all pregnancies, 
and half of·a)J unintended pregnancies. end in abortion. Fertility surveys in the U.S. 
and other nations have obtained incomplete reporting of abortion . In the last 3 cycles 
of the NSFG, in 1976, 1982 and 1988, and in most other U.S. survey.s, women 
reported less than half of the abortions they have actually had". This incomplete 
reporting of abortion has several potential adverse effects: it makes impossible 
analyses of the determinants and consequences of abortion itself; it· forces us to use ad 
hoc methods to produce estimates of pregnancy rates for the U.S.; it produces biased 
estimates of the failure rates of contraceptive methods19

; and it forces us to study 
unintended births instead of unintenaed pregnancies. 

The NSFG Pretest for Cycle 5, conducted in October-December 1993, was based 
on about 800 eligible women, of whom 500 completed interviews. The Pretest was an 
experiment, which was designed to test several alternative contexts for asking 
questions. The pretest had 3 main groups: 

I) the first group was a standard Computer-Assisted Personal Interview in the 
respondent's home with no incentive. 

2) in the second group, the interview was moved to a neutral site--a site outside the 
home··where spouses, children, or parents could not hear the respondent's 
answers T o reimburse women for the time and inconvenienC'-e of goi'ns to the 

neutral site, respondents were paid $40 in cash at the end of the interview. 
3) when we considered these first two groups, we were concerned that we might 

17 Judkins, David P, W. Mosher, and S. Botman. (1991). National Survey of 
Family Gro"1h· Design, Estimation, and Inference. Vi1al and Health Statistics Series 
2, No. 109. 

" Jones, Elise and J. Forrest . (1992). Under-reporting of Abortion in Surveys of 
U.S. Women· 1976-1988. Democraphy 29 ( I): 1"13·126. 

19 Jones, Elise and J. Forrest. ( 1992). Contraceptive Failure Rates Based on the 
1988 NSFG. Familv Plannin2 Perspectives 24 ( I). 12·1 9. 
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pbtain higher response rates and data quality in the neutral site/S40 group than 
in the in-home no-incentive group, but we would not know whether the 
differences were due to the non-home site or to the S40 payment. We were 
also concerned that the costs of implementing a $40 payment and setting up 
non-home sites on a national scale might be prohibitive. Therefore, we added a 
third group··• $20 incentive for an interview in the home. 

For half the respondents in group I and group 3, (the in-home interviews), we also 
tested a shon quc.stionnairc at the end of the interview, using Audio CASI (Computer 
AsslSled Self-Interviewing with headphones, and the respondent entering her answers 

into the computer). 

NSFG Rcsul!s 

Pretest response rates (as a percent of those located) were higher for incentive cases 
than for non-incentive cases. 81 percent for those who received a $20 incentive vs 
73% for those who received no incentive. The percent who broke an appointment 
with the interviewer was one-third lower for those who received $20 than for those 
who received no incentive (24 vs 37%). 

The number of hours that the average interviewer worked to get a completed case 
was about 2 hours less for incentive than for non-incentive cases (8.8 vs 10.9; note 
also that when the inccritivc increases to $40, hours per case drops more than 2 full 
hours· sec Table 8). Since the time of interviewers costs more than $10 an hour for 
their wages plus benefits, if the interviewer can save 2 hours of cffon per case by 
paying a $20 incentive, then the incentive pays for i'self. That is precisely what 
happened in the NSFG Pretest: the incentives paid. for themselves in the $20 group 
because respondents broke fewer appointments for interviews and made themselves 
avatlable after fewer telephone calls and personal visits. Costs in the $40 non-home 
group were higher because of high costs 10 set up the neutral sites--obtaining 
permissions, rcnung office space, etc. 

Reponing of the number of sexual panners was higher among respondents who 
received 1ncen11vcs, sull lower than repons of comparable studies of men:». 

21
. In 

20 Billy, J O .G. Tanfer. K., Grady, W.R., and Klepinger, D. (1993) The Sexual 
Behavior of Men in the United States Familv Plannin2 Perspectives 25 (2): p. 52-60. 
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previ~us c:ycles of the NSFG. less than half of abortions were reported". Thus, 
abortion reporting should be at least double what it was in the last ·Cycle. In the 
pretest, a $20 incentive and the use of Audio CASI doubled abortion reporting, 
compared to a no-incentive. no Audio CASI group. This more complete reponing of 
abortions is probably due to two factors: (I) women using the Audio CASI 
(he.adphone) questionnaire reported a higher percentage of their abonions, and (2) 
incentives produced better coveraae of groups of women who have higher abonion 
rates-including black women and poor women. 

Table 8 . Response Rates, Broken Appointment Rates, and Interviewer Hours per 
Case from the NSFG Pretest for Cycle 5 

Experimental Response Rate (%) Percent with Broken Hours per Case 
Group Appointment 

In-Home, No 73 37 10.9 
lnccntjve 

In Home, $20 81 24 8.8 

Non-Home, $40 80 31 6.4 

Recommendations from the Pretest 

The results from the NSFG pretest suggest that a sio incentive plus Audio CASI 
(self-administered questionnaires over headphones) should be used in the NSFG main 
study. The incentive will increase response rates, particularly among minorities and 
low-income women. and reduce the cost of interviewer labor because respondents will 
cooperate more readily 

Can these results be generalized? The results on response rates, interviewer hours 
and costs, in the NSFG Pretest arc quuc similar to those in the National Adult Literacy 

21 Smith, T.W (1991 ) Adult Sexual Behavior in 1989: Number ofpanners, 
frequency of intercourse and Risk of AIDS. Familv Planning Perspectives 23 (3)" 
p 102-107. 

:: Op cu. Jones and Forrest, Oemographv, Feb 1992. 
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Survey (NALS) Field Test, a survey with a much larger sam~le (n•2,000) than the 
NSFG Pretest. Like the NSFG, the NALS required considerable effort from 
respondents2>. 

The NALS and NSFG Pretest results provide eviden.ce that incentives may be most 
cost-effective when the interview is: 

(I) either long or a great deal of effort, or both; (2) sensitive either because it deals 
with private behaviors or may otherwise cause embarrassment (the NALS might 
cause such embarrassment among the adult illitcro.te, the NSFG because it includes 
questions on abortion and sexual behavior); and (3) part of a panel survey in which 
the response rate is critical 10 maintain the siz.e of the panel over time. 

All three of those conditions were common to both the NALS and the NSFG. 
The NSFG eX!)Crience clearly demonstrates the success of incentives with hard-to
interview populations and sensiuve topics. In addition, it clearly demonstrates the 
cost-effectiveness of the metho!fology in improving survey qualny. 

NATIONAL MEDICAL EXPENDITURE SURVEYS 

The National Medical Expenditure Surveys (NMES) are designed to produce 
estimates of medical use, medical expenditures, sources of payment for medical care, 
and health insurance coverage. The surveys are sponsored by the Agency for Health 
Care Policy and Research (AHCPR). The household survey (HS) component of the 
NMES series yields estimates for persons in the civilian non-institutionalized 
population, while the survey of the institutionalized. population (!PC) yields estimates 
for persons in nursing homes. lncenuves have not been a design feature of the !PC 
surveys. thcrefure. the re1na1ks 1hat folio"' will focus on the: u.sc of incentives in the 
NMES HS surveys. 

Respondent lncenuves 

The NMES series of household surveys includes the 1977 National Medical Care 
Expenditure Survey (NMCES), the 1987 National Medical Expenditure Survey 
(NMES2), and the 1996 National Medical Expenditure Survey (NMES3) presently in 

23 Berlin, M, L. Mohadjer. J Waksbers. et al (1993). An Experiment m 
Monetary Incentives, in American Statistical Association (editor), I 992 Proceedings of 
the Secuon on Survev Research Methods, pages 393-398 
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the planning phase. These NMES studies share the following design features: 

• the use of an initial screening interview to identify the households to be 

sampled for the study; 

• the oversam,pling of poor people, black.5, Hispanics, and the elderly; 

• a longitudinal or panel design in which sampled families are interviewed several 
times over a period of 14-16 months, in rounds of data collection that cover a 
year~long observation period; 

• face-to-face interviews lasting on average between 2 and 2.5 hours in each 
round to be completed with a family respondent that provides information about 
him/herself and all other family members; 

• the request that respondents prepare for the interviews by keeping a study 
calendar and saving records such as bills and insurance statements in order to 
improve the accuracy of their reponing of medical use and expenditures; 

• special requests for information in addition to the interview itself, such as 
completion of self-administered forms; 

• requests for signed permission forms from specific sample persons authorizing 
the collection of data from medical providers, employers and other health 
insurance providers to supplement and validate the data obtained from 
households. 

In the context of the core NMES design summarized above, respondent incentives 
have been used primarily for the following reasons: 

I) to motivate respondents ro panicipate initially and in future interviews in order 
to minimize in1t1al nonresponse and panel attrition. 

:?} to compensate respondents fairly for the burden associated with long interviews 
and the completion of additional survey tasks; and 

3) to motivate respondents to keep records and provide fair compensation f9r the 
effon required to maintain the study calendar and save financial records over a 
long period of time. 

The respondeni incennves most frequently used in Nl\IES surveys consist of cash 
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payments made by the interviewer at the end of each interview, typically in the fonn . 
of a check. Checks provide a safe and convenient mode for interviewers to handle 
cash payments. In NMCES respondents were paid S5 at the end of each interview, 
beginning with Round l. The amount was increased to SJO per interview in NMES2, 
and to a proposed SJ S per completed interview in NMES3. 

NMES respondents are required to sign a receipt acknowledging that money was 
received. In NMES2, the receipt was used as a vehicle to consolidate commitment to 
the role of respondent in the survey. The rec.eipt the respondent was asked lo sign 
included a statement indicating the willinsness to accept responsibility for record· 
keeping in preparation for the next interview. 

The use of incentives has no doubt contributed to the high response rates achieved 
in NMES studies, in spite of the burden that long interviews represent. and 
notwithstanding the oversampling of groups that in many surveys yield lower than 
average response rates, such as poor people and minorities. The overall respon$c rate 
for the NMES2 household sample was 80.1 percent after four rounds of data 
collection 

Incentives are an important tool used by interviewers to convince reluctant 
respondents to participate in NMES surveys. Recent methodological research 
examined the characteristics of persons who had initially refused to be interviewed in 
any one of the NMES2 rounds of data collection2

'. The analysis revealed that 
reluctant respondents differed significantly from their cooperative counterparts with 
regard to the proportion of overall medical expenditures that different sources of 
payment covered for each group. The reduction of significant differentials with 
respect to health expenditures and insurance coverage, two core analytic concerns of 
NMES surveys, provide evidence of the beneficial use of incentives to guard off 
against potential nonresponse bias 1n national e~timates. 

In 1985, to aid in planning for NMES2, a feasibility study2
' was conducted to 

investigate a broad range of methodological issues Among the issues examined was 

"Cohen, SB and B.L. Carlson (1992) •An Analysis of the Characteristics of 
Reluctant Respondents in the National Medical Expenditure Survey•. Proceedings of 
the Section on Social Sta11sucs. American Sta1111 ical Association, in press 

:s Math1owe1z. N .A. and Ward, E P (1987) Linking the National Medical 
Expenduure Survey wnh the nauonal Health Interview Survey: An Analysis of Field 
Tnals, Vnal and Health Sta11s11cs, Series 2, No. 102, U.S. Government Printing Office. 

Washington, DC 
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the effect of several incentive protocols". The feasibility study consisted of two 
rounds of data collection: I) a personal interview 45-60 minutes Jong where the 
respondent was paid five dollars at the end of the interview, and 2) a second interview 
in person or by telephone where again the respondent was paid five dollars at the 
completion of the interview. Approximately two weeks prior to the second interview, 
self-administered questionnaires were mailed to all respondents. These questionnaires 
were designed to take approximately 30 minutes to complete and included some 
moderately threatening questions on health behavior and mental health status. 

Reporting groups were divided into three treatment groups: I) "Prepayment" • 
persons were sent a five dollar check with the questionnaire; 2) "Promised" • persons 
were told that they would be paid five dollars when the completed forms were 
returned; and 3) •No mention• • persons were not given ·any information on payment, 
but were paid five dollars upon questionnaire completion. 

The results indicated that the prepaid incentive leads to a significant improvement 
in response rates. Seventy-three percent of those in the prepaid group completed the 
survey compared to 66% amon~ those who were not told of the incentive. The 
prepaid incentive also worked better than the promised incentive, which resulted in a 
response rate of 60%. Item nonresponse rates were calculated for each completed self· 
administered questionnaire and were used as o general measure of data quality. The 
finding was that prepayment lea<ls 10 lower item nonresponse. Ninety percent of those 
who were prepaid answered all of the questions in the I 8 page questionnaire, 
compared to only 74% in the promised group and 87% in the no mention group. 

The study concluded that prepaid incentives can result in higher response rates and 
mor·e complete data with less need for follow-ups. These were achieved in this study 
at a very moderate increase in cost However, the net added costs may be far less than 
the value of the incentive payments. since a subS1ant1al part of the inunrive costs is 
offset by savings in the follow-up ac1iv111 es This finding was in line with results from 
other mail surveys, and that mode of payment was adopted in NMES2 when self· 
admmistered forms were mailed to sample households. 

Based on results from the most recent NMES feasibility study carried out m 1992, 
the schedule of cash incentives in NMES3 will be modified relative to earlier surveys. 
Instead of introducing record-keeping tasks and paying respondents for the first time l!! 

26 Berk, M.L .• MathioV.:etz. N.A .. Ward, E.P. and White, A.A. (1987). The Effect 
of Prepaid and Promised Incentives Results of a Controlled Experiment Journal of 
Official Statistics, Vol. 3, No 4, pp 449-457 
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the end of Round I, the 1992 Feasibility Study prcsepted the family respondent with 
the study calendar at the end of the Screener round and prepaid these respondents in 
anticipation of the time and effon that would be devoted to keeping records in order to 
prepare for the Round I interview. Payments for later rounds of the Feasibility study 
were also descnbed as compensation for future effon. Jn the last round a token gift (a 
commemorative tile with the U.S. Public Health Service seal) was given to respondents 
instead of cam payment. Under the new plan, the gift is the only net increase in 
incentive costs compared to previous plans, and it appears that prepayment has 
advantages. The rates of NMES calendar use in Round I of the Feasibility Study are 
significantly higher than the rates achieved in NMES2 in the round immediately 
following the round when payment and instructions to keep records were first 
delivered"'. 

The 1992 l\'MES Feasibility Study also tested successfully the use of incentives to 
motivate respondents to complete a complex data collection task that was time 
dependent This involved the procurement of health insurance printed materials that 
included a description of the benefits associated with the health plan offered by the 
employer to each policyholder in the household21 In NMES2 the collection of 
comparable information was attempted from employers in the course of the health 
insurance provider survey, but the time lag between the end of the household survey 
and the Stan of that provider survey frequently made it impossible to locate the 
necessary information about the health plan in effect at the time the household was 
inte.rviewed. 

Jn the Feasibility Study, respondents were offered $15 per household to contact 
employers, either by mail or in person. and secure the necessary information. 
Interviewers gave respondents a request form that could be presented to the employer 
to facilitate the task. Payment was made when the health insurance materials were 
delivered in the next round, and the amount was not increased in the event that the 

family had more than one eligible policyholder. Health insurance booklet requests in 
the Feasibility Study were followed up in later rounds and, by the end of the study, a 
policy booklet had been retrieved for 75 percent of eligible plans, at a lower cost and 

l"I Sanchez, lvl E (1 ·993). "Enhancing Compliance with Record-keeping in a 
Household Survey". 1993 Proceedings of the Section on Survey Research Methods of 
lhe American Statistical Assocjauon. Vol. 2, p 1015-1020. 

"Emmons, C .A., Curno, M., and Smith, K. (i993). Final Repon on .the 
Outcome< of the Procedure for Obtainin11 Health Insurance Policy Documents from 
Respondents in the NMES3 Household Survey Feasibility Study. Submitted by NORC 
and Westat, Inc. under contract requirements 
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0!'1 a more timely basis than in NMES2. 

The use of remuneration to improve survey scheduling, achieve self-response and 
record keeping, and establish a commitment for a longitudinal data collection process 
are shown io ¢e NMES experience. The NMES experience also demonstrates ¢e 
potential for improved data quality with remuneration. 

Interviewer Incentives 

The morale and motivation of interviewers and supervisors are important factors in 
response rate outcomes for sample surveys. While the impact of respondent incentives 
has been frequently discussed in the survey research literature, there is little evidence 
of systematic inquiry into the use of incentives for interviewers as a means of 
achieving high response rates. 

Typically, studies resort to interviewer incentives in a haphazard and improvised 
fashion when production levels have tumbled and the study response rate is deemed 
unacceptably low. This plan -of action may not be as desirable or as economical as the 
notion of setting up a planned and carefully crafted incentive plan for interviewers 
from the very start of the project. The experience in the 1992 NMES Feasibilify Study 
with such a plan suggests the desirability of exploring further the manner in which 
interviewer incentives may be manipulated to achieve gains in field response rates and 
efficiency within acceptable budget limits. 

The Feasibi lity Study included a plan for interviewer incentives in order to achieve 
high response rates within the schedule for data colleetion. The project staff and the 
contractor collaborated to come up with a plan that was acceptable to all. The field 
staff wanted a plan that would promote and reward team work as opposed to 
individual performance; thus. the team was defined as the cluster of interviewers 
working in each PSU. 

Realistic response rate levels for two points in time during the round (a specified 
midpoint in the field period, and the end of the round) were defined for each PSU and 
communicated to interviewers at the beginning of each round.· The incentives were 
cash payments (about $25 for each of the time points in a round) paid equally to all 
PSU interviewers provided the PSU had achieved the targeted response rate by the 
specified date. A very modest additional amount of money was paid for increases in ;: 
the response rate beyond the specified minimal rate. 

The bonus plan encouraged interviewers to talk to their fellow PSU interviewers to 
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coordinate the steady flow of work. A weekly memo informed inte~iewers of the 
progress in other areas and the ranking of their own PSU. With very few exceptions, 
the staff in each of the PSUs achieved the response rate goals consistently for a very 
modest investment. 

The benefits of the incentives included: teamwork among the staff at the local 
rsu level; stcndy product ion which 8voided the last minute dislocations and expenses 
typically associated with a late push to increase response rates; and availability of 
qualified staff towards the end of the study to handle difficult assignments in a 
planned fas~ion. 

More systematic research on the use of interviewer bonuses and the performance of 
different bonus plans is desirable, as the strategy appears a cost-effective way of 
obtaining high response rates. 

Remuneration can be a valuable tool for direct interviewer management as well as 
helping interviewers mot1\·ate respondents to panicipare. 

Physicians ore often sun·eyed 10 obtain a ll'fde l'Oriery of medico/ i11formo1ion. The 
high frequency al which physicians ore sun-eyed coupled w/lh 1he problem of "gore 
keepers" probably co111rib11re to 1he low response rates typically achieved m physician 
surveys. However, prepaid incentil•es seem especially ejfecti>'e for this population 
gro11~· '°· JI. Ji. The following three experiences sen•e as examples. 

:t Berry, S. H. and Kanouse, D.E. ( 1987). Physicians response to a mailed survey: 
An experiment in timing of payment. Public Oojn ion Ouanerly, 51, p. 102-114. 

'° Lockhan, D.C. (1991) Mailed surveys to physicians The effect of incenhves 
and length on the return rate. Journal of Pharmpceutical Marketing & Management. 
6(1). p. 107-121 

11 Miz.es, J.S .• Fleece, E.L .• and Roos. C. (1984) Incentives for increasing return 
rates · Magn11ude levels. response bias. and format. Public Opinion Ouanerty. 48, p. 
794-800 . 

12 Berk, M.L., Edwards, S.E. and Gay, N.L (1993) The use of a prepaid 
incenuve to conven nonresponders on a survey of phys1c1ans Evaluauon & The 
Heallh Professions, Vol. 16, l\o. 2, pp 239-245. 
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NATJONAL SURVEY OF DIAGJ:'OSTIC ALLERGY TESTING 

In I 988 a remuneration experiment was conducted33 on a subset of physicians 
selected to participate in the National Survey of Diagnostic Allergy Testing (sponsored 
by the Health Industry Manufacturers Association). 

A sample of physicians was randomly divided into three experimental groups. The 
first group received a $10 incentive with the first mailing. Nonresponders to the initial 
mailing were sent a new questionnaire as well as a Jetter urging them to respond and 
mentioning the SI 0 incentive they had rcc.civcd earl icr. The second group of 
physicians did not receive a monetary incentive with the initial mailing. On the 

. second mailing of the questionnaire, however, they received another letter explaining 
the imponance of the study as well as a SJO prepaid monetary incentive. No mention 
of payment was made to the third group on either the first or second mailing. 

The results indicate the use of a prepaid incentive has a dramatic impact on the 
response to the initial mailing. Fifry-five percent of those physicians receiving a 
prepaid incentive responded to the initial mailing, compared to less than 20% who 
were not told about payment on the initial mailing. Overall, a 63% response rate was 
obtained for Group l physicians (prepaid incentive with the initial mailing), compared 
with only a 50% response rate for Group 2 (prepaid incentive on the first prompt), and 
a 40% rate for Group 3 (no incentive). 

This study concluded that incentives should be used in cases in which its use is 
considered necessary to obtain adequate response rates. Also, while delaying the 
decision to use an incentive until the second wave of mailing enables the .,,.earcher to 
decide whether an adequate response rate is likely to be obtained without payment, the 
incentive is not nearly as effective when used in a follow-up mailing. Because 
obtaining high response rates on physician surveys is difficult, few researchers will be 
able to conclude at study onset that a high response rate can be obtained. The use of a 
prepaid monetary incentive enclosed with the initial questionnaire mailing, therefore, 
appears to be a cost-effective method for improving response rates on physician 
surveys. 

NATJONAL HOSPITAL DJSCHARGE SURVEY 

Most of this paper has dealt with remuneration for individual respondents, but 

J.;• Op cit. Berk et al., Evaluation & the Health Professions, I 993 
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institutions and organizations are sometimes respondents for surveys., and the National 
Hospital Dischaige Survey (NHDS) experience suggests that remuneration is essential 
in some institutional surveys. 

The National Hospital Discharge Survey (NHDS), conducted by NCHS, was first 
fielded in 1964 following the completion of a feasibility study". The NHDS is a 
continuina study designed to provide comprehensive general-purpose statistics on 
morbidity in patients discharged. from the Nation's general and short-stay hospitals. 
The principal source of information for the survey is the medical record in the . 
hospital. The d1110 ore obtained from probability samples of medical records abstracted 
in a sample of general hospitals. Hospitals arc compensated for participation in the 
survey. 

Some hospitals in the sample have automated records, and contract with an abstract 
service. Other hospitals abstract records manually as needed. There are two manual 
data collection procedures: a primary manual procedure 1n which hospital staff 
complete the abstracts, and an alternate procedure in which a Census Bureau 
representative completes the abstracts. Hospitals using the primary manual procedure 
receive an average of $2.40 per abstract submitted; those using the alternate manual 
procedure receive about $1.00 per abstract submitted. Data tapes of uniform abstracts 
covering all discharges for automated hospitals are purchased directly from abstract 
service organizations. The cost of these data ranges from S.003 to S.OSS per 
discharged patient. These discharges are sampled for the survey. All hospitals 
participating in the NHDS arc reimbursed $1.00 per record bian!lually for 
approximately 40 records that are rcabstracted for quality control procedures. 

A large part of the success of the NHDS depends on the willingness of the 
hospitals to perform substantial continuing act1vit1es. Once inducted into the survey, 
hospitals participate for an extended period of ye~rs A substantial amount or'work is 
involved, including sampling the discharge lis1s, pulling and refiling medical records, 
and abstracting approximately 20 records monthly. A feasibility study conducted in 
1963-1964 found that most hospttals expected compensation for their cffon. 

Cost analysis supports the practice of remuneration, panicularly for primary manual 
procedure hospitals For example in Fiscal Year 1992, it cost the NHDS an additional 
average of SJ 2.15 per record 10 have the Census Bureau sample and abstract the data 

"' Brown, A.M., Altman, I and Thompson, DJ. (1966), Participation of Hospitals 
in the Pilot Study of the Hospital Discharge Survey, Vital and Health Statistics. Series 
~. No. 19, U.S. Go\'ernmen1 Printing Office. Washington, D.C. 
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in the alternate procedure hospitals. If the Bureau of-the Census performed this work 
in all the sample hospitals, the cost of the NHDS would be substantially increased. 

The feasibility study found that "While some hospitals indicated they might be 
willing to collaborate in the survey without reimbursement, it was clear that most 
would expect some compensation for their contributions, especially where it was felt 
that overtime work or the employment of additional personnel might be required. The 
... form shown to the [hospital] .administrator ... was quite detailed and implied a fairly 
exhaustive review of the medical record. It contained questions on the characteristics 
of the patient and his .(sic} hospitaliz'1tion, including final diagnoses, operations, 
complications, laboratory tests, therapies, and the like. There were some differences 
about whether payment should be made to the hospital or to the personnel doing the 
work, but most administrators favored payment to the hospital." 

The feasibility study recommended that • ... a uniform policy be· adopted for the 
compensation of hospitals and that fair payment, based on further examination of the 
true cost to the hospitals be made." A subsequent pilot study was used to confirm 
the acceptability of the survey proce.dures , including remuneration, and helped to 
calibrate the payment amounts. 

The NHDS experience illustrates the testing und use of remuneration and their use 
to offset a financial disincentive, improve the acceptance of a government survey, 
provide evidence of the value of participation, and keep expenses down in a survey 
requiring the continuing participation of institutions. 

Summary and Conclusions 

The evidence summarized in this paper shows that remuneration for respondents 
can be an effective technique for raising response rates and data quality when 
otherwise good survey practices are not sufficient. 

More and more in the last decade, policy makers and program ·administrators are 
demanding data that cannot be supplied with a standard survey •• the one-hour cross
sectional interview containing nonsensitive questions is no longer the norm. The 
health surveys reviewed here each have one or more features that do not fit the 
public1$.perception of what a standard survey 1s: some require long interviews (NSFG 
Pretest and NMES), others require the maintenance of records such as diaries (NMES) ! 

or event histories (NSFG); some are panel surveys with repeated interviews (NSFG, 
NHANES Follow-up, NMES); some have sensitive questions (NSFO Pretest, NHSS, 
and YRBS); others use non-home sites (NHANES and the NSFG Pretest); or ask for 
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medical tests (NHANES); or require information or testing that .could be embarrassing 
(NALS, NHANES, and NHSS). 

As interviews get longer and questionnaire content gets more difficult or intrusive, 
and hard to interview sub-populations are surveyed, the need to mot.ivate respondent 
participation grows. We need to provide respondents with concrete evidence of our 
appreciation and the importance of their participation and willingness to provide 
accurate and complete informatil>n. The careful use of remuneration allows us to offer 
people more than the promise that policy makers including Congress will use the data 
to improve their lives. If an advance lener or first personal contact explains that they 
will be compensated, all of the practical evidence reviewed here suggests that 
completing a quality interview at"a reasonable cost is more likely. 

Although most of this paper has dealt with remuneration for. individual respondents 
in households, i1 is important to no1e that institutions. medical professionals. and other 
organizations are frequently respondents for health surveys. The NHDS experience 
suggests that remuneration 1s important in some institutional surveys also. 

The history of remuneration in health surveys as evidenced by the experience 
reviewed here is a successful one. Remuneration has stood the test of time, proving 
successful in controlled experiments, field trials, and long-term implementation For 
relatively little cost, important improvements in response and data quality have been 
gained using remuneration methods. 
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lntrod11ction 

Incentive payment• to •urvey respondents have been used 
extensively for many years as a means of improving eurvey response 
rates (c!. Shuttleworth, 1931), and there is considerable researeh 
evidence supporting the value of compensation for increasing 
cooperation and improving the •peed and quality of response in a 
broad range of data collection efforte (cf. Kulka, 1992; Willimack, 
Petrella, Beebe, and Welk, 1992). In particular, a large number of 
empirical st11dies concerned with increasing response to mail 
questionnaires consistently attests to the effectiveness of 
monetary incentives in increasi.ng mail survey response rates (e.g., 
Al:mstrong, 1975; Church, 1993; Duncan, 1979; Pox, Crask, and Jtim, 
1988; Harvey, 1987; Heberlein and Baumgartner, 1978; Hopkins and 
Gullickaon, 1992; ltanuck and Dere,..on, 1975 ; LinakY, 1975; 
Yammarino, Skinner, and Childers, 1991; Yu and Cooper, 1983). 

Nevertheless, until fairly recently monetary incentives and 
other forms of respondent remuneration have not been used 
extensively in general survey practice, especially in st11dies under 
government sponsorship and large scale academic surveys·-as oppoeed 
to their widespread and common use in commercial or market 
research. In recent years, however, it has become increasingly 
difficult to achieve re1pon1e rates high enough to provide 
statistically valid result•, and remunaration has bocome more 
common . In the United States, Pederal statistical surveys cannot 
employ incentives without explicit authorization from the Office of 
Management and Budget (OHB), and OHB has generally prohibited the 
use of payments to respondents, except under circumstances where 
•substantial need• can be demonstrated. And, interpreting this 
rule on a case-by-case basis--as request:s for the 11Se of incentives 
from Pederal agencies have become increasingly common- ·has made it 
more difficult for OMB to assure consist:ency in t:he applicat:ion of 
t hese guidelines. 

To assist: OMB in developing appropriate principles and 
decision rules governing the use of respondent incentives by 
Pederal agencies, in October, 1992, the Council of Professional 
Atleociations on Federal Statistics (COPAFS) convened a symposium of 
representat i ves of government, business, academic, and research 
organizations to consider the current state of experience, 
resear ch, knowledga, and opinion regarding the uac of euch 
incent ives (COPAFS, 1993). Although it was not expected that the J 
symposium would provide defi nitive answers to the multitude of 
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questions surrounding the uee of incentives, •oMe expected to 
obtain information that would help in preparing guidelines to 
foster greater consistency in reviewing future requests "by Federal 
agencies to use incentives when conducting surveys• (p. l). 

Toward that goal, symposium participants discussed, in part, 
"the kinds of survey sftuations in which incentives have a high 
probability of being effective or necessary• (p. 8), articulating 
•a set of circumstances in which they thought OMB should seriously 
consider an agency'• request to use incentives• (p. 9). Among 
these were a number of situations or circumstances tllat might be 
broadly conceived as Ullder the general rubric of "hard-to-reach 
respondents.• specitically, the list included the use of 
incentives: 

To encourage hard core refusals to respond, especially in 
small subpopulations of interest where response rates are 
often quite low--low enough to raise serious questions 
about the quality of survey data for these 
subpopulations. 

When there is a significant likelihood that a 
•gatekeeper• will prevent the respondent from ever 
receiving the questionnaire or otherwise make it 
difficult to make contact with certain segments of the 
population to conduct an interview. 

When there is a special target population for whOl!I our 
conventional means of motivation or encouragement will 
have little if any chance of working--i.e, where the 
positive forces to cooperate are quite low (e.g., 
prostitutes, the homeless, the disenfranchised). 

If the target population is a small group that is often 
surveyed, such that a particular respondent is likely to 
be sampled frequently for one survey or another (e.g., 
physicians, CBO's, un.iversity deans). 

If the population is a control group in a program 
evaluation or experiment in which it is imperative eo 
achieve and maintain an adequate response rate in the 
control group sample if the integrity of the study is to 
be maintained. 

More generally, one of five potential OMB incentive policies 
suggested for consideration in nonstandard survey situations was 
that incentives •be considered if the respondent incurred out-of
pocket cost; or if the survey was too intrusive; or the survey was 
aimed at a hard-to-reach population [emphasis added]• (COPAPS, 
1993, p. 12). Overa.ll, most of those present felt that: 
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hard-to-reach really meant bard-to-interview [emph&•i• added). 
Thia category could include those vho are ~ to encourage to 
cooperate, and therefore initially retuae. In such eaeee, 
incentivee might be effective. [However), participants felt 
that incentives would not be effective for thoee who are hard 
to find. 

Participant• also included in the hard-to-interview category 
those who are difficult to reach by mail, thoee who must be 
kept in a eample (such a• members of a control group), and 
those disenfranchised from society. (p. 12). 

Based on this broad conception, the focus of thie paper is 
explicitly on the use of incentive• to survey hard-to-reach 
reepondents, in contrast, tor example, to the use of reepondent 
incentives ae a reimbureement for out-of-pocket expen•e11, ae a 
payment to reapondente for their time and effort in participating 
in a 11urvey, or to compensate reepondent.11 for carrying out eurvey 
t&aka that entail unusual demand• , i.e., those which are eepecially 
burdeneome or 1ni:rus1ve or may put the respondent at riek. In 
princi ple, to the extent that •bard-to-reach• is viewed as 
synonymous with "hard-to-survey,• thie focus ie quite broad, in 
tha t encouraging those who might otherwise bo reluctaAt to 
cooperate with a given survey to indeed do so i•, in eseence, the 
b&eic intent of the vast majority of 11urveys that choo•e to provide 
remuneration to survey respondents as part of their design. 

However, incentives provided to etimulate survey reeponee are 
rarely given only to initial or hard-core refusale, and eeveral 
important questions regarding the uee of incentivee to encourage 
response may be addressed by focusing on this particular uee of 
remuneration (cf. COPAPS, 1993). These include: 

Are there indeed specific target population& who are 
routinely offered remuneration i;o participate in surveys 
by most or all survey organizations because they are 
regarded as especi ally difficult to eurvey? 

Whi le respondent incentives may increase cooperation 
among initial refusal11, are they really effective with 
hard-core refusals and the truly difficult or impoeeible 
to interview populations? 

Are incentives effective only for certain target 
populations or subpopulations or more effective for 
ceri:ain population subgroups than for othere (i.e., are 
the effects of incentives differeni: for different 
population subgroupe)? 

Are incentivf!I! really "ff.,etive in getting past 
•gatekeepers,• either for certain profe1111ionals (e.g . , 
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pbyeici&DJ1) or other difficult-to-survey eul:>groupe of the 
general population? · 

Are incentive• indeed of little use in locating and 
. interviewing hard- to-find cases? 

Should consideration be given to paying some, but not all 
respondents to a given survey? 

Should all reepondents be paid the ea.me incentive, or 
should coneideration be given to different levels or 
types of remuneration for different respondent•? 

To seek possible answer• to theee and some other related questions, 
we conducted a focueed review of the current research literature on 
the use of incentives, with particular attention to their uee with 
hard-to-reach populations, broadly defined-

~. current aeeearcll Practice 

However, because we anticipated that empirical evidence 
beari.ng on IZlllllY of thcoc qucotions would likely be quite sparoe, we 
also sought input from individuals at most of the government, 
business, academic, and research organizations repreeented at the 
COPAPS symposium in October 1992, along with a few others. to 
••certain the current state of survey research practice with regard 
to the use of incentive• to eurvey hard-to-reach populations. In 
addition to providing citations or references to any paper• or 
publications related to thi• topic, each organization wae asked to 
provide infonnation on any recent surveys ' they had conducted with 
such populations, indicating when they had or had not used 
incentives. and a l!lenl!le of their general organi:zational policies or 
conventions regarding the use of . · incentives under such 
circumstances. Prior to describing some of the evidence available 
from the research literature that bears on the questions raised 
al)ove, it will be useful to eumn&rize current practice in this area 
as described by these organizations. 

Not surprising, the vaet majority of these organizations 
routinely conduct surveys with hard-to-reach respondents under our 
broad definition. As noted by one organizational respondent, 
virtually every survey encounters and must deal with hard core 
refusals, but more specific categories of respondente designated by 
responding organizations as hard-to-reach are: 

(1) the economically <lisadvaneaged (e.g., lower income or 
lower socioeconomic status (SES) populations, welfare 
recipients or applicants, the homeless); 
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(2) the educationaJ.l.y disadvantaged (e.g., the leas educated, 
high school dropouts, those vith lov literacy levels, the 
mental.ly ret.arded) ; 

(3) minority populations (e.g., African Americana, Hiepanic.e, 
disadvantaged minorities, impoverished urban minorities); 

(4) adolescents, youth, and young adults (e.g.. youth in 
general, minority youth, young black males, teen mothers, 
the young and mobile); 

(5) drug users and those with special heatth problems (e.g., 
current or former drug users, drug abusers, cocaine 
users, diabetics~ those with asthma); 

(6) frequently surveyed professional. or elite populations 
(e.g., physicians, nurses, CBO's, teachers, college and 
university faculty, both very small and very large farm 
operations); and 

(7) transients and persons vho wish not to be found for legal 
or other reasona (e.g., highl.y mobile and transient 
populations, runaway youth, absent parents owing child 
support, those defaulting on student loans) . 

Not only do these categories overlap a great deal, but also, 
in almost every case, incentives have been used in surveys of these · 
populations to increase response rates by at least one 
organization, and quite often by many. For example, the use of 
(generally substantial) incentives in surveys of physicians is a 
standard practice in virtually all of these organizations. It is 
also the case, however. that recent eurveye have been conducted 
with most of these subpopulations in which no incentives were used, 
including .a few surveys of physicians. 

Although most of the organizations queried feel that 
respondent incentives are generally effective in increasing 
response rates among these hard-to-reach target populationa, very 
few controlled or randomized experiments have been conducted to 
demonstrate empirically the efficacy of incentives in improving 
response rates under such circumstances. Not surprisingly, the use 
of incentives in surveys conducted by or for Federal statistical 
agencies· -which require OMB approval for providing respondent 
incentives· ·is somewhat more likely to be based on such empirical 
evidence than their use in surveys conducted by commercial, 
a c ademic or private research tirms unoer other auspices. 

Even in the absence of such controlled experiments, several of 
thesP survey research prof eaaionale and firms believe that 
respondent incentives are an important overall tool in their 
arsenal for d.ealing with hard-to-interview survey populations, ·and 
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their experiences with such incentives bear on at least three of 
the basic issues raised earlier regarding the use of incentives 
with such populations. Pirst, although many participants at the 
COPAPS (1993) symposium felt that incentives Jllight not be effective 
in locating those . who are hard-to-find, several of these 
organizations report experiences that suggest that paying 
respondents makes contacting and locating easier, less expensive 
and more effective, since contact individuals are more willing to 
convey messages and provide new ·address and telephone numbers for 
sample members when interviewers are able to mention that they have 
a monetary incentive for the respondent. Silllilarly, others cite 
experiences suggesting the efficacy of respondent incentives in 
•opening the aoor• or getting p1u1t •gatekeepers, • - -i.e., in helping 
gjl.in access to the respondent- -because nurses.. receptionists, 
relatives, friends and other •gatekeepers• are apparently more 
reluctant to restrict or deny access to a potential respondent when 
a monetary incentive is involved. · 

Third, although several of those responding to our inquiry 
expressed some ambivalence regarding this practice, a number of 
surveys have .been conducted which provide incentives either to some 
.but not all respondents, or different levels of remuneration to 
respondents in the some survey. rn oome cases, the•e different 
incentive levels (including no incentive) reflect different levels 
of .burden, effort or risk for different respondents, .but it is also 
not uncommon to offer incentives only to sample members for whom 
one is having difficulty getting them to respond--i.e., to do the 
survey without routine remuneration, .but then use monetary 
incentives to try to convert refusals. Alternatively, in a survey 
providing incentives at a given level, interviewers Jllight .be 
perlllitted to offer increasingly larger amounts to convert 
increasingly hard-core refusals, to persuade extremely hard-to
eonvince eases to indeed cooperate. 

Although these conditional incentive approaches can .be quite 
cost effective, paying uncooperative sample members when 
cooperative respondents are not paid, or paying especially 
reluctant or difficult sample members more than those who cooperate 
more readily, violates our sense of fairness or equity. However, 
the selective or strategic use of remuneration to convert hard-core 
refusals and achieve higher or very high response rates is--though 
relatively rare and practiced with some reluctance--very much a 
part of current research practice with regard to the use of 
incentives to survey hard-to-reach respondents. 

3. A Brief ~ev1ew of the Literature 

Having .briefly summarized the current s tate of practice in 
this araa, let us now explore what, if anything, the currant 
research literature can tell us regarding the use of respondent 
incentives with difficult-to-survey populations or sample members. 
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3.1 '1'he l7•• of Zncentive• in Surveya--A Summary 

As a background for that analysis, it is important to consider 
lllODleiltarily what we know (or thillk that we know) about the use of 
respondent incentives in general (cf. Kulka, 1992, Willi.mack et al. 
1992). As noted earlier, few today would question the gene.ral 
assertion that a monetary incentive enclosed with a mail 
queetionnaire ·will serve to increase response rates. Hundreds of 
studies have been conducted, and review after review--both 
qualitative and quantitative--concludee that the importance of 
financial incentives is •second only• (perhaps) to the use of 
follow-up mailings or prOl)!PtB in improving response rates (cf·. 
Dillman, l.991). Moreover, the literature rather overwhelmingly 
supports the predominant effectiveness of prepaid as opt>oeed to 
promised incentives (e.g., Armstrong, 1975; Berk, Mathiowetz, Ward 
and White, 1987; Berry and Kanouee, 1987; Blumberg, Fuller, and 
Hare, 1974; Church, 1993; Furse and Stewart, 1982; Hopkins and 
Gullickson, 1992; James and Bolstein, 1992; Kanuck and Berenson, 
1975; Linsky, 1975; Peck and Dresch, 1981; Skinner, Ferrell, and 
Pride, 1984; wotrut>a; l.966; YU and cooper, J.983). Tb.at is, 
incentives appear to be most effective in inducing survey response 
when they are paid in advance- -at the time that the respondent• a 
cooperation i11 initially 11olicited--rather thai1 offered conditional 
on and paid subsequent to respondent cooperation, even when the 
promised or conditional incentive is greater than the amount 
prepaid (cf. Linsky, 1975; Jamee and Boletein, 1992). 

The use of monetary incentives to increase response rates for 
telephone and personal interview surveys bas received far lees 
research attention, although the results of several studies are 
consistent with those derived from mail surveys. overall, however, 
the conditions under which a monetary incentive will be effective 
or ineffective under these survey modes appear to be less general. 
Based on this more limited research literature, the greatest 
potential effectiveness of monetary incentives appears to be in 
surveys that place unusual . demands upon the respondent, require 
continued cooperation over an extended period of time, or when the 
positive forces on respondents to cooperate are fairly low (cf. 
Cannell and Fowler, 1977). 

In addition to a potential beneficial impact on response 
rates, the research literature suggests that incentives may have a 
beneficial impact on data quality as well. At least two theories 
suggest the opposite--a detrimental effect. of remuneration on data 
quality: 

(l) a concept based on •social desirability• theory (Csnnell 
and Henson, 1974; Weiss, 1975) that suggests monetary 
inducements will increase the tendency of participants to 
try to pl.,ase the intervi ewer by providing what ·the 
respondent believes is the desired or •correct• answer; 
and 
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(2) a · •self-perception• model that argues that the 
introduction of financial. incentives acts aa an external 
motivator, thereby reducing the degree of internal 
motivation (i.e., the subject's interest or desire to 
participate), decreasing the degree or quality of 
compliance (i.e., quality of response), while increasing 
the rate of compliance or cooperation (cf. Hansen, 1980). 

While relatively 'little empirical evidence has been found in 
support of either of these two models (see, however, Hansen, 1980; 
James and Bolstein, 1990), the preponderance of evidence reported 
to date (e.g., Berk et al., 1987; Cowan, 1977; Ferber and Sudman, 
1974; Godwin, 1979; Goetz, Tyler, and Cook, 1984; Houston and Ford, 
1976; James and Bolstein, 1990; ~erachsky and Mallar, 1981; 
McDaniel and Rao, 1980; Sudma.n and Ferber, 1974) is more consistent 
with a theory based on •social exchange,• which posit.s that the 
offer of monetary incentives induces a greater commitment to the 
survey task among respondents, which. in turn results in better data 
quality from survey respondents. 

With regard to incentive size, the research literature .is 
significantly less helpful, since the majority of studies have 
investigated the effects of incentives of $1 or less (e.g., 
Armstrong, 1975; Fox et al., 1988; James and Bolstein, 1992; Jobber 
and Saunders, 1988; Kanuck and Berenson, 1975; Linsky, 1975; 
Yammarino et al., 1991: Yu and Cooper, 1983). and few studies have 
successfully demonstrated the effectiveness of very large monetary 
i 0centives (e.g . , Berry and Kanouse, 1987; Gunn and Rhodes, 1981; 
James and Bolstein, 1992). At both extremes, there is some 
evidence that increasing the size of monetary incentive will result 
in increases in survey response and/or quality (e.g, Armstrong, 
1975; Findlay and Schaible, 1990; Fox et al. , 1998; Furse and 
Stewart, 1982; Godwin, 1979: Gunn and Rhodoa, 1981: Hubbard and 
Little, 1989a, 1989b; James and Bolstein, 1990, 1992), but there is 
also rather consistent evidence that this benefit may rather 
quickly reach "diminishing returns,• whereby larger incentives no 
l onger result in appreciable increases i .n survey response (e. g . , 
Armstrong, 1974; Fox et al., 1988; Godwin, 1979; Hubbard and 
~ittle, 1988b; James and Bolstein, 1992; Mizee, Fleece, and Roos, 
1984 ) . 

Overall , why payments are effective in improving response 
r ates is not currently very well understood. Some believe that 
•payment works in increasing response rates through 
motivating and supporting the interviewer [emphasis added] in his 
[or her) approach to the respondent' (Weinberg, 1973, p. 480), 
while others view •incentives . . . as impressing upon the survey 
respondent [emphasis added] the importance of the task" (Goetz et 
al. 1984:149; Berry and ~ouse, 1987). Still others have 
auggcotcd t~t the predominant motivating power of an incentive io 
not its monetary value, but rather its symbolic, or •token• value 
(e.g . , Linsky, 1975). 
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In turn, two basic cluses of theories have been referenced to 
expla.in. why incentives may increase survey participation (cf. 
Willimack et al. , 1992) . The first is based on the principle of 
• reciprocation• (Groves , Cialdini, and Couper, 1992): 

Bvery human society abides by a .norm o:f reciproc.tey [emphasis 
added} that directs individuals to provide to others the 
general form of behavior that they have received from others 
(Gouldner, 1960). • • • [Based on] the reciprocity heuristic. • 
. • . one should be more willing to COl!lply with a request to 
the extent that the c0111pliance constitutes the repayment of a 
perceived gift, favor, or concession. ·(p.480) 

Thus, by providing an incentive as an unsolicited gift (e.g., a 
prepaid incentive), one invokes the norm of reciprocity among 
respondents, who can •reciprocate • by participating in the survey. 

Closely related to the concept of a •norm of reciprocity• (and 
in the same basic class) are theories of •cognitive dissonance• and 
•social exchange.• Under the former, it is postulated that the 
inclusion of a prepaid token incentive with a request for survey 
participation creates psychological dissonance, which is most 
•aaily resolved by conacnting to in fact participate (cf. Purse and 
Stewart, 1982, 1984; Hackler and Bourgette, 1973). 

As articulated by Dillman (1978), •social exchange• theory. 
which emphasizes the perceived costs and rewards of responding to 
a survey, suggests that, in order to maximize survey response, one 
must •minimize the costs for responding, maximize the rewards for 
doing so, and establish trust that those rewards will be delivered" 
(Dillman, 1978, p . 12). Rather than serving as a reward for survey 
participation, the use of an incentive serves as •a symbol of 
trust,• a major factor necessa.ry for social cxehll.ngo to 
successfully occur. Consistent with 'this notion is research 
evi dence showing that 

i ncreasing the size of an incentive does not always increase 
response, and in fact may tend to decrease it, and that 
including it with the appeal [a prepaid incentive) is more 
effective than promising to send it on return of the 
questionnaire. The closer the monetary incentive comes to the 
value of the service performed, the more the transaction tends 
to move i .nto the realm of economic exchange [in which money 
serves as a precise measure of the worth or value of one's 
actions) and the easier it becomes for people to refuse it. 
(Dillman, 1978, p. 16) 

In general, smaller, prepaid incentives appear to invoke 
social exchange or the norm of reciprocity, while larger promised 
or conditional. incentive• are more likel y to invoke ec:o.aom.ic 
exchange, which represents the second basic class of theories on 
how ince.ntives serve to increase survey participation, i.e., by 
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literally paying respondent• for the time and effort required to 
provide the info:cmation requested. tnlder this model, remuneration 
represents reimbursement for survey cooperation (cf. Cohen, Walden, 
and Ward, 1992), i.e., compensation to respondents for their time 
and effort in participating in the survey, rather than an 
•incentive,• •gift, • or •gesture of goodwill• too small to be . 
considered equitable payment or exchange for respondents•· time. 

In this regard, Cannell and Henson (1974) emphasize that, 
since respondents rarely share the goals of a survey, they do not 
consider participation as a means of advancing their own, per~onal 
goals, and are thereby generally unmo_tivated to perform the survey 
task . An incentive, in the fo:cm of a payment, may serve to provide 
a personal goal which motivates participation in a survey. To be 
effective, the amount of money offered must be large enough .to be 
worth working for· -i.e., the va1ue of the incentive should be 
commensurate with the task and/or time sacrificed by the 
respondent··but not extravagant , because, if individuals perceive 
that they are overcompensated, the effects on participation may 
actually be negative (Cannell and Henson, 1974; Groves, 1989). 

overall, the preponderance of research evidence appears to 
favor the concepts of social exchange or reciprocity as a basis for 
the effectiveness of incentives, although with the advent of 
increasingly more complex surveys and the use of larger incentives, 
a significant body of evidence consistent with the tenets of 
economic exchange is also accumulating, lllllch of it in relation to 
surveys of apparently hard-to-reach or hard-to-interview 
populations, to which we now turn our full attention. 

3.2 Hard- to-Reach Target Population~ 

Althoug.h at least seven different categories of respondents 
were identified by survey practitioners as •hard-to-reach,• 
research on the effects of respondent incentives has focused 
directly on only a few of these--frequently surveyed professional 
and elite populations, adolescents and young adults, and the 
disadvantaged--and the relative coverage of even these three broad 
populations in that regard. is quite uneven. 

' 
By •focusing directly• I mean that t .he subjects for 

experimentation with incentives are drawn largely or entirely from 
one of these target populations. A number of these studies include 
one or more of these subgroups as a component of the population 
surveyed, and such subgroups may or may not have responded 
differently to incentives than other groups represented in the 
sample, but the issue of the differential effectiveness of 
incentives among those hard-to-survey will be dealt with in a 
separate section. 

Studies on the use of incentives with professional and elite 
populations- - especially physicians- -are legion. Physicians are 
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widely believed to be an especially difficult population from which 
to collect •urvey data (Sudman, 1985), , since they .•are frequently 
approached for surveys, the demands on their time are great, and 
their office staff• are vigilant i n protecting them• (Berry and 
Jeanouse, 1987, pp. 102 - 103). PhysiciaJlJI' reluctance to participate 
in surveys is a growing problem for researchers (cf. Berk, 1985), 
with the American Medical Association (»Q) warning that 
•physicians are becoming weary and -ry of surveys• (Martin, 1984), 
while the responae rates to even their own surveys have decl i ned 
precipitously (Goooman and Jensen, 1981) • 

Both prei;>aid (Berk, Edwards, and Gay, 1993; Berry and Jtanouse, 
19871 Lockhart, 19911 Mimes, Plcceo, and Roos, 1984) and promised 
(Gunn and Rhodes, 1981; Weber, Wycoff, and Adamson, 1982; Tambor, 
Chase, Paden, Geller, Hofman, and Holtzman, 1993) monetary 
incentives have been shown to significantly improve response rates 
in surveys of physiciaJlJI, whether conducted by mail, telephone or 
in per.on. Per example, Gunn and Rhodes (1981) conducted an 
experiment to determine the effectiveness of paying monetary 
incenLivea to physicians for their participation in a 20-30 minute 
telephone interview on attitudes to-rd influenza immunization. 
Physicians were systematically assigned to one of three subsamples 
designated to receive no incentive , $25, or $50. Study findings 
revealed a 58 percent response rate for the group offered no 
incentive, 69 percent for those premised $25, and 77 percent for 
those offered $50. In a personal interview survey conducted by 
Wel)er and his colleagues (1982) the same range of incentive 
conditions resulted in respons~ rates of 38, 67, and 73 percent, 
respectively . 

Berry and Kanouse (1987) C0111P&red the relative effectiveness 
of a prepaid and a promised incentive of $20 in a mail survey of 
physician.a, obtaining a 78 percent response rate for the prepaid 
incentive group and a 66 percent rate .for those paid only after 
they completed the survey. Mizee, Fleece, and Roos (1984 ) 
demonstrated the effectiveness of even a relatively small prepaid 
incentive in a brief mail survey of pnysicians, obtaining a 
response rate of 74 percent with either a $1 or $5 prepayment in 
comparison with 53 percent when no payment -s provided. In a 
survey of 600 physicians from three specialty groups, LOc;kbart 
(1991) achieved a 57 percent response rate using a $20 prepaid 
incenti ve, compared with only 13 percent in a no incentive control 
group. More recently, Berk, Edwards and Gay (1993) confirmed the 
effectiveness of a prepaid incentive of $10 in a mail survey of 
physicians, achieving a response rate of 63 percent for those 
receiving the incentive with an initial mailing in comparison with 
40 percent for the no incentive group. 

The relative effectiveness of both large and small monetary 
incentives in improving response rate11. AP•ed. and/or qual.ity among 
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other professional and elite populations haa also been demonstrated 
empirically, incluil:ing.: . . 

(a) international elites, ranging from university professors 
to cabinet ministers (Godwin, 1979) ; 

(bl nurses (e.g., ·Kephart and Bressler, 1958); 

(cl librarians (Hopkins, Hopkins, and Schon, 1988); 

(d) various profesaionals sul:lscribing to a magazine dealing 
with alcohol and drug use problems (Goodstadt, Chung, 
Kronitz, and Cook, 1977); 

CeJ owners of Slllall construction s\ll>contracting companies 
(James and Bolstein, 1992); 

(f) 

(g) 

(h) 

community elites (Paolillo and Lorenzi, 1984); 

business executives (Erdos and ·Morgan, 1983; Robin and 
Walters, 1976); and 

farmers (Willimack, 1993). 

However, some of these studies were poorly designed and/or 
obtained very low reeponee ratea eve:n with incentives, and there 
are other studies where incentives used with professionals were 
either ineffective (e.g., Cook, Schoeps, and Kim, 1985; Abraham and 
Johnson. 1993) or resulted in poorer response rates or quality than 
when no incentives were provided (e.g., Hansen, 1980) . Por 
example, in the 1992 field test for a national survey of college 
and university faculty (Abraham and Johnson, 1993), three incentive 
conditions were used, including one monetary (a prepaid $2 bill); 
only the monetary incentive approached statistical significance in 
improving the response rate over no incentive (87 versus 79 
percent). and this was not regarded as strong evidence of the 
efficacy of incentives with that particular professional 
population. In fact, the main survey, fielded without incentives, 
achieved an overall response rate of 87 percent (Abraham, 1994). 

A second category of respondents which many nominate as hard
to-reach are adolescents, youth, and young adults. While there is 
less empirical evidence available with regard to these target 
populations, the results that are available are consistent with the 
assumption that incentives can be quite effective in stimulating 
survey cooperation among them. For example, a recent investigation 
conducted for NCHS by the Survey Research Center at the University 
of Michigan (Cannell and camburn, 1991) studied the effects of 
respondent payments of $20 on the willingness of youth 12 - 20 to 
participate in the Youth Risk Behavior Surveillance System (YRBS) 
and on their motivation to answer YRBS questions as accurately and 
truthfully as possible. The results of this research indicated 
th.:tt pnying respondents increased participation rates (from 79 to 
90 percent), reduced parental consent refusal rates (thereby 
a.ssisting in getting by an important •gatekeeper), aided 
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inttKViewer• in converting refu•al•, increa•ed respondent•' 
perceptions of. the importance of the •ur.vey, and ""y have improved 
the accuracy and honesty of responses. 

The authors •uggest that these youth represent the classic 
hard-to-interview respondent, in that the positive forces for them 
to respond and respond accurately to the YRBS are in fact quite 
low. •Young people had a low interest in this survey, and saw no 
compelling reason for responding honestly or being diligent in the 
task of answering the survey questions• (cannell and C&mburn, 1991, 
p. 1). Moreover, 

respondents could see no compelling reason to be diligent in 
answering survey questions. Participants in group interviews 
voiced skepticism about any benefits that may accrue fran 
participating in surveys. Therefore, techniques typically 
used wi th adult respondents to encourage participation and 
more accurate reporting, such as appealing to their 
obligations as citizens [civic duty] or emphasizing the 
societal neneti ts likely to come from the survey, may be 
unproductive with youthful respondents. Therefore, some 
different ways of motivating respondent participation and 
accurate reporting o.rc needed. (c:annell and Camburn, 1991, p. 
11) 

This is consistent, of course, with cannell and Hsnson•s (1974) 
earlier suggestion that this is precisely the role that a 
respondent incentive might play, i.e. , providing a personal goal 
which motivates participation in a survey. 

Similarly, student• and former students have traditionally 
been difficult to survey. Por example, •postsecondary students who 
have little motivation to participate in ... research and have 
trad.itionally been difficult to survey include thoae who fail to 
complete the application process, those who are admitted but do not 
register for classes, d.ropouts, and alumni• (Zusman and Duby, 1987, 
p. 73). Thus, in a mail survey of undergraduate transfer students 
who subsequent ly withdrew, · Zusman and Duby (1987) found that a 
prepaid incentive of $1 increased cooperation by nearly 20 
percentage points. In an earlier study of the use of incentives 
with a postsecondary student su.rvey, Huck and Gleason (1974) found 
that the response rate could be increased fran 65 to 92 percent 
with the provision of an incentive. Peck and Dresch (1981) found 
that a prepaid $3 incentive with a l~ hour mail survey of men and 
women three years after they completed high school yielded a 
response rate of 76 percent, compared with a 68 percent response 
rate for those promiaed a similar payment, and 54 percent among 
those who were offered no payment at all. Similarly, in a one-year 
follow -up mail survey of vocational-technical school graduates, 
Pucel, Nelson, and Wheeler (1971) found th<>t the u•e of """1tiple 
nonmonetary incentives increased response rates by over 20 
percentage points relative to a no incentive control group. 
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In contra.t, in the 1992 Postcensal. pretest for the NSP's 1993 
National Survey of College Gradu,ates, a -il survey with telephone 
and in person follow-ups, Mooney, Giesbrecht, and Shettle (1993) 
found that a $5 incentive with the initial -iling significantly 
increased response rates after two -ilings by 11 percentage 
points, but, after m&il and telephone follow-up, this difference 
was reduced to only 2 percent. In addition to increasing speed of 
response, however, those provided an incentive were significantly 
more willing to provide telephone numbers and names of contact 
persons, thereby reducing the effort required for future locating 
in this longitudinal study. In yet another incentive experiment 
conducted in connection with the National Assessment of Educational 
Progress (NAEP) householCI survey - -i.n which young adu1t11 26-35 were 
asked to complete a series of tests- -Cbromy and Horvitz (1978) 
demonstrated the effec.tiveness of a vari.able incentive procedure 
(no incentive for one package, $10 for two, $15 for three, four for 
$20) in increasing the overall response rate from 70 .5 percent 
(with no incentive) to 83.3 percent, a rate which was maintained in 
subsequent years by adopting this procedure. 

Perhaps the respondent categories most commonly mentioned as 
hard-to-reach or hard-to-interview are the educationally or 
economically disadvantaged and minorities. However, there is very 
little experimental evidence available attesting to the efficacy of 
respondent incentives based specifically on these target 
populations. One of the classic examples in fact overlaps our 
previous category, dealing as it does with disadvantaged youth. In 
that study (Kerachsky and Mallar, 1981), a $5 payment per interview 
was offered to a randomly selected portion of a national 
probability sample panel of 5,800 economically disadvantaged youth 
for three waves of interviewing, conducted in conjunction with an 
evaluation of the economic impact of the Job Corps program. •Youth 
in the age range of Corpemembere "( 16 to 21) and with their 
economically disadvantaged backgrounds are generally very mobile 
and hard to locate (and interview]• (Kerachsky and Mallar, 1981, p. 
263) . 

The researchers were able to verify the effectiveness of these 
respondent payments for improving both the quantity (search 
efficacy and interview completions) and quality (e.g., item 
nonresponse) of responses. After one or two interviews, the 
s tudy ' s ability to locate potential respondents and obtain data 
f rom those who were located deteriorated in the absence of monetary 
incentives, but not when sample members were offered the $5 payment 
per interview. In addition, payment i nfl uenced the willingness of 
sample members to return postcards from advance letters, thereby 
reducing the cost of locating respondents for follow-up intervi ews. 
Significant reductions in item nonresponse associated with these 
payments were most pronounced at baseline and declined over time. 
More generally, the overall effectiveness of respondent incentivco 
in i ncreasi ng response rates and quality in studies that 
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overrepresent the poor and minority population11 bas also been 
demon11trated (e.g, Berk st al., 1987). 

While studies of the effectiveness of incentives that focus 
· directly on low income, minority, and disadvantaged populations are 
quite rare, those that address the more specific question of 
whether respondent incentives are more effective in improving 
cooperation among such target populations than the more affluent 
and advantaged·are considerably more comru>n. Thie question i&1 part 
of a more general one--are incentives more effective for certain 
population subgroups than for others?--to vhich we now turn our 
attention. 

3.3 Differential Sffect• of lllcentives by Target Popu.lation 

Restating our original question on this issue: 
Are incentives effective only for certain target population• 
or subpopulations or are they more effective for certain 
population subgroups than for others (i.e., are the effect• of 
incentives different for different population subgroups)? 

At the moat general level, a few of the quantitative reviews of the 
research literature on techniques designed to enhance mail survey 
response rates have addressed this i ssue. Yanmarino and hie 
colleagues (1991) found, for example, that aasociationa between 
incentives and response rates •were stati stically aignific:ant but 
derived from more than one population; that is, the relationships 
are situation specific and there is a need to examine potential 
moderators • (p. 627), other than year of publication and (a crude 
measure of the) type of sample (consumer veraus institutional 
groups), the two moderators included in the study, vhich wer e not 
statistically significant. xn contras t, neither Church (1993) nor 
Hopkins and Gullickson (1992) found significant differences in the 
effectiveness of incentives by target population (general, 
students, technical, business, and medical) or population type 
(professional, general, or semiprofessional) , respectivel y . 

However, a more detailed examination of respondent populations 
reveals a significant amount of variation in responsiveness to 
respondent incentives. For example, in an experiment recently 
reported by Wi llimacl< (1993) in connection with the 1992 Fann Coats 
and Returns Survey (PCRS) , a prepaid nonmonetary incentive 
increased the overall response rate from 58 to 63 percent, but the 
incentive proved to be most effective in the smallest and largest 
classes of farm operations, increases of 17 and 12 percentage 
points, respectively. 

Similarly, several studies of physicians have found 
significant differences by specialty in the effectiveness of 
incenti ves in i n.craaaing survey cooperation. Not: i ng that: ditrerent 

• 

populat ions are more receptive to certain incentives than others, ' 
Erdos and Morgan (1983) reported that doctors in nine specialties 
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· of medicine responded well to a 25¢' · incentive, whereas 
psychiatrists required a $1 incentive. In the study cited earlier 
by Gunn and Rhodes (1981), response rates ·varied considerably 
across specialties: pediatricians and industrial physicians had 
high rates regardle.ss of payment category ($0-$25-$5~), but general 
and family physicians were very sensitive to payment--37 percent 
responded with no payment and 64 percent with $50. In the Lockhart 
(1991) study, the impact of incentives on general and family 
practitioners and physicians specializing in internal medicine was 
substantially greater than that observed among diabetes 
specialists, presumably because the topic of the survey- -blood 
glucose monitoring- -was especially salient to the latter. In 
contrast, in Berry and Jtanouse•s (i987) investigation of prepaid 
versus promised incentives, prepayment, was ef.fective with all nine · 
specialties (statistically significant in four), except for 
oncologists, whose overall response rate was exceptionally high. 

While it is comnonly assumed that monetary incentives are more 
effective in increasing response rates among less educated, lower 
income respondents than among more eC1ucateC1, miC1C1le- or upper
income persons or households, research findings are in fact 
somewhat mixed regarding the effect of incentives on response rates 
for groups differing in socioeeon"Omie etl>tua. Por 0X4D1ple, baeed on 
the early mail survey literature, Kanuk and Berenson (1975) cite 
several studies that failed to show that low income people were 
more likely to respond to monetary incentives than were people with 
higher incomes. In the 1971 National Health ·and Nutrition 
Examination Survey (NHANBS I; Miller, Kennedy, and Bryant, 1972; 
Bryant, Kovar, and Miller, 1975), a $10 incentive increased 
examination cooperation rates relative to no incentive from 70 to 
82 percent, but, contrary to expectations, the effect of the 
promised incentive did not increase as income level decreased. In 
a parallel remuneration experiment conducted in connection with the 
second survey (NHANBS II) in this series (Findlay and Schaible, 
1980), boosting the incentive from $10 -to $20 increased the overall 
response rate from 74 to 79 percent, and the increased renruneration 
was more successful among whites than blacks, but there were no 
differences by income level. Goetz and his associates (1984) also 
found no difference in the effectiveness of incentives by 
education, race (cf. Dohrenwend, 1970), and income. 

In contrast, in a nonexperimental comparison, Benus and 
Ackennan (1971) found that response rates for all major segments of 
the population were better in a panel where sample ltlelllbers were 
paid than a comparable panel where sample members were not paid, 
and they were disproportionately better among low income 
responciem:s. Similarly, using nonmonetary incentives in a mail 
survey, Nederhof (1983) found that incentives produced a 
disproportionately larger percentage of respondents from lower 
<iducational and occupational etrata. Though modeet, Jameu and 
Bolstein (1990) found a similar pattern of relationships for level 
of education and income with various monetary incentives in their 
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mail eurvey of cable television eubecribers. Perber and Sudman 
(1974) aleo found that monetary incentives were indeed more 
effective in soliciting cooperation from lower income families than 
high incane households, but such differential effects by education 
or incane level have not been coneietently observed in conewner 
expenditure studies (cf. Perber, 1974; Cowan, 1977). 

In a widely cited but poorly designed study, Gelb (1975) 
reported a significant difference in the response of lower-class f 
and middle-class respondents to a conditional versus an immediate 
incentive to return a questionnaire, with middle-class recipients 
responding better to a prepaid and lower-clue recipients to a 
prcmiaed incent:ive. More recently, Goyder (1990) reported a 
similar statistical interaction between socioeconomic statue (SES) 
and size and type of incentive, whereby higher SBS sample members 
were more likely to respond to no incentive or a prepaid $1 
incentive, while lower SBS sample members were more likely to 
respond to a post-paid $10 incentive than high SES sample members. 

A more rigoroua eest of the differential effectiveness of 
monetary incentives by socioeconomic status was conducted in . 
connection with a field test of 2,000 adults 16 and older for the 
National AduJ.t Literacy Surv@y (HALS), a personal. interview survey 
designed to measure one's ability to use printed and written 
materia1 (Berlin, Moh.adj er, Wakeberg , ltolstad, lirach, Rock, and 
Yamamoto, 1992). Aeeessing the impact of incentives of SO, $20, 
and $35, a significant increase -• found in response rates in the 
two incentive groups (81 and 83 percent, respectively) over the •no 
incentive• group (73 percent), but no significant difference by 
incentive level. Of particular importance to the current 
discussion, they found that incentives we.re moat effective in 
improving response ratee for people with low educational attainment 
and minority populations. When a monetary incQntive waa paid, 
significanely more black and Rispanic adults agreed to take both 
the background questionnaire and literacy teat than when no 
incentive was offered, and similar results were observed for adults 
with lower levels ot education. Similarly, in a recent pretest 
for Cycle V of the National Survey of Pamily Growth (NSFGl, a 
survey of W0111en of childbearing age with an oversample of black and 
Hispanic women, a $20 incentive resulted in an overall increase in 
cooperaeion of 8 percentage points, but the increase was 
disproportionately higher for black, Hispanic, and low income women 
(Duffer, Lessler, Weeks, and Moser, 1994). Por example, among 
lower income women, the $20 incenti ve increased response rates by 
12 percentage points, three times the level of increase (i.e., 4 
percentage points) observed among higher income women. Similarly, 
the increases observed A1110n9 black and Hispanic women were 10 and 
26 percentage points, respectively, compared to only 2 percentage 
points for white and other women. 

Thue, 
incentives 

there ie indeed eane appreciable 
are more likely to influence lower 
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aocioeconomic subgroups and minority populations t o participate in 
surveys. Overa.J.l, however, result• • regarding the effect of 
incentives on survey participation from groups differing by 
race/ethnicity or socioeconomic or status are currently still quite 
mixed. 

3. 4 The Conditional U•• of Respondent Incentives 

The foregoing discussion ·raises {but clearly doesn't answer) 
the question of whether all respondents should be paid the same 
incentive, or should consideration be given to different levels or 
types of remuneration for different respondents {cf. Peck .and 
Drescb, 1981; Marrett, JCreiger, Dodds, and Bilditch, 1992). A 
related question raised earlier in our discussion of c:w:rent 
practice is •should consideration be given to paying some but not 
all respondents to a given survey?• In fact, as noted earlier, a 
number of survey research organizations on some surveys use 
respondent incentives only for refusal conversion, usually only as 
a last resort to convert hard-core refusals, the trul.y hard-to· 
interview sample members. For example, in the General social 
Survey {GSS), conducted by NORC under a grant from the National 
Science Foundation, •respondent fees• have routinely been used for 
this purpooc; and, in 1989, up front respondent fees were also 
offered to a select group of respondents who resided in 
traditionally difficult urban primary sampling units {PSUs), a 
strategy that resulted in a lowering of the overall cost of the 
survey and a reduction in the field period, while still achieving 
the highest completion observed for this survey since 1985 {Law, 
1989). 

In a paper prepared for the COPAPS symposium in October 1992, 
Pendleton and Ginsberg (1992) explicitly raised this as an 
i mportan t research question (cf. Tucker. 1992): 

[Information is needed on) the most advantageous stage in the 
data collection process to offer incentives to minimize the 
cost and time involved in repeated follow up. A comparison of 
the cost of completed interviews when no incentives are 
offered, when offering incentives at first contact, and when 
offering incentives only when response rates are not found to 
be adequate in terms of cost of completed interview would be 
useful. {p. 8) 

And, although none of them deal with the equity or fairness issues 
associated with this practice, a few studies have indeed explored 
the issue of the timing of when respondent incentives are offered, 
independent of the prepaid versus promised distinction, i.e., the 
•conditional • use of incentives to convert nonresponders. 

For example, in a survey of college undergraduates. Huck and 
Gleason (1974) found that a follow-up mailing sending a quarter to 
nonrespondents rather than to everyone on the initial mailout list 

273 



cut costs in half, without eignificantly decreasing the response 
rate. ·1n essence, the NABP national a•aeeement experimeJlt with 
young adult• reported by Chromy and Horvitz (1978) was a 
nonreeponse follow-up etudy. After obtaining a disappointing 
ruponee rate of only 44 percent with no incentive, the experiment 
was directed only at nonrespondents from the initial study. While 
nonrespondents receiving no incentive, but exposed to substantially 
improved field procedures, were increaeed to a participation rate 
of 71 percent, the response rates tor thoee receiving one of three 
incentive conditions were booeted to 80 to 85 perce.nt. Similarly, 
in the experiment with young adul.ts surveyed by mail by Peck and 
Dresch (1981) , a prepaid incentive of $3 in the first wave mailing 
rceulted in a fina.l reeponee rate of 16 percent, compare<1_to only 
54 percent among those receiving no incentive; however, a condition 
in which nonrespondents to the first mailing who initially received 
no incentive were prepaid $3 with the second mailing ultimately 
achieved a reeponse rate of 70 percent. In a household heal th 
survey of young adults in Switzerland, Perneger, Etter, and 
R.ougemont (1993) experimented with two •incentives,• a promise of 
10 swiss francs ($7 US) and a red reminder postcard mailed two days 
after the questionnaire. Initial reeponse rates were 65 percent 
for those receiving both incentives, 57 percent tor those offered 
the money only, 54 parcant tor reeipicnto of the reminder card, and 
48 percent for those who received neither. Follow-up mailing• with 
incentives sent to all nonrespondents reeulted in final reeponse 
rates of 83, 84, 82, and 78 percent, respectively, attesting to the 
etficacy of theee incentives as a productive nonreeponse follow-up 
device. 

In a mail survey ot residents ot New Zealand with three waves 
of mailing, a $1 incentive achieved a final response rate of about 
70 percent, regardless of whether it was eent to all respondents 
with the initial mailing or included in the second =iling for 
nonrespondents to the firet mailout (Brennan, Hoelt, and Astridge, 
1991). Similarly, in a mail survey of San Diego residents, a 
monetary incentive of $5 contingent on response (i.e., a promised 
incentive) co a second mailing of the questionnaire increased the 
response rate from initial •nonresponders• by 100 percent relative 
to controls who received no incentive, and by 75 percent over those 
who received $1 not conditional on response (Spry, Hovell, Sallie, 
Hofstetter, Elder, and Melgaard, 1989). 

In a general population telephone survey on family health 
insurance recently conducted in 10 states for the Robert Wood 
Johnson Foundation by Mathematica Policy Research, Inc., promised 
incentives of $5 and $10 were compared with no incentive in three 
states to o.eeeee their effects on both response rates and data 
quality (Strouse and Ball, 1994). Although the $10 payment 
marginally increased screener (but not interview) response rates 
over no incentive prior to ref usal conver sion, ofter refusal 
conversion--which offered a $10 payment to nonreeponders in both 
groupe--cooperation rates for the $0 and $10 groups were virtually 
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equivalent. As a result, payments were retained only for refusal 
conversion efforts for the remainder of the survey. 

Not surprisingly, the potential efficacy of using incentives 
only for nonresponse follow-up in surveys of physicians has also 
been examined, with mixed results. Recall that Berry and xanouse 
(1987) achieved a 78 percent. response rate with a $20 incentive 
included with the initial mailing, compared with only 66 percent 
for those who received a check only after the completed 
questionnaire was returned. However, a subsample of the original 
postpayment sample, sent a special follow-up mailing with a check, 
had a final response rate of 77 percent, indicating that prepayment 
was effective even if it was used late in the contact process. 

I:n contrast, the recent study reported by Berk, Edwards, and 
Gay (1993l found that, while •some beneficial impact was found, 
delaying the incentive until the second round of mailing did not 
have the same effect as including an incentive with the initial 
mailing• (p. 24ll. overall, a 63 percent response rate was 
obtained for those receiving a prepaid incentive with the initial 
mailing, compared with only a 50 percent response rate for those 
sent a prepaid incenoive with a second mailing, and a 40 percent 
rate for those receiving no incentive. 

4 . S-ry and Conclusion 

As we noted in the introduction, the use of monetary 
incentives and other forms of respondent remuneration has become 
increasingly common in survey research, spreading rather steadily 
from the origin of this practice in canmercial and market research 
to the increased use of remuneration in academic and government 
surveys. In any di scussi on of this trend among survey research 
professionals, examples of situations under which incentives are 
routi pely touted as either necessary or highly desirable to achieve 
adequate response rates always include their use with hard-to-reach 
or hara -to- interview populations. Although this assertion could be 
regaroed as essentially tautological, there is, in fact, a 
reasonable consensus on a broad conception of what constitutes 
"hard- t o-reach• respondents, including: (a ) hard core refusals ; (bl 
sampl e members protected by gatekeepers; (c) frequently surveyed 
groups ; (dl target populations or subpopulations among whom the 
traditional positive forces to cooperate are quite low; and, in 
general, (el those who are hard to locate, gain access to, and 
interview for a variety of different reasons. 

In summarizing what we know or thiDk we know about the use or 
incentives with such populations, it would be most useful to do so 
in relation to the seven basic questions that we raised at the 
out set: 
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l. Are there indeed ~cl.tic target populat1.ons who are 
routinely offered remunerat1.on to part1.cipate in ~urveys 
by most or all survey orgazll.sations because they are 
regarded as e~c -&lly difficult to survey? 

The specific types of respondents designated as hard-to-reach 
by organizations that - contacted in preparing this paper include: 
(1) the economically disadvantaged; (2) the educationally 
disadvantaged; (3) minority populations; (4 ) adolescents, youth. 
and young adults; (5) drug users and those with special health 
problems; (6) frequently surveyed professional or elite 
populations; and (7) transients and persons who wish not to be 
found for lega.l or other rea.eona. 

Of the these seven different categories of respondents, the 
.research literature on the effects of respondent incentives has 
focused directly on only a few--frequently surveyed professional 
and elite populations, adolescents and young adults, and the 
disadvantaged. overall, to varying degrees, the results pf these 
studies suggest that respondent incentives can l:>e quite effective 
in stimulating survey cooperation among each of these hard-to-reach 
populations, especially the first two categories. 

2. Mille respondent incentives may increase cooperation 
among 1..niti&l retue&ls, are they really effective with 
bard-core refusals and the tntly difficult or izlrpossible 
to interview populations? 

That respondent incentives are quite effective in averting 
initial refusals or in converting them after the fact is fairly 
clear from the research literature, but none of the literature 
reviewed specifically addresses their efficacy with hard core 
refusals or those who a.re truly difficult or impossible to 
interview. Possible exceptions are the effectiveness of the NALS 
and NSPG Cycle V field experiments in· achieving higher response 
rates among those subpopulations whose response rates are typically 
quite low, iD spite or extensive follow-up and refusal conversion 
efforts. In addition, most survey resea.rch professionals believe 
that respondent incentives are an important overall tool in their 
arse.nal for dealing with these difficult-to-interview populations 
in particular. 

3. Are incentives effective only for certain target 
populations or subpopulations or more effective for 
certain population subgroups than for others (i.e., are 
the effects of incentives different tor different 
populatioD subgroupt1} 7 

While studies of the effectiveness of incentives that focus 
directly on low income. minority, and disadvantaged populations nre 
quite rare, those that address the more speci!ic question of 
whether respondent incentives are more effective in improvi ng 
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cooperation among •ucb target population8 than the more affluent 
and advantaged are con8iderably more c0111110n. Overall, these 
studies provide •oine provocative evidence suggesting that 
incentives are indeed more likely to influence lower income, lower 
socioeconomic statu• and minority populati0n8 to participate in 
•urveys than tbo•e more advantaged . Similarly, •evera.l studies of 
physicians nave found significant differences by specialty in the 
effectiveness or incentives in increa•ing survey cooperation. More 
gen•rally, there i• a growing body of research evidence suggesting 
that incentives are more effective for certain populations or 
population subgroups than for others. 

'· Are .1.ncent.fves really effective hl getei.Dg past 
•gatekeepers, • e.1 tber for certai.n professib.na.ls (e.g. , 
pby•iciazn) or ot:ber dJfficult-to-survey subgroups or t:be 
ge.neral populatioa? 

Evidence provided both by survey practitioners and the 
research literature suggests that respondent incentives can indeed 
be effective in getting past gatelteeper• and gaining access to 
certain difficult to reach populations. 

s. Are hlcczitives 1.Ddeed of l .ittle use in locatin11 and 
i.ntervitrw1.ng barcl-to-f.t.nd cases? 

A few studie• and the experiences reported by several 
research organizations suggest that respondent incentives can 
indeed be effective in reducing the time and costs associated with 
locating, tracking, and interviewing highly ll'lobile or otherwise 
difficult to locate populations. 

6. Should co.nsideratioa be give.n to payi.ng sOllJe, but .not all 
respcmdVJt:B to a given survey? 

A number of survey research organizations on some surveys use 
respondent incentives only for refusal conversion, i.e., in general 
respondents are not paid, but incentives are offered as one tool in 
the refusal conversion process. 

Although there are important questions to be answered related 
to the equity or fairness of this practice, most of the re•earch 
literature bearing on its feasibility suggests that quite similar 
rates of response and respon8e quality can be achieved in most 
surveys by delaying the use incentives to later stages of contact 
in the survey process. 

7. Sllould all respondent/II be paid t:be """"" incentive, or 
should co.n.sideratioa be give.n to different levels or 
t:ypes or remuneratio.n for dJffere.nt respo.nde.nts 

The research literature suggests that i.ncentives (or 
incentives of a give.n level) are more effective for certai.n 
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population aubgroups than !or otherw, and that di!!erellt respondent 
groups may be more SellSitive to di!!erent level.a .or types (e.g., 
prepaid versus conditional) o! remuneration than others. Thus, 
sane have suggested that •an optimal survey design would probably 
use di!ferellt incelltives !or di!!erellt population groups• (Peck and 
Dresch, 1981, p. 256). However, while the observed variation 
across a number of studies is quite real, the evidence to date does 
not yet appear sufficient to justify the use of different 
incentives for different categories of sample members or survey • 
respondents. 

Overall, what does this overview suggest about how we define 
and o.pproach hl>.rd· to· reach or hArd-to-interview reepondente and Che 
relative or special efficacy of remuneration in surveys of these 
target populations or subpopulations? This question i s best 
addressed perhaps by first approaching the p_roblem from the other 
direction, i.e., by asking ourselves what motivates cooperative or 
•easy-to-reach" respondents to participate in surveys. 

P.mdame»cal.ly, it is i.mpo=ant to realize Ulat monetary 
incentives represent only one of many incentives or motivating 
factors available to survey researchers (cf. Groves, 1992). Survey 
practitioners already use a number of othar types of incentivco to 
encourage survey participation--including appeals to civic duty, 
the eventual use of the information provided to help people, etc.-
and such appeals are generally quite effective. A sense of civic 
outy to respond to a government survey may be viewed as the 
cumulative result of the provision of goods and aervices by the 
polity to its citizens (Groves, 1992), and thia •social contract• 
to provide information for the public good clearly appeals to many 
people. Thus, the techniques typically used by survey researchers 
to encourage participation include appealing to respondents• 
obligations as citizens and e=phasizing the aocietal b@nefita 
likely to accrue from the survey. · 

In turn, these appeals seek to activate one of two basic types 
of respondent mocive patterns (C&nnell and Henson, 1974): (1) a 
perception that participation in the interview will enable one to 
achieve certain personal goals (i.e., by emphasizing the i.mporeance 
and purpose of the survey and attempting to link these to ach~eving 
some personal or societal goal); and (2) a habitual mode of 
response toward requests made by legitimate agencies or 
organizations in society, baaed on noDllS of good citizenship, 
politeness, acquiescence to requests for information, etc. 
Unfortunately; as cannell and Henson (1974) note: 

theae two types of motivations are not very effective in 
increasing respondent (cooperation or] activity. Respondents 
do·not share the researcher's goals, or, if they do, they fail 
to see the interview as an effective way of achieving that 
goal. . . Similarly, the respondent role may be seen as 
related to citizen responsibility, but this is not usually a 
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aufficiently •al.ient or •trong motive to induce a high level 
of actiyity [or coamianentl . • • (p. 313) 

In effect, then, an incentive may be offered to respondents to 
create a personal goal which motivates participation where no other 
goal or motivation exista. 

In this sense, h&rd·to·reach respondents are those for whom 
the positive forces to cooperate are quite low, where direct 
connections to personal goals cannot be readily established and 
appeals to civic responsibility or benefits to society a .re quite 
likely to fail . For example, economically and educationally 
di sadvantaged populations··and others disenfranchised or alienated 
from the mainstream society· ·typically have no context for valuing 
research or their contribution to the research process and are lesa 
likely to be persuaded to participate in surveys on the basis ot 
•social utility.• It is thu• general.ly unrealistic to expect t .hem 
to give their time simply because ot the potential policy 
implications of the data we ask them to provide. In short, one 
muat recognize that there are indeed acme BUl:lpopulationa where the 
•social contract• baa broken down, where the dominant mode ot 
decision making is cost-benefit analysis (Groves, 1992) and where 
economic rathar than social exchange processes are pa.ro.mount. 

It is at thi• interasction that we encounter 111&11y ot those 
respondents who we deeignate aa hard-to-reach, and where the use of 
remuneration takes on major significance as the ,incentive of 
choice, as those based on pereonal goals, obligation& to eociety, 
and social utility become increaeingly blurred or nonexistent. 
Although these segments ot our society may well be growing, they 
still undoubtedly constitute a clear minority. Thus, a major 
challenge for those who choose to use respondent incentive& to 
encourage participation among thoae who are hard-to-•urvey i• to 
strike a pragmatic and appropriate balance between providing 
effective levels of remuneration to induce such groups to respond 
while simultaneously minimizing the risk of alienating those for 
whom the •social contract• is very much intact, among whan a sense 
of civic duty is alive and well, thereby continuing to provide a 
more than adequate basis for their participation in surveys they 
perceive to be of benefit to themselves, our society, and the 
nation . 
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cheltcod .. 
freqs 
rticlticd 

aai.nedit 
chckcode 
phone 

•treet 

Surrgnory pf Re1olyable Brrora in Bdit Dytput 

codable prim&ry occupation (qpxmy_cd) ·housewife (aqid- 03233); 
qiafx2 • O tor 1 case 
look into the operative procedure codes on page 1 - should these codes 
be based on residual body site? 
page 61, aqid•Oll87: can this be coded per earlier error resolution • 

flag155-multi.birth no, 1 preg, 2 livebirtba· aq1d•06011 
l case w/emp_cd•lO· do not assign· aqid•08222 
area codes- page l -obs 29 and 30: 910 should 919 
duplicate phone #: 

area code•8l5; qid•009020090-check last name-it appears it may be 
the same person who was a proxy with same first and middle name• 
but dif terent laat name 

addressee with more tllan l phone: 
251 ... -fix 6th digit in lat phone# 
4329 .. - put last digit in 3rd position tor first observation 

page 69: blocks 5 and 6 
page 88 blocks 4 and 5 
page 126 - last 2 blocks 

Trnnnaction loa 

l) The transaction log should be log of CHANGES MADE to database - not changes 
INTENDED to be made • describe how thia log is created with respect to the 
SAS program where corrections are programmed. 

2) provide report of errors - changes not made- as provided earlier. 

3) l ocal variables (1.e. AQID•2795: LRBGZIP) should never be changed 

4) need consistent handling of #'a(i.e. AQID•Oll8: 0 #10°), apt, NO (lat vs. 2nd 
line of addre.ssl 

5) re-sort this report: aqid, variable name, reverse chronological date and time 

6) appears to be 2 qids for aqid•2923. Please look into this and also provide 
proc freq/list of aqid * qid. 

7 ) NORC needs to do very ca.reful QA/QC of transaction log prior to finalizing 
fi les and sending final deliverable - perhaps forward this to ATSDR for :i. 
review electronically (scrambled) prior to review of other deliverables 
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specific prgblenta; 

0118 

0192 

0802 

2692 

2876 

2923 

3954 

Problem 

•court• should be standardized 

•Calendar, CT• appears in final edit output, but in this log seems t 
be an old value that was changed to •Venice, CA•. How can this be? 

Cancer condition (2/91) appears to have occurred BEFORE last interviE 
date 

Variable Name blank 

PK should be PARK 

*2 qids?? 
why so many changes - is this correct? need details on case 

condition CD/89) appears to have occurred BEFORE last interview date 
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DISCUSSION 

Diane K. Willimack 
National Agricul111ral Statistics Service 

I would like to begin by congrarulating and commending these authors on t\vo thorough and 
well-presented papers. Kulka has writtt:n a theory section that sets the sta2e for incentive use in 
surveys and raises conceprual issues for consideration by survey designers. He goes on to provide 
a thorough review of the Jitera111re and a thoughtful evaluation of the implications for survey 
designers , particularly regarding 'hard-to-reach' population subgroups. ., 

Ezzati, White, Mosher, and Sanchez - the NCHS authors plus one .- have provided a 
compilation of the findings from a series of experiments in which incentive use has been 
systematically srudied on a wide variety of survey types and target populations - from hospitals to 
households, from physicians to disadvantaged population subgroups. In acjdition they repon the 
value tn interviewers of incentive use: how respondent incentivt'.s ~nhanC't' interviewer$' confidence 
and their ability to do their job, as well as how interviewer incentives enhance their morale and 
motivation. This summary challenges us all to consider how to apply their fmdings to our own 
survey sinmions. so that we need not reinvent the wheel. 

Allow me to share what I learned from these two papers. Kulka differentiates the social 
nnrm of reciprocity and social exchange theory from the theory of economic exchange as the 
conccprual basis for incentive use in surveys. Typically we describe incentives by their type -
monetary vs. nonmonetary .. and timing - prepaid vs. promised. Let us focus on timing. Use of 
prepaid incentives is based on lhe social theories, while promised incentives arc believed to invoke 
economic exchange in respondents. 

These authors tend to use the tenns 'incentive• and 'remuneration' interchangeably. Kulka 
also uses lhe word ' compensation·. I decided to look up theSe words in my Random House 
Collegiatc Dictionary (1988). I know that our use of words as jargon need not have any 
relationship with the English language, but I thought this exercise might be instructive, as well as 
help me c larify my thoughts. 

"Incentive, .. in my dictionary, is .defined as 'something that incites to action: and lists as 
synonyms, "stimulus , spur, incitement. encouragement.· Let me intcrpret: encouragement to 
respond. "Remuneration" is "something that remunerates; reward; pay. · 'Remuncratc' means 'to 
'recompense : which means 'to repay or reward (someone), as for aid or service.' Again I offer 
my interpretation: to recompense (repay) for aiding us by responding to our survey. Finally, 
'compensation" is •something given or received as an equivalent for services, etc.," with synonyms 
"recompense, remuneration , payn1enl. • It scents to me that "remuneration" and "compensalion ·· 
are interchangeable with each other, but not with "incentive. · 

Let u~ return to lheory, One of the problems with promised incentives Is that, in many 
studies comparing them to prepaid incentives, the amount of money or the item was token in nature. !' 

Thus while the 'promise' tends to invoke economic exchange in respondents, the token nature was 
nm sufficient to influence respondents tO engage in the economic contract. But remuneration does 

290 



• 

• 

invoice economic exchanae, since it implies an amount of money sufficiently close to thc value of 
thc service of survey· response rendered by the respondent 

Thus, if an incentive is token in nature, it 1DJW be prepaid, for ii can only rely upon social 
norms in order to be successful. If a promised incentive is to be used, then, for it to be successful, 
it must be subsWltial enough to be considered remuneration or compensation in an economic 
exchange. Of course the laacr must iake into consideration the dlfficulry of the burden of the task 
of eomplelin& the survey. Perhaps I have just exhibited a firm uasp of the obvious. but this notion 
did not crystalizc for me until I read these two papers side by sldc. 

However, tokens appear to work in instances when signs of appreciation and &ood faith arc 
meaningful to the respondent. For example, the National Agricultural Statistics Service (NASS) 
cooducu:d an incentive experiment on the 1992 Farm Costs and Re111lllS Survey, an annual 
voluntary survey of U.S. fann opcraiors colleclin& detailed expenditure and income da13 in personal 
interviews lasting 90 minutes on average. Response rates were increased by nearly 5.5 pcrcen13ge 
points in the group receiving a prepaid nonmonctary incentive. Of greater interest, though, was 
the findin& that incentive use increased response rates by 17 points amona the smallest farrnJ (thCl!<C 
with sales less than $20,000) and by nearly 12 points among the largest farms with sales of 
$500,000 or more. The token pocket portfolio and calculator that we gave them cannot have 
indicated an economic cxcha"lc to lhcse large farms. Instead, it likely had appeal as a symbol of 
appreciation consisient with the rcpcau:d survey contact to which these two groups, in particular, 
arc subjecu:d (Willimack. 1993). 

' Farms arc establishments, and NASS surveys collect es13blishment information from them. 
Although farms may be a special case because they exhibit many of the same characteristics as 
households, application of incentives or remuneration in establishment surveys is not 1rivial. The 
NCHS paper reports a survey of hospital records, in which hospi13ls arc paid for their service of 
abs1racting sampled records. This is clearly remuneration with basis in economic exchange. 
However 1hi> may OOI always be $0 "lcar Qlt for inccruive wee or rcmunc,.tion in eslablishment 
surveys, particularly surveys of businesses. 

lnccnlivc~ arc rneunl to "incite action: to lnflucnc.c the dccisjon to panicipatc in a survey 
and to motivau: the respondent. But in an establishment survey, it is unclear who we are aacmptini 
to influence with incentive use. In an establishment, the person malting the decision about survey 
parucipation may not be the desired respondent. The desired respondent is the person who is the 
most lcnowlcdgcablc provider of the information being sou&tu. usually the person who has access 
and understanding of any records to be used as a source for respond inc (Edwards and Cantor. 
1991). 

If a prepaid incentive is provided in an establishment survey, who gets it? Is it the boss. 
in order to ·incite" or encourage a favorable decision about responding? 01 is il the employee who 
acrually completes the survey inslrUment, in order to motivau: careful resportsc? Or is it the 
business. as income or as payment for the service of completing the survey? It docs seem less 
difficult to malcc this "leap· rt n tS remuneration t>elng offered rather thUI an incentive. 
Remuneration is more clearly a payment to the business for the service of completing the 
questionnaire. But then the dollar amount must be reasonable relative to the burden of the task. 
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· Let us consider furtber the dollar amount to be used as an incentive or as an offer of 
remuneration. I think money is tricky, unless !he amount is clearly !Oken. Money is a sensitive 
ccpic for many people, and it has all kinds of different connotations. No maai:r how much is 
offered, there will always be someone for whom !hat amount is noc enough. Furthermore, since 
respondents use all the information available to !hem when responding IO survey questions, it seems 
reasonable to suggest that the same is trUC in chose initial moments of contact during which a survey 
participation decision is being made. A key piece of information is the dollar amount being 
offered. I lhink the dollar amount provides an indication to respondents about !he potential 
difficulty of the survey task, and may arouse suspicion. The amounts of $20, $30, SSO, even SJOO 
in several of the health srudics described by lhc NCHS authors may have provided a W! indication 
nfthe difficulty oflhe ta~. On the other hand. eonsjder lhc James and Bolttein (1992) study cited .. 
by Kulka in which a promise of $50 Wl£ll to increase response rates in a survey of constrUction 
subcontractors. Similarly, in the HIV survey described in the NCHS paper, Sl75 offered to survey 
rcfusers increased response rates by only 4 percentage points, while $100 resulted in a 10 point 
inc:rcasc. These inordinately large dollar amounts may have indicated a difficult survey task to the 
respective target populations, resulting in a sense, "Well, if you're offering lha.t much money, !hen 
what you '"' askins me IO do must be rully lurd, emb2rnssing, or uncomfonable. It miut be 
something !hat I don't warn to do.· Meanwhile, the choice to accq>t or reject the offer - to engage 
in the economic contract - remains with the respondent 

The amount of money offered as an incentive or as remuneration is an important variable 
to the survey designer. Herc we have reached !he edge of a gaping hole in the litt:rarurc on 
incentives. What is the trade-off berween the incentive or remuneration amount and the difficulty 
of the survey task? Indeed, under which survey circumstances will a token incentive suffice, and 
when is remuneration needed? 'These papers seem to suggest that when the survey task is 
particularly intrUsivc, burdensome, lengthy, or longirudinal, then the promise of remuneration 
seems appropriate, if not necessary. But lhese factors must be evaluated relative to the expectations 
and perceptions of the members of the tar&ct population: Perhaps a personal interview laslilli l 'h 
to 3 hours and requesting detailed expense and income data ~ coosidercd by farm operators to be 
as personal and sensitive as the Survey of Family Growth asking women aged 1544 about abortion 
and sexual practices. As discussants arc required to say, "more research is needed. • 

Furthermore. participants at the 1992 COPAFS conference on incentives listed guidelines 
for OMB to consider when evaluating incentive use in Federal surveys (COPAFS. 1993). These 
include: 

"To compensate a respondent if !here is risk in participating.· 

"When !here are unusual demands or intrusions on lhc respondent (e.g., lengthy interviews. 
keeping a diary. having a blood sample drawn .... ). • 

"When sensitive questions arc being asked. • 

"If there Is a lengthy ficlO pcriOCI (e.g., a commitment over omc for a panel survey).· 

"If there is any out-of-pocket cost to the respondent ... • 
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"If the respondent is a small business or a nonprofit instimtion in a voluntary survey and 
Ille respondent perceives some cosr and burden ro panicipatin&? · 

Although these represenr only a subset of COPAF's recommendations ro OMB, it appears ro me 
that Ibey outline survey cirtums1311GCS that favor remuneration, as I have defined it in this 
discussion. However, lhere may be survey situations in which an incentive, as I have differentiated 
it, will suffice. IfOMB policy appears ro favor remuneration over incentive use, tbcn aaencics will 
design surveys accordingly, with consequences for survey budiets. manaecmenL and respondent 
burden. OMB needs 10 write policy lhat recognizes and encourages annroorjate use of both 
incentives and remuneration . 

How do we evaluate the effectiveness of incentives or remuneration in surveys? In tbc early 
days, as Kulka points out in his lif.\:rature review, it was as simple as ·were response raies 
increased by incentive use?" A resound in& "YES" is supported by a large number of studies on 
various typcS of surveys. Soon attention turned 10 the quality of the data, addin& the question, 
"Does incentive use improve Ille quality of the data through the respondent's incre&sed aacntivencss 
10 the survey task, particularly reflecied in reduced item no~?·. or, ar least, ·can we be 
sure that data quality bas not been reduced?" Again, both Kulka and the NCHS authors provide 
a areat deal of evidence supponin& improved data quality relared to incentive use or remuneration. 

Let me next turn attention ro what I call potential "dividends" robe achieved from incentive 
use: reduction in components of rocal survey errOf. Both sets of authors provide a number of 
e><amplcs of increased survey participation among 'hard-to-reach' or typically under-represented 
population subgroups. Jn addition, the NCHS authors have provided results that show systematic 
differences on key variables amon& aroups whose participation was increased by remuneration. 
Thus. these papers present evidence that nonresponse bias in survey estimates may be reduced 
lhrough use of incentives or remuneration. 

Moreover. le! me offer an additional "dividend" found in two incentive e~rimcnts in 
which I have been involved: enhanced ability to identify ineligible sample units. resultina in 
nonsampling error reduction. In an incentive experiment on the I 991 Detroit Aru Study. a 
~U11istlcally significant increase was found in lhe rau: of ineligibik sample addrcucs. This may 
have been due. in pan, 10 more dili&ent postal returns of the small packages containing a prepaid 
pen mcentivc, along with more reliable interviewer confirmation, when an address was a vacant 
housing unit. a business. or an incorrect address (Willimack and others, 1994). A ~plication of 
this result is currently bcmg tested in the I 994 Dcuoit Arca Suidy. 

In addition, in lhe incentive experiment conducted on the 1992 Farm Cosis and Returns 
survey, a higher rate of sample uniis being screened out as non-farms, and therefore not eligible 
for the survey. was found to be statistically significant. Incentive recipienis who had no agriculture 
may nave been more attentive 10 the survey request and more determined w notify the inicrvicwcr 
of their non· farm starus, ralher than 10 refuse or be inaccessible based on a belief that the survey 
did not apply to them (Willimack, 1993). 

Incemive studies of the I 990's appear to have added cost evaluations or cost-benefit analyses 
of incentive use or remuneration. The resullS of the preteSl of the Survey of Family GrOWlh arc 
panicularly compelling. They show that the $20 incentive/remuneration actually saved money over 
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no incentive, since these respondents required fewer contacts and were less likely to break 
appoinanems, resulting in reduced interviewing costs. 

Cost evaluation is an area that still needs development. Achieved cost savings may not 
always be so clear. Instead, frequently we are left to judge whether observed benefits were 
sufficient to justify the additional costs of incentive/remuneration use. It is difficult to put a dollar 
value on increased response rattS, improved data quality, and reduction in total survey error. No 
doubt we all consider these to be very valuable. But how much improvement is needed in order 
to justify the additional cost of incentives or remuneration? What production and efficiency 
measures should be monitored during data collection and post-survey review and processing? What 
comparisons with which other survey methods should be undertaken? We must be able to evol11arc 
whether incentive use or remuneration is the best tool to pull out of our methodology tool box. 

Again I congrarulate the authors, and I thank them for their contributions to our 
understanding of incentive use in surveys. 
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DISCUSSION 

W. Sherman F.dwards 
Westat,lnc. 

The use of monewy incentives in surveys is an endlessly fascinating topic for those of us 
in the business of collcct:iog 111>d analyzing survey dala. Regardless of the importance and policy 
relevance of any particular survey, regardless of the eminent history and usefulness of the 
statistics derived from a survey, at some point in data collection it gets down to the trenches -
geaing the last relucwlt mopoodc:ul 10 coopc:tatc, fi.ncling the last elusive 1ubject. penu...W.g the 
last indifferent citizen to answer what seem to him 1i1ce senseless and repetitive questions. The 
use of monetary incentives to help in this unavoidable struggle raises interesting methodological 
qocstions and, even more provocatively, questions about our relationship with our respondents. 
As a society, we are strongly ambivalent about mooey; it is the most public of our life's 
trappings, and yet at the same time it is the most private. Every survey researcher knows that it 
is not questions about se:rual behavior or the intimate details of bealtb !bat ellctl the lugbcst item 
refusal nlleS - it is questions about income and financial assets. Introducing money into any 
relationship that is not primarily an economic one complicates that relationship, as anyone who 
has loaned money to a relative or friend can a!ICSl 

My discussion is organized first around two specific methodological questions and then 
addresses the relationship issue. Although the literatun: on the effects of monewy incentives is 
eiueosive, I will suggest several areas that warrant considerable funher study. 

The first medlodological question is the most basic, "Do monewy incentives improve 
response rates?" The two papers today provide a fairly unequivocal "Yes" response to this 
question for surveys where incentive experiments were conducted. The paper by Diclr. Kullr.a 
examines the use of incentives for hard-to-survey populations. This is a very comprehensive 
paper: it provides a !borough and very useful overview of the research literature on incentives, of 
diff=r theoretical views of how incentives wodc. and of the mcthodoloeical issues raised wbcll 
considering monewy incentives. The paper then goes oo to explore in more detail issues around 
incentives for hard-to-survey populations. Although this comment is not particularly relevant to 
my discussion, I can't help but noce that I never before considered the commonalty among drug 
usen, physicians, youth in general, CEOs, impoverished urban minorities, diabetics, unwed 
modlers, small farm operators, and those defaulting on student loans. (They are all considered 
hard 10 survey, and Illus wonhy of consideration for monewy incentives.) 

The paper by Trena Ezzati and her colleagues reviews the experiences with monewy 
iucc:ntivcs of several swveys about heAltb and the U$C of health care scrvicc:.t conducled by the 
National Center for Health Statistics and the Agency for Health Clue Policy and Rcscan:h. This 
paper presents a more detailed loolr. at a smaller nwnber of studies, including some that have 
pushed at the edges of !be envelope con181nlng this Issue. 

Kullr.a sw-veycd participants in the 1993 COPAFS conference on incentives, and found 
their use widespread. I think it's fair to characterize the view of many survey firms towards 
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incentives as one of a number of tools that they can use to achieve satisfactorily high response 
rates, but one that is often used with some reluctance. Other tools in this kit. ofcounc, include 
repeated callbacks to convert initially reluctant respondents. the use of specially designed 
persuasive materials that may be targeted to particular reasons for refusal, and the use of 
especially effective interviewers. How do we choose among these tools in designing our data 
collection strategies? The most sympathetic view is that we choose rationally, based on 
empirical evidence and careful consideration of all alternatives. choosing the most cost-effective 
procedure> possible. A more cynical view might lie that many survc~ or survey organizations 
opt for incentives because they arc easier to implement than other approaches. I suspect that 
both views have some truth. For mail surveys, a fair amount of thought and research have been 
devoted to optimlll design strategies, m6st notably Dillman's Total Design Method (Dillman, 

1978). The literature on telcph_one surveys is somewhat less well developed, and that on in
pcrson still less. This is in part because the issues become more complex as the relationship 
between survey and respondent becomes more personal. ReCent work by Groves and Couper 
(1994, e.g.) is notable in applying constructs and research techniques from several disciplines to 
the tool kit. One lesson from their woiX is that we still have a lot to learn about the tools, 
including when and how to use them. 

An important part of the question of whether incentives work is whether they arc cost
effective. Some of the research studies cited in the two papers included formal evaluations of 
cost-effectiveness. The recent NSFG evaluation, for example, found that the cost per case for 
the $20 incentive treatment was lower than for the non-incentive treatment. in addition to 
yielding higher response rates. Other studies have cumined the cost of monetary incentives 
against other methods, such as repeated mailings, to achieve comparable response rates. Often, 
incentives seem to reduec the cost of surveys The cost-effectiveness of a monetary incentive is 
related to the mode of administration and the size of the incentive. The marginal cost of a $20 
incentive for an in-person survey is clearly much lower than the cost of a similar incentive in a 
mail survey. Kulka mentions the possible effectiveness of an incentive in locating elusive 
respondents. ln-pcrson locating is one of the most expensive of data collection activities - even 
a small improvement in locating·effcctivencss would probably be worth the cost of a monetary 
incentive judiciously mentioned to an informant. 

The second methodological question is, "What effect do monetary incentives have on 
data quality?" Kulka notes two commonly expressed views from the research literature: the first 
that respondents view incentives as a kind of "social exchange," and thus work harder and 
provide better responses. The second is that incentives arc an "external motivator," decreasing 
internal motivation and hence reducing the quality of responses. Herc. the literature is 
somewhat less persuasive. Some studies, like the NSFG. experiment and the scroprcvalence 
survey pilot cited by Ezzati, take the "more is better" view, which is probably often appropriate, 
parncularly when the results arc as dramatic as in these studies. Few studies have combined 
incentive experiments with validation of data. which is often difficult or even impossible. ln 
particular, bow does data quality differ between those who would (or do) participate without an 
incentive and those for whom the incentive makes the difference? To examine this, we might 
use respondents' perceptions about the use of incentives as an explanatory variable for some 
measures of data quality. 
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The only study cited that explicidy citpl~ respondenlS' attitudes was associated with 
the NHIS Youth Risk Behavior Supplement. as cited by Kulka. Kalton and his colleagues 11Sed 
follow-up cognitive interviews with youths responding to a field test of the survey to discover an 
appaiently strong linlc between the incentive and the effort expended in answering questions. 
This seems an especially promising methodology for exploring the effects of incentives, 
partieularly on •special* or bard-10-survey populations. 

Mooeuiiy incentives arc fRquenlly used in diary surveys - such use is even sanctioned 
by the Office of Management and Budget. Could a mooetary incentive affect the behavior of 
interest by a diary keeper? At the recent AAPOR conference, Diane Woodard of Albitroo 
(1994) described a series of incentive experiments for respondents in lbc:ir nsdio Jisll::OCnhip 
survey. One treallllcot involved a sweepstakes with a $3,000 first prize in addition to the usual 
nominal monetary incentive. In this treatment, all radio ratings increased. The post hoc 
explanation of this phenomenon was that responden1S had incn:ased their radio listening (or at 
least their reporting) in the en:oneous belief that this would increase their chances of winning the 
sweepstakes. Another explanation, of cowsc, is that the sweepstakes respondents were simply 
n:porting better, although I am inclined to accept Woodard's interpretation. 

A strongly bcld view of many survey researchers is that all respondeots should be subject 
to exactly the same stimul11S, as nearly as this can be controlled by the survey design. Only in 
this way can we be confident of the reliability of survey responses. This view bas come under 
increasine criticism from those who view the struct\lrcd interview as too restrictive a vehicle for 
meaningful exchange of infonnatio11. For the more traditional view, monetary incentives may 
throw a monkey wrench in the worlcs. As Kulka notes. some surveys offer inccotives only to 
"bard-core• refusals or to those who arc expected to be difficult to locate or interview. Even 
when the same incentive is offered to all respondents, their reactions to being "paid* for their 
time undoubtedly vary considerably. In every survey rve been associated with that offered 
incentives, some responclen1S refused to accept them. Again, it would seem useful to ask 
rcspondenlS how they feel about the payment, and to examine how responses vary by these 
views. At the heart of the matter. do monetary incentives introduce more variation in respondent 
motivation and perception of the survey than otherwise exists? 

Let me now tum to the issue of the relationship between the survey and the respondent. 
If we define this relationship in terms of the use of incentives, there seem to be three views of 
the nature of the relationship. The first, which I would associate with not using incentives. is 
that surveys are a social good. and that participation alone is sufficient reward. Oearly, 
government surveys are the most logical cilndidates for this high-minded view, and there is some 
evidence in suppon of it. The Census Bureau does not use incentives, and yet achieves the 
highest response rates in the industry, even setting aside their mandatory surveys. 

Those of us in the private sector, however, tend to be fairly pragmatic, if still somewhat 
ambivalent, as Kulka reports. about the use of incentives. What claim docs Westat or anyone 
else outside of the government have on respondents, even if we do often represent the 
government? (I note that all of the surveys described in the E.zzati ct al paper were conducted by 
private contractors.) Even if we have ethical concerns about the fairness of paying respondents 
in some surveys but not others, or of paying the "hard-core" but not the compliant, are the 
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allemaliyes any more amactive? Is it ethically 1D01e appealing to ask again and aga.in. or to Oy 
in the charming inleMewe:r from Jndj•na, than to offer a monewy "incentive? 

Anotbt.r view of the reblionship beiwcen survey and respondent is that of the "social 
exchange" that Kulka describes. I would suggest that many who conduct survey research are 
most comfortable with this view. I have beard many researcbels, some in describing incentive 
experiments, say, "The intcrviewen feel better when they can give the respondent something.· 
Intcrvicwcn in this """"• as they 10 often arc, arc our proxies. Each of today's papers bad one 
mention of the positive effect of respondent incentives on inletViewer behavior. Th.is is another 
area that warrants further study. · 

One of the groundbreaking studles described by Ezza1i et al is the piloi test of the 
National Household IIlV Setoprevalence Survey, conducted by RTI in Dallas. HeR, the size of 
the incentives offered ($50, SH>O, $175) seem to go well beyood what would be called for in a 
social exchange view of the imerview. Respondents were asked in return for a blood sample and 
to complete a brief sexual history questioMaire. However, the context of this survey was 
socully Charged. Respondents migbt be fearful of the blood draw in geoetal. but panic:ubrly 
because it was associated with an AIDS survey. One view of the size of the incentive was that it 
was an appropriately allnlCtive exchange for asking respondents to overcome a whole set of 
fears. 

The thlnl view of monetary incentives in this relationship is that of a business 
transaction, or "economic exchange; as it is described in the Kulka paper - we are paying the 
respondent for his or her time. The implication of this view is that we are participants in an 
information. rnarlcetplace, subject to the principles of supply and demand. In government · 
household surveys, even those conducted by contractors, most researchers ~y away from this 
view, and even explicitly deny iL Even some incentive experiments wind up giving all 
respondents the same paymenL The survey of all"'Birt• cited by Ez.zati is an eumple -
reganlless of the incentive treatment. all participating physicians were eventually paid the same 
amount. 

One is rcally taking an economic view when one uses disproportionate payments for 
different survey respondents, including payment to initial oonrespondcrs but not to compliers. 
Here. we pay according to how badly we want the information - auly supply and demand. This 
practice is anathema to some researchen, who cite the ethics of fairness and their distaste for 
n:warding noncompliant behavior. 

Where monetary incentives have sometimes become a business tranSaction is, not 
surprisingly, in surveys of businesses. The prediction about respondents coming to expect 
incentives bas probably come to pass for physician surveys, although Kulka nolcS thanome are 
still conducted successfully without incentives. Ezzati et al describe the experience of the 
National Hospital Discharge Survey, where hospitals are routinely paid piecework for 
compleling survey forms. Tile Nallonal Medical Expenditure Survey's Medical Provider Survey 

• 

also allowed payment for survey respondents, the amount to be negotialcd. but ooly if requested ! 

by the medical provider. On the other band, most Federal establishment surveys do not offer 
n:imburserncnt on demand or incentives. 
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One ugumcnt put forward against mooetary incentives is that respondents will come to 
expect payment, and response rates will be even harder to achieve at a reasonable cost. This is 
refem:d to in the summary of last year's COPAFS symposium as the "slippery s.lope" argument 
In essence, this argument says that the use of incentives breeds the perception of a survey 
marketplace. It seems wilikely that this effect would occur among the general public solely from 
Federal surveys. Even with the cwrent rate of surveying, most households are never or rarely 
selected for a govcmmcnt survey (excepting the decennial Census, of course). If we are in or to 
be in a suncy ma.rkelplacc io this acme. commcn:ial surveys will have bad ~ to do with that 
result, and OMB has no cocnrol over their behavior. The "slippery slope• is more likely to refer 
to the behavior of survey organizations if we come tn rdy too routinely on mooetary incentives 
to achieve opr response rate goals. 

One noticeable feature of both of these well-prepared and very interesting papers is the 
number of experiments that have been conducted around incentives, particularly for Federal 
surveys. I suspect that as we in the statistical community continue to explore the complexities of 
our relationship with our survey respondents, we will continue to conduct incentive experiments 
at an unflagging pace. There is cenai.nly mucll more to learn about the eft'cas of incentives on 
dala quality, and about alternative methods for influencing respondent compliance. 
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REDESIGNING A QUESTIONNAIRE FOR COMPU"IEl-ASSISTEO DATA 
COLLECTION: THE CURRENT POPULATION SURVEY EXPERIENCE 

Caduyn Dippo and Anne Polivka 
Bureau of Labor Statistics 

Kathleen Creighton, Donna Kostanicb. and Jennifer Rothgeb 
Bureau uf the Census 

Over the last decade, there have been two new factors 111at have significantly Wluencea 
the design of survey data coUection-the computer and the theories and methods of 
cognitive psychology. When, in 1986, staffs of the Bureau of Labor Statistics (BLS) and 
the Bureau of the Census initiated a process for redesigning the CUrrcnt Population 
Survey (CPS). incorporaring these two new factors was made a top priority. In the 
paper'. the authorsl illusll'alC how, by concenttaling on the cognitive processes of 
respondcnlS and interviewers. computer-assisted interViewing was used as a IOOI for 
reducing measurement error. 

The following topics are covered in the paper. baclcground material on questionnaire 
design and computer-assisted interviewing methodologies, development of the CPS 
quettionnaire over the last SO years and how redesigning the CPS questionnaire for the 
2 lst century has brought together the two new methodologies. using the computer in 
evaluating alternative qucstioMalre designs, examples of the new CPS qucstioMalre's 
design features which aid the cognitive processes of the respondent and interviewer and 
are primarily dependent on the use of the computer. the effCC1S of the new questionnaire 
and collection procedures on labor force estimates. and a discussion of issues for the 
fuiw·e. 

The Current Population Survey is a monthly survey of approximately 60.000 households. 
Tlle CPS survey. conduc:ICCI for BLS by the Bureau of the Census, ls the primary liUu= ur 
infonnation on the U. S. labor force. Each month BLS analyz.cs and publishes infonnation 
from the CPS. such as the unemployment rate, demographic characteristics of individuals 
in the labor force. and the number of hours individuals won. The survey began in I 940 
under the auspices of the Works Projects Administration and was called the Monthly 
Repon of UnemploymenL The current CPS questionnaire has remained essentially 

1 The presen1ation by C8tJu:yn Dipp0 al lhe Seminar oo New Dilecti00$ in S!AtiAkal Melhodolo&y WM 
ba.sed oo a paper curm>~y under review ror publicalloo in a refereed jownal. Thus. only a brief S)'llopsis 
is being publisbed bere, aloog will> a dell.iled bibliograpby of papen n:lalcd ID lhe CPS rccksip. 

2 Tbc new CPS questioonaltc is T.be result or a u:mi c:tron wbicb invulval Dlllll'f Matt wewbcr" CJ ow boW 
BLS and Ceasus. SP8Q' does DOI allow us ID fllCOcnizc evayoae. The o<ber memben of lhe BLS.cea
Qucstioonaitc Design and Overlap Analysis Slt<ring Commi!ICC$ over lhe years ~ Cbesiet Bowie. 
Jolin Breuer. Sbail Bucani. Lawm>ee C&booo. Keanoo Copel• '"' Harvey Hmlc1. Elittbcdl Manin. 
Michael McMahoo. Thomas Seopp. Clyde Tuchr. Rooald Tucta, and Aila Tupek. 
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wichanged since the last major revision in January 1967. With only minarexceptions, the 
Concepts measurtd have remained constant since the late J 940's. 

Over its So+-year history, the CPS has continued to be a model far survey designers. It 
was the fint na.tional probability sample of household$. and many of the statistical methods 
for sampling and estimation now considered common practice were originally researched 
and implemented in CPS. Two of the six research areas identified in I 986 related to data 
coUection--computcr-as.sistcd interviewing and lhc quc.stionnairc. A Questionnaire Design 
Task Fon:e was established to identify the cognitive and conceptual problems in the 
eltisting questionnaire, to suggest possible solutions for identified problems, and to 
develop a research plan to design and test a new·questionnaire. along with related survey 
procedures. A separate task force was established to invesliga1e the p0tential uses of 
computer-assisted interViewing. When a final consolidated research plan was approved in 
1988, a major premise of the plan was that all interviews would be conducted using a 
computer. Following a period of questionnaire development and enensive testing. 
Census began collecting all CPS data using a new fully-auromated QUCStionoaire in 
January 1994. 

The data produced from the CPS are cfosely-wa!Ched by economic forecaslers and policy 
analysts. Therefore, all cbange.s had to be carefully researched prior to implementalion. 
By concentrating on facilitating the cognitive pro«sses used by respondents and 
interviewers. research on alternative measnrcmcnt procette• re$Ulted in reduced 
nonsampling errors. By capitalizin& on the power and versatility of the computer, new 
research tools were developed to provide the evidence needed to understand the effects of 
changes in data collection procedures. We hope that the approach used for developing the 
new measurement process for CPS will serve as a model for future survey redesign 
projects. 

For details on the 8 years of research that went into redesigning the CPS, please consult 
the papers listed in the following bibliography. 
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AN OVERVIEW OF THE l.t!l2 CENSUS OF AGJUCULTUJU! CATI SYSTD! 

I. Introduction 

Jeanette Jt . Kon 
Bureau ot the Census 

Computer assi stad taleph?ne interviewinq, or CATI, ia an 
enUJ11eration methodology in which responses received t>y telephone 
are interactively entered, edited, and coded into data tiles. The 
CATI system adopted by the Bureau ot the Cenaus provides call 
schedulinq manaqement, contains manager ••arch functions , and 
produces various aonitorinq/proqress reports • 

Uses ot the CATI system can vary troa collecting present 
indicators for research polling to accepting detailed enwaaration 
tor surveys and/or censuses. Responses can l:>e used to produce skip 
patterns and are subjected to consistency end magnitude cheeks. In 
a typical s ituation, tha interviewer reads the question displayed 
on the computer screen to the respondent and records the response 
by keyin.q the appropriate entry; then, the computer Pfl'fOrms cheek.a 
(i. e., validity, comparative), stores the response, end proceeds to 
the next question. Tllis process continues until all questions have 
been asked . 

For the 1992 Cen•u• ot Aqriculture, the CATI ayst em va• u•ed 
to perform tollow-up action tor specific: nonrespondents. This 
paper is intended to provide an overview ot the developmental and 
processing phases ot this system as well as tha handling ot output 
resulting from the 1992 Census of Agriculture ·CATI System. 

II. 8ackground . 
In 1973, Census Bureau exeoutives became interested in CATI 

after ~Qoin9 a demonatration by a private r•••arch ~irm. After 
several years of research and consultation with other s uch tirms, 
universities, and oomputer vendors, the Bureau tested CATI at the 
Universit y ot California's CATI site durinq the 1978 CUrrent 
Population Survey. In the early 1!180 ' s , the Ce.nsus Bureau 
established a CATI project. Hardware and s oftware were aoquired in 
order to construot the Bllreau' s own CATI system. Durinq the 
project' s f i rst year, atatt reviewed the design and oapabilities of 
CATI systems at academic: institutions and private tirms. Working 
with the Berkeley and Michigan Survey Research oentera, the staff 
prepared ba~ic requirements for the cencuc CATI ayatam . From 1'82 
through 1984, Census oonducted CATI research .and development 
surveys from a Telephone Bridge Facility ••t up in Suitland, 
Maryland headquarters. The first ~ajor testing of this system was 
conducted for followup ot nonrespondents in the 1982 National 
Survey of Natural and Social Scientists and Engineers, and the 1982 
Census of Agriculture. 
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The fir•t C•n•u• Bureau telephone facility, th• Ha9aratown 
Telephone Center, (HTC), opened in January 1985. An additional 
telephone facility opened in 'l'ucaon, Arizona ·in early 1992. 

Tha can•us of agriculture i• required by law under Title 13, 
Vnitad States Coda, •action 142(a) and 191, which •tates that an 
agriculture census ba taken in 1979, 1983, and in every fifth year 
·after 1983, cover inc; tha prior yaar. As previously 111entioned, 
Agriculture Division'• initial use of tha CATI •ystein in th• 1982 
Canaua cf Agrieul ture waa part of a teat to review the ayatam aa a "' 
viable 11athod of data collection. Ac;riculture ·Division (ACR) 
selected approximately 10, 000 delinquent larc;e farm ca••• for 
enumeration usinc; this system. The follow-up process for the 
reinaining cases used a clerical unit of operators who called ' 
respondents end manually recorded data on an ac;riculture report 
form. · 

For the 1992 Censu• of Agriculture, a CATI system was 
developed primarily to address the "large !•rm•" which bad not 
responded to the mailed questionnaire as in 1982. The reaaona for 
using the CATI system for followup were management efficiency, cost 
effectiveness, and availability of tha operation (staff/hardware) 
from the decennial cen~us. There were also other advantages such 
as eliminating the data keyinc; step, promoting a paperless census, 
and using CATI'• management capabilities for monitoring and 
scheduling cases. 

III. overview of th• Agriculture CATI system 

A. Agriculture Division'• Use of CATI 

In addition to larqe farm followup, the ACR CATI system 
was usad for tlla Nonresponse survey and low response county 
projects. Tha Nonresponse SurveY, involved contacting a sample 
of nonrespondents from the main agriculture census. Data 
collected for this ail.rvey was used to determine the proportion 
of nonresponse cases that are farms and to weight census 
totals to account for the nonresponse. In the low response 
county project, a •ample of nonrespondents in counties that 
had not achieved a 75t response rate were selected for 
contact. The goal of this project was to ensure that 
published 1992 Census of A<;riculture data were based on 
responses from at least 75t .of each county's mailout cases. 
In the Nonresponse Survey a different (shorter) version of the 
interviewing instrument was usad while the low response county 
project used the large farm follow-up instrument . Since the 
system used for large farm f ollowup provided the 9roundwork " 
for these two projects, this paper will deal only with ACR's 
experience with the large farm CATI system. 
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B. system Development 

The development ot the AGR CATI system was ·conducted by 
a Coim.ittee responsible tor: writing system specifications; 
developing essential systn components; administering teats; 
coordinating facility schedules; and providing training. 

CATI committ•• 

Th• 1992 Census of Agriculture CATI Committee consisted 
of 15 knowledgeable individuals trom tive divisions within the 
Census Bureau that are familiar with the various parts ot the 
eyetem. Even though much e!tort went into the brainstorming, 
learning, and deciaionmaking involved with the davelop11ent 
phase, this group remained functional throughout the 
i11plementation process and, also assisted in th• evaluation of 
the system. Fro11 the onset ot the planning phase (Auqust 15, 
1991) to the close ot the AGR CATI operations {September 30, 
1993) several committee personnel changes occurred; however, 
in most instances, the strategic persona re11ainad involved in 
this task. Tb• Committee consisted of representative, frOJD: 

o Ac:R to specify the needs tor data collection; 

o Economic Progra111111ing Division (EPD) to facilitate the 
input and output data; 

o Field Division (FLD) to implement the operation with 
Hage.rstown and Tucson staffs; 

o Demographic: Surveys Division (DSD) to program the QISC 
interviewing instrument; and, 

o Syste.ms Support Division (SSD) to provide support of 
the CATI ayste.m. 

For t he first six months , the Committee held biweekly 
meetings to plan the development phase. During this 
period, the Commi ttee prepared a flowchart and activity 
schedule ; identified and assigned . the required 
specifications; and, scheduled the project for testing and 
production at the CATI facilities. Attachments A and B 
are the processing flowchart and the committee's activity 
schedule, respactivaly. After the planning phasa, the 
Committee divided into workgroups to facilitate the 
development of their respective CATI tasks and reconvened 
monthly to assure the ongoing progress of each assignment. 

During the remainder of 1992, ACR discussed aspects ot 
the interviewing instrument such as sequence and wording or 
questions, availability and content of referral screens, and 
consistency checks between responses. This exchange ot ideas 
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resulted in additional refinements in th• instrument. 

CJ;TI Specifications 

As required of all CATI projects, basic system 
specifications are necessary frolD the sponsor to provide the 
framework for system development. Such s tandard 
specifications ware identified by FLD and SSD COIDIDi tt•• 
members and delegated to appropriate members for development. 

Many of th••• specifications required AGR personnel to qo 
tbrouqb a • 1earninq• period prior to development. In acme 
instances, tn• concept and format for these docUlllenta as 
recoqnizad by CATI system personnel were complex and involved 
considerable tilD• for one to become knowladqeabla anouqb to 
prepare the required documents. 

Aqriculture Division wrote several other CATI 
specifications arid procedures to expl ain issue• such as 
traininq, · problem solvinq, and handling other details not 
addressed by the basic CATI system specifications. AttachJDent 
c is a liat of the CATI &pacifications. 

system Tests 

Three tests ware conducted to refine th• aystem for 
production. Tbaaa tests (September 28 ' October 21, 1992 and 
January 14, 1993) were generally conducted in th• a ame manner. 
Experienced interviewer& at the Haqeratown CATI f acility 
telephoned AGR personnel for enumeration. The •mock 
respondents• were comprised of AGR staff from several 
different areas of responsibility. Some were qiven acripta of 
varyinq aituationa (i.e., nonagriculture, refusal, complete) 
while others presented their own scenario. The tests checked 
for the following itei:1s: 

0 

0 

0 

0 
0 

0 

0 

questio.ns needing rewording and/or additional 
clarification; 

appropriate routing of interviewing screens from 
question to question; 

correct output coding for case types and responses 
(keycoded ' nonkeycoded) ; 

appropriate transfer and installation of files_; 
appropriate input file content; 
improvement ideas from interviewers and/or •mock" 
respondents; and , 

other aspects within the process requiring attention. 

The tests also provided sample output files and status tables 
ror review. The output files were passed on to EPD for 
subsequent reformat testinq. Th• status tables war• reviewed 
tor format changes and/or proqramming errors. 
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Tr•ininq 

In addition to the usual CATI system training provided to 
interviewers, AGR supplemented the training with a 2- day 
intensive instruction course. This course included technical 

·subject-matter learning, pronunciation ot practical 
agricultural terms, a short session in unit conversion · using 
a calculator, practice interviews, and other exercises needed 
for enumeration. Attachment D is the training schedule • 

Training materials for the AGR CATI project were written 
in FLD's Training Branch based on information submitted by 
AGR. The materials included: 

o Self Study Guide, 
o Workbook for Training, 
o Paired Practice Interviews Booklet, 
o Final Review Exercises, 
o Guide for Training CATI Interviewers, and 
o EValuation of self Study and Classroom Training. 

During the .training sessions, a reference binder of 
9eneral informlltion wa= 9iven to each participant. In view of 
the voluminous amount ot technical detail involved with the 
AGR subject matter, interviewers were instructed to review 
this material and use it for assistance as needed. The 
contents of this binder included a report form guide, 
alphabetic crop listing, unit conversion chart, and glossary 
of terms. 

Input File Preparation 

Each state was processed as a separate file/survey. EPD 
was responsible for the creation of forty-nine state files to 
install at the CATI facilities. (Hawaii cases were called in 
Jeffersonville because of the unique nature ot their 
products.) These files consisted of cases not received in the 
1992 Census of Agriculture universe which were preidentif ied 
as a 11 large farm." · , · 

Each state file was then processed in directory 
assistance (Dl>.) subunits at the cATI facilities to obtain 
missing telephone numbers and correct inconsistent area 
code/telephone number combinations. At the beginning of the 
CATI process, the cases which did not yield a "good" telephone 
number from the DA subunit were left in the state input tile 
for appropriate output coding and to facilitate accounting of 
all cases in the output file. However, this procedure was 
modified during the first wave by assigning these cases the 
appropriate coding upon !ile installation and omitting them 
from the calling que. 
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In addition to correcting th• state files for aissinq 
telephone numbers or inconsistent area coda/ tel ephone nuabar 
colllbil)ations, the files vara updated to reflect aail returns 
received after the creation of eech prelimina.ry state file. 
EPO produced a file of satisfied Census File Numbers or CFNs 
(i .e., mail-ins, other resolved). They updated this •alert• 
file daily for use in amending the respective state CATI file 
by removing satisfied cases from the calling qua. This 
amendment process vas conducted one day prior to interviewing 
and corltinued daily until state closeout. ' 

c. CATI Processing 

Large Farm CATI spb1dulc fgr 1993 

In order for th• entire large farm CATI follow-up process 
to run efficiently, AGR coordinated with EPO, FLO and sso to 
develop a schedule that notified each division of tbair timely 
interaction within the process. Attachlllent E is the schedule 
showing state workloads and respective dates for each s t .ap of 
processing. The schedule vas broken down into 5 waves with 
approximately 10 states in each wave. States were listed in 
priority order accordinq to other AGR processi.ng dates. FLO, 
together with AGR, d1v1dee1 the states between the two 
telephone centers (Tucson and Hagerstown). 

it.CR decided to have one state file in:otalled at each site 
to test the system before installing all of wave 1--0alaware 
was installed at Hagerstown and Oregon was installed at 
Tucson. Interviewinq baqan at Hagerstown and Tucson on 
February 22 and March 8, respectively. As interviewing 
progressed, FLO in•tallad the remaining state files in both 
waves 1 and 2 to allow a backlog of available states to call. 
A• the CATI • it•• ran low on available cases, CATI site 
managers notified FLO and AGR to ,.approve installation of other 
states/ waves. In May , for instance, Tucson raquastad more 
cases in the Paci f ic t ime zone to aeeo:omodate intervieverA vho 
worked late. Consequently, California and Alaska became wave 
3A. Wave 4 was also divided into two waves--4 and 4A. 

Approximately five weeks were allotted for the 
interviewing process. As the CATI interviewing progressed, it 
became necessary to extend some states• closeout dates so that 
the interviewing process for other states started later than 
originally scheduled. Whan this was done, the dates for EPD 
and Secondary Source Unit (SSU) processing were changed 
accordingly. 

CATI interviewing stopped one day prior to CATI closeout 
to allow for instrument/output file manipulation. The output 
tiles were sent to EPO for reformatting which requi red three 
days before sendi ng the files to SSU in Jeffersonville. The 
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SstJ needed about 13 days to resolve th••• cases, i. e ., 
determine whether or not they were in the ac:ope of the 
aqric:ulture c:enaua. All in-sc:ope cases \/ere then aerqed with 
qeneral census proceasinq while out-of-scope ca••• were coded 
as auc:h and no further processinq was needed. 

This ac:hedul• was instruaental in keeping a ll aspects of 
the proc:essinq on trac:k and a eetinq the qoal to coaplete the 
entire CATI proc:••• by October l. The CATI sites c:losed out 
all states by September 12; and, EPD and SSU proc:essinq were 
completed by Septe!Dber 22. 

Field piyision Support 

Durinq th• CATI operations, feedback on problems related 
to the interviewinq proc:ess, subjec:t matter, or 
operational/system effic:iancy, was relayed from FI.Oto AGR by 
the Field Division liaison and resolved, in most cases , via 
the electronic: mail syatea or telephone. For example, in the 
beqinn1nq or the operation, interviewers questioned whether 
c:rops qrown in years prior to 1992 but sold in 1992 should be 
included as 1992 sales. The FLD liaison referred this conc:ern 
to AC:R. AC:R personnel informed the FLO liaison that th••• 
sales should be included in 1992 sales totals. Thi• was later 
reiterated in a "briefing note" or bulletin and distributed to 
supervisors at both CATI sites. 

As with any problam posed to AGR, after finding a 
solution, AGR periodically prepared a briefinq note to 
document/clarify changes to the interviewinq or operating 
process. These changes were discussed at th• pre-shift 
meetings at both CATI sites to keep th• interviewers up-to
date on the CATI process. Attachment F is an ex&mple of a 
briefing note. 

These notes were essential for transf errinq information 
between AGR and FLO at headquarters as well as supervisors and 
interviewers at the CATI s ites . They were a lso helpful in 
accounting and documenting each problem's resolution. 

Subiect Matter Support 

To keep members of AGR abreast of CATI status, a "CATI 
Newsletter" was developed and sent out about every eix weeks 
from Marc:h 1992 to January 1993. The newsletter was written 
by AGR committee members and was distributed to Agriculture 
Division's Chief, Assistant Division Chi efs, and Branch 
Chiefs. These newsletters contained information such as 
status of spec:ifications development; current CATI issues; 
and, schedules tor CATI testing, training, and production. In 
response t o these newsletters, division personnel were abl e to 
co1tment on the CATI process at hand. 

, 
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ilso, AGR analysts aad• sever&l site visits to the 
telephone facilities throughout the AGR CATI operation--froa 
initial testing to closeout--to observe the process, aonitor 
interviews, an.war technical que.st i ons, collect improvement 
ideas from facility personnel, as w~!l as identify and resolve 
any instrument and/or processing prcDlams. For example,. prior 
to live interviewin;, staff visited the facilities to monitor 
three tests and to conduct initiitl training on the Research 
Operation. Site visits were also scheduled at the start of • 
interviewin; at both the Hagerstown and TUcson eites. After 
this initial "getting . started" staqe, AGR scheduled site 
visits about once a aonth--usually at the start of a new wave 
of states or at closeout. 

Monitoring 

Monitoring was an import.ant part of the CATI process. 
While site visits provided a aethod for AGR to aonitor the 
flow of facility processing and handling of technical 
information, CATI mana;ement was responsible for monitoring 
the quality of the interviewing process. Also, AGR received 
systam-generated reports that provided up-to-date workload 
status for monitoring CATI progreaa. 

To monitor the quality of the interview, the CATI system 
contains a built-in network which allows supervisors or 
analysts to listen to an interview on the telephone while 
simultaneously viewing the computer screen to see bow the 
information is recorded by the interviewer. The facilities 
maintain specific standards for such monitoring. During 
initial monitoring (the first three months interviewers are on 
the job), about lOt of an interviewer's interviewin; time each 
month are monitored . After tha.t, (systematic monitoring) 
supervisors monitor at least 2. st of each interviewer's active 
interviewing time as well as any •special needs" monitoring . 
In half- hour monitoring sessions, supervisors were able to 
unobtrusively observe interviewers to identify their strengths 
and weaknesses. The supervisor would complete a monitoring 
report each time an interviewer was monitored and provide 
feedback to the interviewer. 

FLD staff sent periodic monitoring reports to ACR via the 
e l ectronic mail system. At each CATI site and tor each wave 
of the survey, these reports showed: average number of 
interviewers; number of login hours; and number of 
monitoring sessions. In the early stages of interviewing, 
these reports indicated areas where monitoring was inadequate 
and notice was given to the facility to increase monitoring. 
At the end of the survey, a final report was received from FLO 
vhieh included the overa ll monitoring rate. Attachment G is 
a copy of this final report. 
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Every day during processing, AGR received two system
generated reports reflecting the previous day's work for each 
active state--• sample Status Report and an Interviewer 
Performance Report. 

Attachment H is an example of a Sample Status R~port . 
Each day AGR extracted and recorded pertinent totals from 
active state reports such as numbers of cases classified as 
in-scope, out-of-scope, · and remaining active. CUmulative 
numbers were also extracted and recorded for the following 
case types: resolved; mail receipts; duplicates; secondary 
source; and, refused._ 

Attachment I is an example of an Interviewer Performance 
Report. This report showed each individual interviewer's call 
attempts categorized by outcome code and summarized all call 
attempts by interviewers excluding/including supervisors and 
managers. Each day AGR extracted from active state reports 
and recorded data for: number of interviewers used i login 
hours; and minutes of in-scope calls. At closeout, AGR 
received a cumulative interviewer's report for the entire 
period of the survey (i. e., Monday, March 22, 1993 - Sunday, 
May 2, 1993) . 

The extracted data from these reports was used in 
developing several spreadsheets , such as: · 

o CATI PROGRESS REPORT - A separate spreadsheet for each 
state (survey) showing the daily progress. For each 
state report, data is given for each active 
interviewing day plus state totals. 

0 LARCE FARM CATI WORKLOAD - A •preadsheet Of all states 
at both telephone facilities by wave/state showing 
workload totals. The totals are shown for each 
telephone facility as well as for the u.s. 

o CATI INTERVIEWER REPORT - A spreadsheet for each month 
showing active states (surveys) and giving the daily 
counts of interviewers working, 109in hours, and 
completed interviews for in-scope cases. These 
monthly reports helped to verify telephone company 
monthly charges. · 

Research Operation 

'Wh.en a respondent indicated that they received multi°ple 
forms under different names or CFNs for the same operation, 
the interview was handled as a "possible duplicate". The 
Research operation was set up at both CATI facilities to 
review and/or verify the possible duplicate situations. This 
involved EPD support in acquiring access to various 
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agricult\ira databases for both CATI sites. In view of the 
aacurity risJt, CATI personnel . were granted "read only" 
c.apability when accaasinq the ACR Research Menu network 
routines. 

By accessinq th• •name ' address" and •check-in" 
databases, trained CATI researchers were ebla to aaarch for 
duplicate entri•• in th• mail list end verify receipt of the 
duplicate report forms aa needed. The· training materials tor 
thia operation ware developed by AGR analysts and required AGR 
personnel to conduct aqriculture-specitic traininq at both 
facilities due to FLO'• unfamiliarity with this aubjact. 

The benefits of thia operation provided notable strides 
toward customer service aa wall as improved procassinq. In 
contrast to the spontaneous handlinq of possible duplicate 
situations in 1992, in 1987 these cases were rat erred to 
clerical revi ewers attar the conversation was anded; and, in 
cases where subaaquant research indicated that a.n interview 
was still needed, the respondent was recontacted. Th• utility 
ot the 1992 operation was invaluable since it resulted in the 
identification of about 12,000-18,000 duplicates on the AGR 
mail list and prevented callbacks t ·O an estimated equal number 
ot possible duplicate cases which were unverified by the 
researcher. 

"Cl.,ims tiled" caaaa, or situations in which the 
respondent claimed that they had already mailed their 
questionnaire, were not routed to the Research Operation since 
the alert tile was updated daily and any mail retu.rn1 were 
deleted from the calling qua. In these cases, · the interviewer 
prompted the respondent to complete the interview knowing that 
the form had not been received. 

Other Production Processing 

Several other details were handled during the CATI 
interviewing process. For example, specific procedures were 
established to process •sand form" and "Title 13" requests. 
All other situations which ware not predesignated in training 
were handled as •supervisor referrals.• 

"Send form" cases, in which the respondent would not 
aqree to be interviewed by telephone but requested a form be 
sent for completion and mailinq, were coded. as euch and 
systematically set tor a callback 10 days later. The CATI 
cupcrvisora would check the ayatem daily to pick up all cases 
with send-form codinq and refer them to ACR for form mailing. 
If the report form was received within 10 days, the CFN vas 
automatically coded as resolved and deleted from the CATI 
callinq que via the daily alert system. Otherwise, CATI 
interviewers would recontact the respondent to complete the 
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interview by telephone. 

Some respondents requested a copy of the Census Law 
(Title 13 of the united States code) that requires them to 
respond. A9ain, the interviewer was directed to relay this 
information to the supervisor who consequently notified AGR 
of these cases on a daily basis .. 

CATI 01.ltput/Reaults 

The results of the CATI attempts were transmitted to 
Economic Proqramminq Division (EPDl in the form of four files: 

o Answer file - interviewer coding includin9 respondent 
date and/or interviewer re~arks tor resolved cases; 

o F7 tile - interviewer remarks made during the 
interviewing process tor resolved cases; 

o History file - •snapshot" of installed cases s~owing 
each time accessed; and, 

o Case Master file - system management information for 
each installed case. 

Every interviewing day, an Answer and F7 file for each active 
state were tra~smitted to EPD for their subsequent 
reformatting. At each state's closeout, a cumulative 
version of all four files was transmitted to EPD. EPD was 
responsible for assuring the receipt of these files and 
subsequent processing for merging these files into the 
1992 census of Agriculture operations. 

pa ily Processing 

The daily state answer files were the source ot in-scope 
and out-of-scope records. 

For in-scope records, besides the answers collected 
which referred to the farm unit, some data items were created 
based on interviewer responses to reflect: 

0 
0 

0 

0 

0 

CATI processing codes, 
f lag indicators of "zero" or "none" responses for 
specific items, 

summing of valid duplicate items, 
geographic changes, and, 
section indicators. 

In llddition, these in- scope records were used to update 
various AGR dl!ltabases. Whenever there were verbatim responses 
ml!lde during the interview (i .e., "other" crops/livestock not 
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li•ted, •tate or coWlty change•, etc.), they were retrieved 
and loaded onto the •note•• database for analyst review. A 
Checlc-in status code indicating •CATI satisfied" wa• a••igned 
to each record in the •check-in• database. Corrections, it 
any, in the nll1lle, address, and/or telephone number fields we.re 
carried to the •name ' addres•• database. 

Out-of-scope racorda identified in the daily an•wer tile• 
were updated in the check-in database by assigning the 
appropriate status code. 

confirmed refusal ca••• were also included in the daily 
answer tiles to make th••• cases available for the next 
processing step (Secondary Source Unit), and, to alleviate 
storage space in the respective state's active ca•• file. 
However, in all •tat••, the confirmed retu•al ca••• were 
processed by EPD from the cumulative state answer file. 

The daily F7 files, which consisted ot auxiliary notes 
mede by the interviewer during the interview, ware reformatted 
and loaded onto tbe notes database to provide analysts with 
supple.mental information tor in-scope cases. 

Closeout frocessing 

The closeout answer file was cumulative and provided a 
single source of confirmed refusals and other W1resolved cases 
requiring SSIJ processing. Casas routed to SSU ware identified 
by specific final code. Attachment J is a list ot these case 
types and the respective final codes. 

Similar to tha reformatting of in-scope records, 
interviewer comments, if any, and processing data items ware 
created for each SSU case and forwarded to the Jeffersonville 
facility for assistance in determining the resolution. 

Other Output Proc1111nq 

The history tile consisted of one record tor each time a 
case was accessed. This file was transmitted to EPD at the 
closeout of each state survey. A separate history record was 
created for each case to show all the calls that were made as 
wel l as other actions where calls were not madr (such as, when 
one "quits out" ot a case before dialing). This file was 
routinely used by tacili ty management to track the progression 
of a particular case. From this file, AGR manipulated 
information using SAS •oftware to produce tables and 9raphs 
for management analysis. Sea Attachments K throu9h N for 
examples of AGR charts produced from various history files. 
These state history tiles are in storage for potential etudies 
at a later date. 
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A case master file was also transmitted to EPD at the 
closeout of each state survey·. This file consisted of one 
record per case which contained essential information for that 
case for case-management purposes. Information in the case 
master file was always kept current--former values of 
variables were not retained. CATI facility personnel usually 
accessed this file as a convenient source for specific case 
details. For the purpose of analyzin9 the system, data from 
this file could be used for reviewing numl:>er of call attempts 
for specific outcomes, callback time preferences, and so on. 
Since AGR's plans for CATI evaluations are not complete at 
this time, these state case master files are being stored for 
possible later use . 

SUIDIDary of Agriculture CATI system Results 

Final Case Accounting 

or the 152, 815 cases installed for CATI resolution, 
57,708 cases (37.8\) were enumerated as in the scope of the 
a9ricul ture census while 15, 148 (9. 9\) were out-of-scope. 
Through research, 4,924 cases (3.2t) ware determined to be 
duplicates of satisfied cases. After CATI file installation, 
29,312 cases (19.2\) were omitted from the interviewing 
process as they were received in the mail. A total of 45,723 
unresolved cases (29.9\), including 3,188 confirmed refusals, 
were routed to SSU for additional processing. 

The results of the 1992 large farm c;ATI followup with 
comparative statistics from the 1987 nonCATI operation are 
shown in Attachment o, Table 1, Results of the 1992 and 1987 
Delinquent Large Farm Followup. 

When comparing the results of the 1987 clerical and 1992 
CATI operations, one notices the higher in-scope rate (+5.2\) 
and slightly lower out-of-scope rate (-1.3\) in 1992 . In both 
operations, a large number of cases were unresolved requiring 
ssu processing. These ssu cases (29.9\ in 1992 and 31.7\ in 
1987) include respondent-contacted situations (i.e., 
insufficient partial interviews, refusals, callbacks) as well 
as noncontact cases (i.e., busy, no answer, never tried). 
Since the level of mail receipts is independent of operation 
type (nonCATI or CATI) , these numbers only reflect the timely 
creation of the input call file prior to the telephoning 
process. 

Another observation which is evident upo~ review is the 
difference in processing claims filed and possi ble duplic.ate 
situations. As mentioned previously, in 1992 thc"c cases 
received spontaneous handling versus 1987' s procedure to 
discontinue the telephone call, perform research, and, it 
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nec•.••ary, recontact the reepondent. Claim• filed caee• 
r••ulted iri promptin9 for an inte·rview in 1992 (since the 
callin9 que wa• updated daily by the alert file). Poaaibl•· 
duplicate ca••• were verif i ed by the Research Ope.ration and 
appropriate action was taken. 

The different environment• provided by th& 1992 and 1987 
systems aake it difficult to conclude whether operation type 
is responsible for the re•ultin9 differences. Diceiailar 
mana9ement philo•ophies, physical locations/office set up, and 
experience level of interviewer• are some factors which 
inhibit any attempt to denote collection methodoloqy a• the 
ain9le reason tor varyin; results. 

B. Cost Analysis 

v. 

The cost of the 1992 delinquent lar;e farm followup 
amounted to almost $2 .1 million or $13. 56 per case. This 
amount included statfin; for aupervision/intarviewin9, 
eystem development (excludin9 AGR analysts), collllllunications, 
equipment, and general administrative support. 

Attachment P, Table 2, shows data ror comparin9 the cost 
ot the 1992 and 1987 delinquent large fariia follow-up 
operations. When the 1987 operation cost is adjusted to show 
1993 dollars, the 1992 CATI system cost eavinqs is $2.17 or 
13. 8t l ess per caae than the 1987 nonCATI operation. The 
overall cost of the 1992 CATI followup shows an approximate 
increase in expenses of $146,000 or 7.6t more than the 1987 
nonCATI followup. 

It would be misleadin9 to use these etatistics to aak• 
any conclusions concerning coet saving• between the two 
operations. The expenses shown in Table 2 are actual char9es 
made to the respective projects. Costs tor ;eneral staff time 
(ACR and other) , qu"stionnaira desiqn, uae of previously 
procured hardware, and communication expenees covered by 
blanket costs are some of the factors which need to be 
addressed in makin9 a system comparison. In addition, there 
are operational differences (i.e., quality control, 
eupervisor/interviewer ratio) and post-interview processing 
(i.e. , data entry needs, file reformattin9) which should be 
addressed to qauqe the benefits of each operation's yield 
versus cost. 

Evaluation of the Agriculture CATI System 

Reactions to the CATI system are necessary tor the proper 
assessment of the operation. They provide valuable input towards 

• 

• 

building future CATI systems. To develop an improved efficient t 

data collection system, ACR requested feedback from various persons 
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involved with th• 1992 CATI oparation. 

A. Feedback from cATI Collllllittee/Site Staff 

After intarviawin; concluded, the CATI Committee vas 
asked to submit any ideas or comments on the entire. CATI 
developmental and operational process . In ;enaral, the 
suggestions consisted of need tor: 1 ) aora lead time tor 
system development; 2) additional in-depth tastin;; 3) 
periodic retrainin; tor intarviavers durin; the process; 4) 
tracking of file transmissions; and, 5) prompt dovnloadin; of 
closed out state files • 

In conjunction with AGR, FLO held tiva debriating 
sessions at both CATI sites. These open forum •••tinge were 
conducted by th• FLO liaison with AGR personnel present to 
answer questions a.nd monitor delivery of the presentation. 

To gather feedback tor all three AGR CATI projects Ci.a., 
large fa.rm, nonresponse, low response counties), 9aneral 
questions as wall as separate que.stions pertaining to the 
specific project were asked . The time sat for th••• ••••ions 
was sucn that tJl• majority of tJle states/surveys ware closed 
out or approaching close-out. Lar9e term interviewin9 
officially ended on September 12. Nonresponse and low 
recponce county projects closed out on Auqust 20 and September 
30 respectively. 

The three debriefing eessions at the Tucson CATI facility 
were held on August 31 (10:00 AM and 2:00 PM) and September l 
(lO:Oo AM). Nine people attended the first morning session 
and eight people attended each of the other two sessions. In 
Hagerstown, two aessions were held on September t with nine 
attendees at 10:00 AM and seven ~ttendees at 2:00 PK. 

All personnel involvad with th• CATI oparation 
( interviewers, supervisors, directory assistance callers, 
researchers, on-site analysts) were given an opportunity to 
complete the handout of questions (Attachment Q). However, 
a sample of these persons were invited to attend the 
debriefing sessions for extended discussions on the AGR CATI 
operation. 

overall, the sessions yielded many constructive 
suggestions for improving the system. The majority of 
problams; cited ware repeated in each of the aassions. A 
detailed summary of the responses and comments were 
consolidated into the 1992 census of Agriculture Manual tor 
reference. such documentation will be useful to AGR in 
prospective CATI syste.ms . 
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B. Evaluation Documentation 

A• traditionally conducted· for th• aajority of cenaua 
processing systems, AGR statt is currently documenting the 
CATI process in an evaluation paper. This paper will include: 
l) system development and procas•ing detail•; 2) CATI aerge 
processing; and, 3) 1992 CATI versus 1987 nonCATI data review. 
Aspects ot CATI recognized by CATI Colllllli ttee aembers, CATI 
ait• statf, and AGR subj ect aatter analysts as requiring 
•enhancement•" or edditional addr••• are also noted in this 
aynopsis for improvement ot future ACR CATI systems. 

Other CATI-associated studies in ACR ara undervay as 
wall. A 1997 census ot Agriculture pla~ing team has bean 
tormed to establish criteria for a CATI aystam for the next 
census based on review of CATI versus nonCATI data in th• 
1992 census. For example, this team ha• solicited teadback 
trom AGR subject matter analysts to isolate problematic data 
it••• in CATI cases. Subsequently, th• team will create and 
evaluate tallia• of th••• auapact items for CATI and nonCATI 
records to verity their source. 

c. CASIC Presentation 

After the ACR CATI operations concluded in Saptambar 
1993, AGR presented a briet overview to th• Computer Assisted 
Survey In!ormation Collection (CASIC) group. This qroup at 
the Census Bureau is dedicated to the automation ot data 
collection through computerized tachnologi••· In view of th• 
tact that CATI is undergoing "redesign" in the Bureau to 
produce a ce~ralized computer assisted data entry system 
across three sites (present tacilities: Haqeratown and TUcson; 
new third sits: Jettersonville, IN.), and that the 1992 census 
or Aqricultura was the largest single project to use the CATI 
system, CASIC requested feedback from AGR to identify system 
strengths and weaknesses. Many of the colDl!lents submitted to 
CASIC are also included in this paper. 

VI. Suggestions for Future Agriculture CATI Systems 

Based on the success of the 1992 AGR CATI Sy•tem, especially 
the processing phase, it is my opi.nion that CATI can ba an 
efficient tool tor follow-up data collection. Considering the 1992 
incurred cost, beneficial automated tsatures, paperless reporting, 
and installation ot the Research Operation, this system is a viable 
method of enumeration. However, AOR'• lar9e seal• encounter with 
this processinq technology has lent itself to many improvement 
ideas. 

As a result ot this experience with CATI, the following are 
suggestions for enhancing prospective ACR CATI systems: 
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A. Developmental ~ecommendations 

8. 

o Learn the CATI system to become aware ot its potential. 
Sponsors should be knowledgeable of the capabilities 
to maximize its use and deal with system shortcomings 
properly for other processing coordination. 

o Allow adequate tiaa for testing. %f possible, aock 
respondents not associated with the survey should be 
used in the tests. 

Processing Recommendations 

o Search for continual improvement ideas during 
processing. For example, review of case management 
files could possibly show significant "trends" toward 
specific callback times. In this case, interviewer 
scheduling should be adjusted accordingly. 

o Acknowledge retraining needs. Even though AGR training 
was perceived to be complete, several interviewers 
indicated in th• debriefing sessions that they had 
additional questions and/or situations requiring 
reverification after initial interviewing; 

o Acquire on-site support staff tor communications 
problems. Operations can be severely hampered 
awaiting personnel from headquarters to address 
problems. 

c. Systems Recommendations 

o Allow for customized outpu~ answer files. Files with 
standardized CATI output pose inefficient 
storage/handling •ituations when only a portion of the 
data is needed. 

o Allow for customized progress reporting. system 
generated reports are primarily used by faci"lity 
management and are difficult for sponsors to use. 

0 Develop interviewer paths for various situations. 
Allow for regional crops/livestock, basic infonnation 
collection for reluctant respondents, and easy-skip 
path:: for rccpondcntc indicating involvement with few 
commodities. 

o Pennit sponsor "read only" access to CATI manac;iement 
system. Since full access can be a security problem 
"read only" capabilities would allow the sponsor to 
make spontaneous status checks, track specific case 
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responses , etc. without FLD intervention. 

o Automate aystem tile transmissions. Routing of input 
and output tiles waa manually monitored requiring much 
ettention tor operations consisting of numerous 
tiles/surveys. 

0 Explore hardware/softvare tor CATI enhancements such as 
au.tomated dialing to . prevent misdi ali.ng, instrument 
aoftwo.re to allow for word processing capa))111t1es, 
etc. 

VII. Conclusion 

Du• to the uae of the CATI system, improvements in this 
census• tollowup of delinquent la.rge far11\S are appa.rent in the 
production phase regarding more interactive features and in 
eliminating subsequent processes. 

Recognizing th• long-term goals of the Bureau to use the 
latest technologies tor more efficient and productive systeJDs , CATI 
has offered several improved features ovH" th• 1987 c~us of 
Agriculture clerical follow-up unit. Most notable of these are the 
systematic call schedul er, management research capabilities, and 
automated status report generation. In addition, other attributes 
yielded ))y CATI usage are savings from eliminating a separate data 
keying phase, omitting the need tor paper questionnaires and their 
handling/storage, and providing better customer service through 
spontaneous research ot possible duplicate cases requiring fewer 
recontacts. 

Comparing the CATI to nqnCATI follow-up operations is 
difficult. As mentioned in Section IV, part B, Cost Analysis, 
incurred costs are an unfair indicator of cost savi.ngs betveen 1992 
CATI and 1987 nonCATI since savings and production efficiencies are 
not considered. Also, to conclude that any data disparity i• a 
result of the collection methodology would be a misinterpretation 
in view of operational differences. Because of these factors which 
make comparison of CATI versus nonCATI systems very complex, AGR 
will be cautious in drawi.ng conclusions--other than the realized 
progress achieved i n process automation and better service to the 
respondent. 

Aside from the deficiencies in comparing CATI and nonC.ATI 
operations for conclusive statements, AGR plans to review C.ATI
originated dato. with nonCATI do.ta in the 1~~2 Census of Agricul ture 
by examining the level of edited and/or imputed statistics .' Rather 
than conclude that the operation source is the c ause of any 
differences, th• 1997 Census of Agriculture CAS:IC planning team 
will use these comparisons to detect dissimilarities in the data 
capture (i.e., wording and/or sequence of questions). 
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-· 

• 

In awiunary, the 1992 Census ot Aqriculture CATI System waa 
· auccesstul in t•=• ot completin9 the follow-up phase in . an 
efficient and tilllely manner. The automated teaturaa includin9 th• 
customized Raaearch Operation provided many enhancements over the 
1987 clerical operation. AGR hopes to build upon their experience 
with this initial system and use CATI in the 1997 census. 
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o. Complete 
eyatem (Prete•tl 8/92 8/92 'IQl/FU)/SSD/ 

DSD 

d. State teat 2/93 2/93 'IQl/FU)/SSD/ 
EPD/DSO 

3. Other Spec::ific::ation• 2/92 12/92 'IQl/FU)/SSD/ 
EPO/OSO 

4. Trainin9 Pac::ka9e/ 
Personnel 6/92 2/93 AGR/TLO 

5. Implementation ot 
System 3/ 93 8/93 FW/IQl./SSD/ 

EPO 

6. Evaluation 9/93 5/94 Committee • 

\ 
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Attac:hlDent c 

1992 ACRlC:UX.TtJJU?: CEllSOS CATI SPJ:CI7ICATIONS 

Manual H1mher Title Cexplanationl 

92EAC-A-MC-10-!-0' CATI Spec:• for I.arqa Delinquent Telephone 
Pollowp (QISC proc;rUURinq apec:a for 
aiddl.a of intarviaw-aac:tiona 1-31 of 
report fon--csaaiqnatinq outc:oaa c:odaa) 

92EAC-A-MC-10-E-06 CATI Input Pila Spaca (coaponenta and 
layout of th• !!\put file) 

92EAC-A-MC-10-E-D8 Valid Crop Listing for CATI QISC Sp•C:• 
(listing valid crops for each state) 

92EAG-A-MC-10-E-10 CATI Aaaaaaor Spac:a (aaaiqnaent of 
agendWD and final codas which deaiqnate 
the next action) 

92EAG-A-Mc-10-E-12 CATI Pront/Bac:>c for Delinquent Large ran 
Pollowup (QISC progr&J1aing apec• for 
introduc:tion and c:loaing portions of th• 
interview daaiqnatinq outc:ome codes) 

92EAG-A-MC-10-E-13 CATI Teat Pila Specs (input file apec:a 
for tasting) 

92EAG-A-MC-10-E-14 CATI Cloaaout Spec:• (a••iqnaant of final, 
outcome and agandWD codes which dasiqnata 
whether aufficiant partial or aacondary 
aource proceaainq) 

. 92EAG-A-MC-10-E-15 CATI Parameter Spaca (a consolidation of 
aeveral apacs for a file used to pass 
individual aurvey info to the CATI s ystem 
and apec:if iaa other file aanagamant 
raquiramanta) 

92EAG-A-MC-10-E-19 CATI Responses to Commonly Aaked 
Questions (shift r2 option available to 
intarviawara during interview) 

92EAG-A-MC-1D-E-22 Research Operation for Large Para CATI 
(inatruc:tion• for accessing AGR database 
to verify •claiaa filed• or •duplic:ata• 
aituationa) 

92EAG-A-KC-l.O-E-23 Spacial Inatructiona tor CATI Supe.rviaora 
(auperviaor duties regarding the research 
operation and certain aqandWDa, i .e., 
rafuaala, language :barrier, ate.) 
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AttacbJJl•nt c (cont'd) 

Page 2 

92EAG-A-MC-10-E-24 CATI output Reforlllattinc; Specs (info 
concerning th• raw CATI answer file and 
needed refol'llatting/data manipulation) 

92EAG-A-Mc-10-E-30 CATI C.lltiaes Specs (setting times and 
days for aaltin; calla) 

92EAG-A-MC-10-E-31 La1"9• P&rll CATI Schedule tor 1993 
(dates set for each step of proeeaainc;) 

92EAG-A-Mc-10-E-3B Selection of Secondary source Ca••• 
(specs for creating ssu tile) 

92EAG-A-MC-lO-E-40 Change in CATI Interviewing Process for 
Acres (Jt7B7) 

!il2EAG-A-MC-10-E-41 CATI Workbook for Training 
(interviewer training) 

'2EAG-A-MC-lO-E-42 CATI 5elf ·study tor Interviewer• 
(part of interviewer training) 

92EAG-A-MC-10-E-43 CATI Final Review Exercise 
(part of interviewer training) 

92EAG-A-MC-lO-E-44 Lar9e Fal"lll CATI 8riefin9 Notes (notes to 
supervisors/interviewers instructing how 
to handle particular situations) 

!il2EAG-A-MC-10-E-45 IAr9a Fara CATI Jfewalettera (intoraation 
to keep AGR staff abreast of. what was 
happening re9ard1n9 AGR CATI) 
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ltt:Z Cenaua of Aqric:\llt11re CATI Syatea 
1.a?'9• Fara Pollovup_ Bri•fin9 •ote 15 - Karcb 16, lttl 

'l'hanlt you for yo11r continued afforta in our data collection pha•e! 
Pl•••• note the tollow~ng pointa: 

o If the respondent 1ndicatu b•/•h• ba• vrapea, pl•••• 
read •9?'ape vine•• 1natead of •9?'•P• tr•••• •• 8hovn on 
th• ac::rean. (Thi• vill J:le corrac::ted ASAP. ) 

o If r••pondant indicataa b• baa pepperaint, ••l•c::t •aint 
for oil• in aection :z or 7. They ara 1:h• aua. 

o Only call the Jt•••arcb Operator vhen there i• an actual " 
duplicate aituation (duplicate foraa rac::aivad for one 
operation vitb DIFFER!HT nua1 and/or ma). Jtne•Mt> to 
read the aec::ond aantanc::e on the >11Ultiforiaa< ac::rean and 
the >c::lai.a1file< acraan J:lefor• ac::ceptin; a reaponaa . 

o When •JlllD LISTDIC:• appear• on th• aeraen, read th• ' 
entire liat. 

When •RUD, IF H!C!SSARY• ap11aara, you aay 11ae 
infor11ation previoualy ;ivan in th• intarviav to decide 
if you need to read tha antira liat. For inatanc::a, in St 
th• letter •p• appear• naxt to th• crop• produc::ad, 10 you 
want to probe for t.hoee particular iteaa and t.hen aa» 
•Any others?• (it aay not ba neceaaary to read th• entire 
list) . If in dolll:lt, read th• antira liat. 

o 'l'h• Shift Fl option bring• up th• >into-rat< ac::raen wbicb 
;ivea you the naae and full addr••• of the raapondant. 
'l'hi• option i• uaeful for th• interviewer in filling out 
th• top portion of th• vorltshaet vben reaaarch i• 
unavailable . 

0 

After 9ettin9 i .nto t.he aiddle ot the interview (l>a9innin9 
vith Sl), the Shift Fl >into-ref< acreen vill alao ;ive 
you th• option •c• to chan;e the respondent. 

Any CFNs reported •• duplicate• on the >chaclt< acreen 
vill be diaplayad on the >research< ac::reen. If th• CFN 
ia displayed, MOVJ: THl: c:tlRSOR by pr•••in; enter to ;at to 
vh•r• you indicate whether tb• dup vaa found. DO NOT 
type in anything al•• on th• line vh•r• the curaor firat 
appear•, unleas thara vaa no CFN displayed and you naed 
to enter a C!'lf fo-..nd by th• R••••rcb Operator. 

• 
o on 1:h• >hallo-2< ac::rean, if you antar •11• (deceased ' 

aold f~) you 90 to the >intro-be acreen vber• you 
should antar •a• (•old fara). 'l'h• next question aaka if 
operated durin; any part of 1992--if yea , the intarviav ~ 
continue•; if no, tha interview anda. 
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• 
..lov find th• requ••t•d Ag 90nitori.J19 data u of Sept••btr 25: 

Ba;eratovn: 

Ava. I Intvra. i.o;in Bour• Kon. H••iona llon. rate 

wave 1 •• 1151 l11 5.4 

Wave 2 7) 4524 2)6 1. 2 

Wave ) 146 1110 ,,, 2 . 1 

Wava 4 ' 5 
7) 14424* l75 2.6 

Wava 5 191 l538 204 s.a 

• th••• lo;in hour• includa an undaresti11ated a11ount of 14.7 for 
atat• 74 

Tl.lc:eon: 

Ava . ' Intvra . i.o;in Hour• Mon. ••••ion• Mon. rat• 

wive 1 107 t283 144 1.!15 

Wava 2 122 4176 71 .1. 7 

VI Va 3 15) 12211 440 l.6 

Wava 4 141 1094 l35 l.7 

Wave 5 13 7200 243 l.4 

'l'TC ha• included AG Kod•l Drop in their C0\11\ta. 

! ~ --.. 
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Attaehllent J 

LIST OF SSU DESIGNATED CASE TYPE BY FINAL CODE 

TYPE or CASE 

Insufficient partial 

l.lnconvertibl.e l&nlJU•IJe barrier 

l.lnpublished number 

No listing .of telephone number 

No initial number supplied 

confirmed refusal 

Search cutoff 

Callback scheduled, sutticiant partial 

Prerefusal/hostile breakott 

Needs research work 

Callback scheduled, insufficient partial 

Temporarily unavailable 

Uncompleted call, no contact on callback 

Language barrier 

unconfirmed claims tiled 

Will tile, send form 

Never contacted, confirmed nwnber 

Never contacted, \lncontir111ed n~r 

Answering service/machine, left message 

Never tried 

346 

PINAL CODE 

06 

21 

22 

23 

24 

25 

26 

l.l!I 

116 

117 

118 

119 

120 

121 

122 

123 

124 

:us 

126 

127 

• 
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.. 

1992 Census of Agriculture 
Length of Call for Completed CA TI Cases 

MINtJfES 
• 

MINllTES 

TOTAL. 
:;n.,....,r,m,....."""""' 1.so1 

TOTAL 
NUMBER OF CASES "-'!'~,........,.;.;:n.,....,.~...._.~,.......;._. 1,•72 

MINUTES 1· 
TOTAL. 

NUMBER OF CASES ~~""""""' ....,.....,..,..._.._., ,....."lll"il_. 1,7•3 

MINUTES 1· 

NUMBER OF CASES '-i~~ 
TOTAL 

'"it:!'..-...FT.~l'li"i!~""'ll"i""""" 1.oea 
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1992 Census Of Agriculture CATI System 
0/o of Completed Cases by Length of Call 
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1992 Census of Agriculture CATI System 
0/o of Completed Cases by Respondent Time of Day 
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AttacMient o 

Table 1 

Result• ot the 1992 and 1987 Delinquent Large Far111 PollOVllp 

CATEGORY 1992 1987 . 

In-scope cases 57,708 (37.8t) 39,893 (32.6t) 

out-ot-scope cases 15,148 (9.9t) 13 ,677 (11.2t) 

Claims tiled cases NA, 20,030 (16.4t) 

Duplicates 4,924 (3.2t) NAZ 

Mail receipts 29,312 (19 .2t) 10,000 (8 . 2t) 

secondary source 45,723 (29 .9t) 38,800 (31.7t) 

Total Workload 152,815 122,400 

,Nwnl::>er of claims tiled cases was not recorded in 1992 . In these 
s i tuations, if the respondent indicated mailing took place within 
the last weak, a callback was systematically set tor 7 days later. 
It mailing took place prior to the last week, the respondent was 
prompted to .proceed with the interview. Any resulting refusals 
were sent to ssu. 

2NwnJ::>er of duplicates was not recorded in 1987. 
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Attachaant P 

'l'abl• 2 . 

coat CoapariJon of the 1992 and 1987 1.&r9• Fara Follovup 

CATEGORY 1992 1987 • 

Facility supervisory 
a ta ff $889,266 

• 

Interviewing staff $264,797 $626,0001 

Benefits, other 
applied costs $315,327 $323,000 
Co1llllunications $500,048 $122,000 

Equipment, micro-
c:o•put.era $49,982 $20,000 

Facility adminiatra-
tiva support, train-
ing, t:ravel $<!,761 $158,000 
Data Keying $106,500 
Other $50,619 $2~0,795 

TOTAL COST $2,072 , 800 $1 , 566,295
2 $1,926 , 543 

FINAL COST PER CASE: 

1!1!12 1!187 
$13.56 $12.7!1 

$15.732 

1Includea supervisory staff 
2intlated by 23' to reflect 1!1!13 dollars 

! 
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1tt2 cr:NSOI OP' AGllc:tJimJRZ CATI SYrn:x 

TELEPHONE CENTER DDJUUXNC: 1Wn>Otl'1' 

,• 
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.... =~---------------
Poaition: (c:h•c:lt •11 that apply) 

1-:l Intervieva.r 

1-:l ••••a.rcb ep.rator 

a Sllperviaor 

1-:l Direc:t.ory Aaaiatance 

Date •tart•d vorlcin9 cm Av CA'n1 



Attac:nrrent 0 I cont ' d I 

I. Introduction 

ll. Debriefing on Training 

III. Debriefing on t.he Interviewing ln•tziment 

rv. Debriefing on Special Proce•sing 

v. Other 

3S~ 

• 



·. 

Att&d iimit 0 (cent ' d. ) 

1 

Latqt ''"' 

1 . ' n14 ~ uah1ln9 pr•pare )'Oii for conducting 
interviews? 

:a. Were AC concapta and definitions sufficiently covered 
durin; trainin;? 

:1 . Ware the raterence aateriala you received aufticiant? 
Ware they neceeaary? nid you uae i:hea? 

4. Were the practice intervieva helpful? were there enou;h? 

5. no you have any id••• for iiaprovin; treininf in th• 
future? 

6 . l'• there anything you would like to ••• covered in th• 
trainin; that vaa not included? 

7. Were there topic• in tra1n1n; that needed aore or leaa 
tiae? If ao, what vare they? 

.. 
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Attadmmnt Q (cant. d ) 

•onr••PPD'' ' 

1. Did you thiM: th1 ••lf-atudy va1 •d•iU•t• for nonr11pon11 
va!Jling? Xf not, what Ot.har typea of training would rou augg11t7 _ 

2. · Did you f11l that th1 nonresponse ••lf-atudy prepared you 
for coN!uctin9 nonr11pol\11 •arv11 1ntarvi1v1 •d•iUIUly7 
Did you n11d 110r1 or 1••• tial7 

3, Did th1 • practice int1rvi1v1 provide 91\ou;h practice? 

Loy l11ppn11 ; 

1. Wa1 th1 purpo11 Of the Low R11pon11 county fo11ov-up 11&rvey1 a1d1 clear to you? 

2. Wa1 th1 introductory bri1fing of thi• survey 1uftici1nt 
for your int1rvi1vin97 ?f not, what otbar tYJ191 or 
trainin9/ inforaation vould be b11pful7 

front pt Jn1tni•1nt t 

1 . Xn th• >r1vi1vc 1c:r11n, inf oraation about the operation 
(1fl7 1cr1ag1, value of ••111, type of or9ani&ation, and 
ao on) va• available for th• 1ntarvi1var. 

Did you find thi• intoraation u1atul? -
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• 

, 
2. Did YOll fin4 that the •front• •c:r•ena aooomaodated tor 

aoat •ituationa? 

J. Ware tha •c:rHM for •claw filed• or •aultitor.a" 
eitua~ion1 •Ufficiant? 

Larq• rantLmt •••pen•• 1soo11 pf rn1tnm•nt1 

1. Are there any 9anaral •craan ch•J19•• that YO\I would 
racOlllland for th• next cenaua' inatrllaant? 

2. Included in th• inatnalant ware •aanu• •c:raana in 
Vbich ••l•ction waa aada froa • liating. 

Ware th••• •craana diffiClllt to collect raaponaaa? Arty 
problu1 vith th••• acraena? 

J. There vare •cr•ena for verification of raaponau. 

Ware tb1ra any problua ~1th g1i119 th••• •creena? 

4. There var• 1craana with indication of prior ra1pon1a1. 

Ware th••• binta balpful? 

5. Por aoaa •aenu• acraana, th• •other• option vaa availal:>la 
for ••l •ction J tiaas. 

Waa thia aufficiant? Did you need aora than J •other• 
••l•etiona at ti•••? 
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• 
1. Jl&ny of th• a..io ec:reena preaented. • queation to11ov•d 

l:ly an •:it Jfec•••ary• •tetuent vtiicb ottered aor• detail. 
Th••• "•r• to M uaed in ca•• th• r•apondent needed aor• 
explenation ot th• M•ic queation. 

war• th••• •:t ••c•••ary• •tatuanta b•lptu17 Did )'Oii 
need to read the•• oftan, aoaatiau, or rarely! 

7. Ware th•r• any ditta1:enc•• Mtvaan U.e Low bapon•• and 
1.ar9• Para •urvey•? (Diffaranoe• .ll\lc:h aa, aaowit of 
reapondant cooperation, kin4a of r••pondant reactiona, 
"ording in th• inatZ'Ullant that did not apply, miiqu• 
prol:>lua, etc.) 

1 . Thar• var• •craena in Vhich aor• than one r•aponaa vaa 
re;uaatad. 

Ara th••• type• of acraana prafaral:>l• to ••king for 
a aingle it•• par acraan? 

ti . 'fh•r• "er• •craana availal:>l• for •balp or further 
explanation.• 

Did you uae th .. • •c:raana often, •oaati•••, or rarely? 

10. 'fha •r1• key vaa availal:>la tor additional note tald.nq. 

11. 

Did you uae tbia often, aoaatiaea, or rarely! 

Did you find the •Sbift n• Q ' l fwlction balpful? Did 
you uaa thi• often, •o••ti•••, or rarely? Wera other 
Q ~ A needed? 1t eo, 91ve eoaa axaapl••· 

-
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u. Did you find lt n•c•••arr to -• t.h• •r1• key to Melt 1IP 

often? Did this fWlction vork well Vban neacSacS? 

1pnr••ppn11 110011 pr Jn•trua•ntt 

1 . ware t.h• a>tip pat~• 1091-1? %f not, what -llld yoll 
wggut? 

2. 11•• the instruaant adequate in tanaa of collecting all 
p.rtinant intoraatin to araaa covarad? 

3. Ware there any epacitic types of agricultural production 
for Which the in•t.rmi•n~ did not adaquataly provide 
question• and/ or ansvars? 

4 • Ware there any question• which vara not clear to th• 
raapondanta? What questions var• they, and bov CIOllld th• 
question(• ) be ravorclad? 

5 . Was the inatnm•nt S1.1fficiant ln quaat1on1Jlg • .. all• 
and/ or borderline fanaa? Jf not, al(plain. 

lask pf Xnatnm•nt; 

1. Ware the callback eereans eufficiant for aaldng a 
oalU..Gll:? 

2. Was th• >inotaa< acraan sufficient? 
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Attad nent Q I cant ' d ) 

• 
J. ••• thara any oontuaion •• to nether a callbac>t vaa • 

•aott• or ·~· appointaant7· %f •o, axplain. 

1. 111e1 70ll find it diltiwlt to oonnac:t with a r•••arch 
operator? Wu it often, •aldoa, or raraly ~t a 
r•••arch line vu key or 1ma'Bi1Ule7 

2. Ware the role• of 
intarvievar clear 
conduetad? 

the napontant, r•••archar, and 
vtianevar raaaarch vaa being 

>. Waa the procedure clear •• to vtiat vaa to be dona if a 
fax number inataad of a talephona ·n\lllber vaa iClantified? 

4 . Did you find it halpful to have a calculator for the data 
collection proceaa? 

5. Ware the periodic •ariafin; Notaa• inforsativa7 

V. OTHER 
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Attaehmnt Q (cant' d ) 

o Do you have any other -am. 1n ngard9' to roar 
aupervi•ory funetion? 

PPE$TlQHS POB IEl!''C'H PPEBATOBS 

o Ware you 9ivan adei;uate training for vour 'ob•• reaear~ 
operator? If no, wat type of traininlJ voulll have Men 
helpful? 

o Do you bava any sug9e•tiona for iaprovin!J tba 
co111putari&ed reaearcb operation or tbe r•••arcb procaaa? 

o Do you bava any other coaenta in regard• to :rour 
reaaarch operator fun~ion? 

otzESTIOHS lOB QIBEC'tOJ!Y &1SifTAJ!!3 C.U.I.!!f 

o Do you bave any SUIJ!Jeationa for illprovinlJ your 'ob in 
calling DA for t:•l•phona nuahera? %f re•, Vbat are tll•Y7 

0 

'• 

Do have any couenta in re;arda to your job in callint DA 
for telephone nwabara? If yea, ~at are they? 
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DISCUSSION: WHAT CAN CAI LEARN FROM HCI? 

Mick P. Couper 
Joint Program in Survey Methodology 

l. Introduction 

Thie diucwoaion will not focu" on the papers pre.,ented in this 
session. These are two good papers that demonstrate the 
feasibility of computer-assisted interviewing (CAI ) for large-scale 
data collection. both CAPI (computer-assisted personal 
interviewing) and CATI (computer-assisted telephone interviewing) . 
Instead, this discussion will take to heart the "New Directions• 
part of the title of this seminar, and attempt to .take a glimpse at 
the future of CAI or, more broadly, CASIC. In doing so, I will 
focus on certain aspects of computer-assisted interviewing, and 
particularly the question of the user interface. 

Sixty years ago, writing about the industrial revolution, 
Lewis Mumford (1934: 6 ) wrote : •so far we have embraced the machine 
without fully understanding it ... •. I believe the same may be said 
of CAI at its present stage of development. we know that CAI 
•works" , as these two papers ably demonstrate, and we are 
enthusiastically advocating the application of computer technology 
to virtually all area.a of eurvey data collection. The CASIC 
movement is well-established in government, academic and private 
survey research organizations. But how much do we understand this 
new method of data collection, and its impact on the data 
collected, on the people who provide it, and on the people who 
collect and process it? 

To quote further tram MUmforCl, •rn oreler to reconquer we 
machine and subdue it to human purposes, one must f i rst understand 
it and assimilate it• (1934: 6 ). This is a view of the machine as 
a tool in the hands of the user. Rather than making the human 
conform to the machine, attention should be turned to the needs of 
the user . There are many areas of research in CASIC that remain 
unexplored (see Couper, Groves and Kosary (1989), Groves and 
Nicholls (1986) and Baker (1992) tor some examples), and. much work 
that needs to be done to optimize the use of such systems. I will 
focus on only one of these areas, namely the question of usability. 

Whereas feasibility addresses the question •can it be done?• , 
usability focuses rather on "How best can it be done?" . "Best• in 
this casP should be defined in part from the perspective of the 
users of the system. It is in this area that I believe we have a 
great deal to learn from the field of human computer interaction 
research or HCI. Marchionini and Sibert (1991) define HCI research 
as being •concerned with the design or ineerraces that allow easy 
and efficient use of computer systems.• Hix and Hartson (1993) 
offer a less formal definition of usability: "If your computer were 
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a person, bow long 'til you punch it in ~he nose?•. 

The Dippo et al. paper in this session talks at length about 
the •new methodology• of using cognitive psychological theories and 
methods in questionnaire development. A similar opportunity 
presents itself with the application of HCI research methods and 
findings to CAI. There is much we can learn about usability , both 
in terms of findings from existing research in other domains, and 
in terms of methodQ for usability testing and evaluation of user 
interfaces. 

By usability is meant . simply that the focus of our attention 
turns from the system to the user. This means person-centered 
design rather than systemccentered design. At present, the 
capabilities and limitations of the hardware and software we use 
are driving the design of CAI systems. We are making the user 
adapt to idiosyncracies of the system rather than the other way 
around. The notion of •user-friendliness• or the subjective 
reaction of the user to the system. is only one component of 
usability. Shneiderman (1992: 18) defines usability in terms of 
the following five measurable components: 

(a) time to learn 
(bl speed ot performance 
(c) rate of errors by users 
(d) retention over time 
(e) eubjeetive satisfaction 

In the spirit of continuous quality improvement, if we focus on 
measurable aspects of usability, we will be able to demonstrate 
concrete improvements in the design, development and implementation 
of computer-assisted survey instruments. In doing so, we should 
achieve measurable gains in data quality, defined by Kalton 
(keynote address, this conference) to include not only accuracy, 
but also timeliness, cost effectiveness, relevance and 
accessibility. 

2. Types of Users of CAI Systems 

In promoting a user-centered view in CAI, we need to define 
who the users are. I have four sets of people in mind: (a) the 
programmer or instrument designer, (bl the interviewer, (c) the 
manager or supervisor, and (d) the end-user or analyst. To this 
list could be added a fifth set of users, the respondents'. Each 
of these users faces a different set of usability and other issues. 
Some of these concerns, and areas for further research and 
development, are as follows: 

'I thank Judith Lessler for reminding me of this group of 
users. 
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2.1. Programmer/author/instrument designer 

Part of the ambivalence about what to call the people who 
create the CAI instrument reflects uncertainty regarding the 
combination of people and skills needs for this work. Should non
progral!ll\ers be able to create and test a CAI instrument? What is 
the role of questionnaire designers versus computer programmers in 
instrument design? What do we mean by •programmers"? Developing 
an understanding of the pros•ss of instrument design will 
facilitate identification of the optimal skill combinations 
required to enhance the prod,uct of the CAI design process. Some 
exploratory work has been done in CAI on the development of new 
software tools or application of existing tools to facilitate the 
instrument development process (see for example Baker, 1988; 
Balestrino, Fortunato and Montagna , 1992; Dibbs and Hale, 1993; 
Pierzchala, 1993). Another area that needs further development is 
in the tools for testing and debugging CAI instruments (see 
CoIUlett, Mockovak and Uglow, 1994). 

In part, the mix of skills required for these tasks may be 
dictated by the design of the CAI systems used. Some CAI systems 
may use more natural language interfaces, while others use cryptic 
code in authoring specifications. Shoul.CI we be expecting this 
group of users to adapt to the complexitie.s of the systems being 
used? A human factors perspective would argue not. The first 
genera.tion CAI software was relatively uncophioticated in its; 
design interface, but we should expect more of future CAI systems. 

2.2. Interviewer 

In some senses this is the most critical group of users for a 
number of reasons. The large number of interviewers and the 
diversity or their computer skills and knowledge relative to other 
groups of users, the minimal training they receive on the computer 
hardware and software they will use with little close supervision, 
and the potential they have to impact the data collection procP.ss 
(in terms of both costs and errors), all make it imperative to 
design systems to maximize interviewer eLficiency and minimize 
errors. We will return to this group later. 

2.3. Manager and/or supervisor 

This set of users requires detailed information on the process 
of data collection, including cost and production data. While CAI 
can provide vast amounts of timely information that were previously 
not available in paper-and-pencil data collection, we have yet to 
devise methods to manage the information flow in ways that would 
facilitate the work of these users. This group has the potential 
for information overload unless such tools are provided. 
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2.4. End-user, analyst 

The production of analytic data sets in a form that analysts 
can readily use, and in a way that they can understand how the data 

' were collected is an important area of usability. This includes 
both the data itself and the metadata (codebook, variable labels, 
information on skips and edits, etc.). Is the analyst provided 
with a hard copy version of the questionnaire to review, or are all 
user~ expected to load the interviewing software on their system to 
look at a particular set of questions they may wish to analyze? 
Some of the iz)f ormation that may be needed by this group of users 
includes: (a) where did this question appear (what questions came 
before or after)? (b) which respondents were asked this question 
(skip patterns)? Cc) what edit, range and consistency checks were 
built into this question? and (d) how was this variable created 
·(recode, combination of multiple questions, etc.)? 

These needs speak to the integration of the survey data 
collection process with the production of useful data sets. This 
view acknowledges that CAI systems are more than just a set of 
interviewing tools, and are (or should be) a fully integrated 
system of data collection, management and data preparation (see 
Kreighton, Matchett, and LanClman, 1994). 

2.5. Respondent 

In interviewer-administered surveys respondents may have 
little direct contact with the computer, other than through the 
interviewer. However, in a variety of self-administered surveys 
using CAI (such as CASI, CSAQ, TOE, VRE, etc.; see Weeks (1992) for 
a review) , respondents may interface with the system directly. 
These respondents may have had little or no training on the use of . 
the system, may have limited prior experience with computers, and 
may not be highly motivated to participate in the survey. Thus, in 
addition to concerns about interacting with the computer, they may 
be u.ncertain about the nature of the interview task itself. Por 
these reasons, the design of the interface is especially critical 
for this group of users. 

All of these sets of users (and there are others) vary in 
their i nformation needs, the tools they need to access or use this 
information, their computer skill levels and/or knowledge of the 
particular system being used, and so on. Much of our energy seems 
to have gone i nto the task of getting working CAI instruments up 
and running. we have expected the various groups of users to adapt 
to the idiosyncracies and shortcomings of the systems we currently 
have at our disposal. A more user-oriented approach would be to 
systematically determine what the needs of each set of users are 
and understand the nature of their work, then design systems that 
speci!ica11y meet those neeos or that raci litate the completion or 
t heir tasks. ~ 
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One of the critical lessons from HCI or human factors research 
is the importance of involving users in the design and evaluation 
process (see Galitz, 1993; Gould and Lewis, 1983; No:cman, 1983). 
This cannot be emphasized enough. Users are a valuable resource 
that we have tended to ignore or pay only lip service to in CAI. 
We often proceed from the assumption that we know best, and design 
systems with little regard for those who will attempt to use them. 
As Powell (1990: 31) notes caustically, "Dumbo the elephant used 
his ears tO fly . Use yours; to lisi:ta.n to the u&ers . " 

In the remainder of this discussion, I will focus my remarks 
on the second group of users, the interviewers. This is not 
because the other users are less important, but rather that some of 
the problems they face may be relatively intractable in the short 
run, whereas measurable improvements can be made to the instruments 
used by interviewers will relatively little investment. 

3. Design Principles for CAI 

Thus far, I have talked in the abstract about the need to pay 
attention to the human- computer interface, and of the importance of 
designing for usability. Note that usability is more than simply 
screen design, it is the entire system as experienced by the users. 
As Jagodzinski (cited in Davis and Bostrom, 1992) notes, to most . 
users (:ind this would cert.£iinly include interviewers), tho 
interface .i.s. the system. Usability considerations cannot be 
separated from other aspects of system design and development (see 
Gould and Lewis, 1983; Gould, 1988). 

Because usability or "user friendliness" can be a quite 
nebulous concept, let me offer a set of design guidelines for CAI 
systems. These are adapted rrom a variety or sources in the HCI 
literature, including Hix and Hartson (1993), Galitz (1993), Mayhew 
(1992), Norman (1983), Powell (1990), kavden and Johnson (1989), 
and Shneiderman (1992). Some of these are C!mpirically-based 
principles, others are more prescriptive. Nonetheless, these are 
a set of desirable qualities of computer systems generally agreed 
upon in the field of HCI that may be applicable to CAI. This list 
may serve as a starting point to focus our attention on some of the 
issues that need to be addressed in terms of enhancing the 
usabi lity of the systems we use for CASIC. A well-designed CAI 
system should exhibit the following qualities: 

4 . l. Functional ity 

The system should meet the needs and requirements of users 
when carrying out the tasks (Ravden and Johnson, 1989) . Note that 
this is functionality from a usability perspective. It is not what 
the designer thinks the users should do, but rather what the user 
needs to do in order to complete the task correctly and 
efficiently. Furthermore, it is not enough that the system can do 

367 



X; the critical question is whether the II.WU: can do X with the 
system. 

Functionality is a necessary but not sufficient condition for 
any CAI system. Shneiderman (1992: 10) notes that if the 
functionality of a system is inadequate, it does not matter how 
well the human interface is designed. The remaining guidelines or 
principles are essentially ways in which system functionality can 
be pregented to the uger to fa€ilitate successful completion of the 
task. 

4.2. Consistency 

This refers to the look and feel of the system. At its 
simplest level, consistency refers to the placement of items on 
screens, including the use of fonts, upper or lower case, color, 
highlighting, etc., to distinguish between questions, interviewer 
instructions, response options, and so on. However, consistency 
should also include input modes, mapping of function keys and 
movement and navigation around the instrument. 

Consistency can be viewed at a number of different levels: 
(a) Consistency within a particular survey instrument. There are 

probably few who would disagree with this in principle •. but I 
have seen a number of production CAI instruments where this is 
not achieved in practice. 

(b) Consistency between the instrument and other interviewer tools 
(case management, transmission software, e-mail, etc. ). We 
give interviewers a variety of tools to use, often without 
taking much effort to integrate them in a consistent fashion. 
Do the function keys assigned to operations in case 
management, for example, have consistent effects when used in 
t.h" survey instrument? Many or · Che case management systems 
used by survey organizations (see Nicholls and Kindel, 1993) 
are written in-house, usually with little consideration of the 
CAT i nterface with which they will be used. 

(c ) Consistency across different surveys instruments within a 
particular organization. This is an area where organizational 
standards or guidelines in the authoring of CAI instruments 
would be beneficial (see Hunter , 1993 ) . It appears that many 
programmers or authors have a particular style, which may be 
internally consistent within the instrument (or module) they 
develop. but differs from other survey instruments 
interviewers have used. An extension of this is interviewers 
actually using different CAI systems f or different surveys. 

(d) Consistency across organizations. Although I am not 
advocating that this be done, we ought to acknowledge that 
interviewers may work for multiple organizations using 
different hardware and software systems. There are no 
universally accepted design guidelines for CAI systems, and 
this may impact on the transferability of knowledge. 

The first of these levels may be the most easy to implement, but 
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the other levels are no less important to consider in CAI. 

Another component of consistency is predictability. System 
actions should be expected within the context of actions that are 
performed by the user (Galitz, 1993). In other words, if the 
interviewer does X, the system should always do Y. Thus, there is 
not only consistency in terms of what the user sees and does, but 
also consistency in terms of what the 'system does in response to 
user inputs . 

Although consistency is probably the most universally endorsed 
principle. there are those who caution against its rigid 
application without consideration of other design principles. 
Grudin (1989) shows examples of how blindly following the maxim of 
consistency to the exclusion of other interface considerations can 
lead to poor usability design decisions· (see also Reason, 1990). 

4.3. Informative feedback 

For every user action there should be some system feedback 
(Shneiderman, 199.2: 73). This may take the form of immediate 
execution, change in state or value, correction message, 
confirmation message or in-progress message (see RaVden and 
Johnson, 1989 : 56). System feedback is especially critical when 
system time is slow. Such feedback should be clear, concise and 
intelligible to the user. 

4.4. Transparency 

The system should permit the user's attention to be focussed 
entirely on the task being performed, without concern for the 
mechanics of the system (see Galitz, 1993). The computer is 
ideally suited for automating routine functions, 'and these should ' 
not detract from those activities requiring human attention. In 
CAI these may include time stamps, range and consistency check·s, 
read .. write operations, iLild other sy~tem functions:. The 
interviewer's focus should be on the interviewing task, rather than 
on the operation of the CAI system. 

However, there may be times when it is necessary for the user 
to see what the system is doing. One example in CAI may concern 
skip patterns. Usually these would be transparent to the 
interviewer, but there may be times when s/he needs to make 
judgements about an appropriate response to a root question. 
Without knowing the logic of the skip and the outcome of a 
particular choice. the interviewer cannot make an informed 
judgement as to the appropriate response. 

4.5. Explicitness 

Whereas the actions that the system performs without human 
intervention should be transparent to the user, the steps that the 
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user needs to take should be obvious. Norman (1988) uses. the 
notion of affo·rdances in evaluating the design of e:veryday objects. 
Essentially, affordances are properties of objects that suggest 
what sort of operations and manipulations can be done. For 
example, the design of a door handle suggests the operation to be 
performed, by affording pulling, pushing, turning or twisting 
actions. Affordances can be similarly applied to the human
computer interface: the computer screen should make the required 
user actions explicit or self-evident. Norman (1993) als:o cautions 
against the •tyranny of the blank screen• in DOS, where the •c:\" 
prompt provides the user with no clue as to what operation need to 
be performed. Many CAI systems assume that the user knows what to 
do in a particular situation, sometimes without providing any hints 
as to the expected action or guidance on where.to find help to 
complete the task. Well-designed systems should make both the 
semantics (what can be done) and the syntax (how to do it) of the 
system expiicit (Mayhew, 1992). 

4.6. Comprehen~ibility 

Systems should be understandable to users. Jargon, 
idiosyncratic language and abbreviations shoul.d be avoided. Norman 
(1988: 179) suggests ways to violate this guideline: "Be arbitrary. 
Use nonobvious command names or actions. Use arbitrary mappings 
between the intended action and what must actually be done.• Where 
possible, natural language and real-world analogies should be used 
(Hix and Hartson, 1993). Ravden and Johnson (1989: 32) note that 
"The way the system looks and works should be compatible with user 
conventions and expectations.• For example, using the Page Up, 
Page Down, and arrow keys for movement may make more sense than 
using function keys. The layout of dates, telephone numbers, etc. 
in the CAI system should match users.' expectations or common· 
conventions tor the presentation of such information. 

4.7. Tolerance 

The system should be tolerant of human capacity to make 
errors. Galitz (1993: 26) writes: "The fear of making a mistake 
and not being able to recover from it is a primary contributor to 
a fear of dealing with computers.• System design should recognize 
t hat errors will be made, and should include appropriate error 
prevention, detection and correction facilities (see Reason, 1990) . 
Efforts should be made to prevent serious errors while facilitating 
easy recovery from more common errors. The more potentially 
disastrous an action, the more difficult it should be to perform. 
Thus. backing up to change a . previous answer in CAI should be 
easier to do than suspending an interview in midstream. Actions 
should be easily reversible. 

4.8. Efficiency 

The system should be designed to minimize effort and maximize 
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efficiency on the part of the user. ,System response time is only 
one aspect of efficiency. As Mayhew (1992: 508) notes, overall 
task time is a function of both system and user response time. In 
other words, task time = system response time + system display rate 
+ user scan/read time + user think time + user response time + time 
making errors + time recovering from errors. By improving the 
speed of the system (without attending to interface issues to 
reduce user time or errors), only the system side of efficiency 
(response time and display rate) will be addressed, without 
affecting other components of overall task time. All aspects of 
good interface design should facilitate the overall efficiency of 
operation. For example, user response time can be optimized by 
avoiding complex sequences of actions for common operations. User 
scan/read time can be reduced through effective screen design. 
Galitz (1993: 48) notes that system responsiveness should mateh the 
speed and flow of human thought processes, and offers some specific 
guidelines for various types of operations (see also Shneiderman, 
1992: 284-297) . 

4.9. Supportiveness 

This is closely related to the principles of explicitness and 
comprehensibility. Tolerance of errors and facilities for easy 
recovery from errors is another characteristic of a supportive 
system. The limited cognitive capacities of users should be 
recognized and accommodaeed. This can be done by reducing Che 
amount of memorization of commands, codes, syntax and rules 
required by users (Brown, 1988: 97) . Reliance on recognition 
rather than recall will help reduce cognitive burden for the user. 
Norman (1991: 6) writes, "It is typically the case ·that for systems 
with 40 plus commands, only about 7 commands show any frequency of 
use•. Complex sets of commands and those that are rarely used are 
less likely to be remembered. Supportive systems provide online 
help and make it readily accessible to the user. If one needs to 
consul t a manual to find out how to get online help, something is 
gravely wrong with the system. 

4.10. Optimal Complexity 

The early dictums on design· (on both screen and paper) called 
for keeping things simple and maximizing the use of blank space. 
This view has given way to a recognition from a growing body of 
research (see Tullis, 1983; Coll and Wingertsman, 1990; Staggers, 
1993) that users' preference for complexity exhibits an inverted U 
shape. Users both prefer and perform better with a moderate amount 
of complexity. rather than too simple or too complex. Ga.li.t:z 
(1993: 35) notes that complexity should be commensurate with the 
capabilities of the system users. Complexity refers not only to 
the amount or density of information of the screen, but to all 
aspects of screen design. Hix and Hartson (1993: 49) recommend 
organizing the screen to manage complexity. 
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s. Lessons to be Learned from HCI 

These general design guidelines for CAI systems should be seen 
as a set of goals for improving CAI design, rather than principles 
set in stone. There may be other characteristics of effective 
systems not mentioned here. There is also a recognition that 
compromises among these qualities or guidelines may be necessary to 
achieve optimal usability of CAI systems. Nonetheless, I have 
found examples' of violations of eaCh of the guidelines in various 
production instruments used by a number of different organizations. 
The CAI systems we use are clearly not perfect, and there is much 
room for improvement. These guidelines may help us on the road to 
quality improvement in instrument design to facilitate the work of 
our interviewers. 

Many of these guidelines are not new to CAI. A number of 
these principles have already been articulated with regard to CAI. 
Nicholls and House (1987), for example, note that one of the 
general objectives of CAI systems is that they should meet 
interviewer needs. They explicate further: • displays must be 
quickly comprehensible [Principle 6) , interviewers should have 
access to all needed information [Principle 9), opportunities for 
interviewer error should be minimized [Principle 7), and 
interviewer movement through the questionnaire, either forward or 
backward, should be expedited [Principle BJ• (Nicholls and House, 
1987 : 96). Despite these and other efforts to articulate design 
guidelines for CAI systems, it appears that little progress has 
been made. 

If the only contribution made by human-computer interaction 
research to CAI was in the development of a set of general design 
principles (such as those outlined above), we would not have gained 
much. There are two additional keys to the applicability of HCI 
research to CAI. The first is , a ' theoretically-grounded 
understanding of the interaction between human and computer and how 
the interface impacts the user and his/her tack. Human f~ctors 
research traces much of its theoretical roots to cognitive 
psychology (see for example Carroll, 1991), and it is this body of 
literature that will be most helpful to CAI design. The second 
critical lesson to be learned from HCI is the application of 
research methods to measure and understand the usability aspects of 
CAI systems (and user interfaces in general). The utility of HCI 
research lies not only in ~· was found, but also how it was 
found. A variety of methods are used in HCI research that can be 
readily adapted for use in CAI. These include usability testing in 
laboratory settings, experimental studies, observation and so on 
(see Shneiderman, 1992). Both theory and measurement are important 
to the partnership between HCI and CAI. 

With regard to theory it is important to note that not all the 
findings .of HCI research are equally applicable to computer
assisted interviewing. The nature of the interviewing task may be 
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very different from that studied in BCI (use of prograrrming 
languages, word proceasors , spreadsheets, etc.). The P.artnership 
with BCI does not mean uncritically applying all findings in that 
field to CAI. Rather, by focusing on simil.c.::ities and differences 
between CAI and other tasks involving humaI:-~omputer interaction, 
we can distinguish between what is useful anc what requires further 
exploration. 

As f4r ac mcaaurement ic concerned. many ot the techniques 
already used in survey research can be applied to study interaction 
aspects of the task. These include: 

(al Cognitive laboratory investigations of interviewer-computer 
interaction using observation, protocol analysis, think 
alouds, etc. 

(b) Laboratory-based experiments testing alternative designs or 
focusing on particular issues and actions interviewers face in 
CAI. . 

(c) Scripted mock interviews which may include tests of particular 
types of actions 

(d ) Observation of production interviewing using computers. 
(e ) Bxperiments embedded in production data collection. 
(f) Measurement of interviewer production and process (e.g. 

keystroke files, time stamps, monitoring, behavior cOClingJ . 
Many of these methods parall el those used to study human-computer 
interaction, and can be productively applied to CAI. 

6. Conclusion 

So where do we go from here? In this discussion I have tried 
not to be too prescriptive in te= of ways to design user 
interfaces for CAI . Rather, I am advocating more of a design 
philosophy that (a) explicitly takes the users into accounL; (bl 
involves measurement of progress toward usability goals Ce. g 
reducing learning, minimizing e=ors, maximizing user satisfaction, 
etc. ) ; and (c ) attempts to ~ract empirically-derived principles 
and guidelines that have general applicability beyond the 
particular system or interface on which they were tested or 
developed. These tasks can be greatly facilitated by learning from 
the field of HCI research. 

In terms of action steps, I believe the field of computer
assisted interviewing can make great strides by doing the 
following: 

(a) Apply what is already known about human-computer interaction 
and usability to CAI. 

(bl Adapt HCI research methods to understand and explore usability 
issues in CAI. Conduct both qualitative and quantitative 
research on the interface between interviewer and computer in 
CAI. 

Cc) Bxplicitly incorporate usability testing as an integral part 
of the instrument development process. 
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(d) Identify gaps in our knowledge in the human-computer interface 
in CAI, and undertake research to close these gaps : 

(eJ Think ahead to new technologies and what we require of them, 
rather than being constrained by the limitations of existing 
CAI systems. 

In this discussion, I have tried to turn our attention to the 
future rather than the inmediate past. I see these issues both as 
challenges and as great opportunities for survey recc~rch. Let us 
not just embrace the machine, let us understand it and thereby 
unleash its full potential. 

In doing. so, we can learn a great deal from HCI research . In 
the same way that the field of questionnaire design has reaped 
great benefits from the partnership with cognitive psychology, so 
too can CAI benefit from interaction and collaboration with human
computer interaction or human factors researchers. Indeed, the 
benefit may well be mutual . 
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DISCUSSJON OF 1WO PAPERS ABOUT CASJC 

Sandra S"'"7 
Wstat, Inc. 

This is such an ioterestio& time in survey research. After many years in which there was very 
llale c:111n&e in the approaches used to collect daia and prepare ii tor analysis, the past ten years have 
produced enormous change. Fint there was the erowtb of centralized telephone interyiewlne usin& 
computer-wisted data coUectloo methods. Theo in the late so·s, eovernmeot aeeocies beeao to 
experiment with U£ing bptop colllpUUR to collect data for in-porson interviews. Now it teems to be 
completely ace~ llw 111 qeocy will, II the very least, consider computer-wisted &urvey 
infonmtlon collection {CASIC) tecbnlqus for all it& surveys. 

The impact of these two papen about CASIC COD* in pan from the fact !Mt the Census Bureau 
and the Bureau of Labor SUlliatie& do th!Qp on such a ermf scale. How often do survey researd>ers 
&ct to casually mention llw their pretest of a CATI symm included 10,000 cases? This is what 
Joaacuc Mon tdJs us obout tbc CATI ICll dooc ill 1982 to prepare for Ibo 1992 Ccmus of Apicul~ 
And Cathy Dippo tells us thll lbe Parallel Survey, which was carried out for 18 moDlhs to aues& the 
overall etfeas of redesi&nini the Ourcot Populallo11 Survey {CPS), was •rdllively sllllll, • llw is. 
ollly 12.000 households per moatb. 

The scale of these two projecu, Ilona wilb their emergence at a time when so many 
orianizations are considerine bow best to implement CASlC, makes these two papers especially 
-.Jullble. lbe papers are, amooe ocher thlnp, historical records lhll document aspects of the 
development and application of CASIC at a time when CASlC is movioe from beins unusual and 
experimenul to being the dat& collection mode of choice. 

Both papen tell us a lot about proces&, ahhoueb ead> paper focuses on dltfereat aspects of the 
process of applyina CASIC methods. Cathy Dlppo'1 paper tells us about the mctbodoiosical processes 
used t0 redesien the CPS lJllestloonaire for computer-wisted daia collection. Jeanene Moo'' paper 
focuses more on tbe processes used to maoaee all aspec:IS of' developine and usina CASIC methods. 
Both include much helpful information for tbe researcher embarking on a project !Mt will use CASIC. 
I would like to mention a few of the points tbat I found - relevant. 

I will start with Dlby Dippo's paps. She ootes dw preliminary wort on desi&nini a new CPS 
questionnaire included labon!ory wort oo bow ioterviewen and respondenzs undenwid labor force 
terminoloey. This work led to developin& questioonaires that were alJo tested with laboratory 
techniques. Theo special respondent debriefins techniques were used with 2,300 CPS telephone 
respondents. The results of tbis debriefio& verified the laboratory fiodioes. These results are 
reassurin& about the value of u.sin1 laboraiory tecbruques for questionnaire desien. Most researchers 
do not have the resources t0 carry out a respondent debriefing of tbu scope and, therefore, are not able 
to evaluate the results of their labomory work with this precision. 

I was aloo very interested in bow tho CPS staff used CASIC tcdmiqucs to bclp them with 
questionnaire desijln. The use of behavior codin& while monitoring CATI interviews is an excellent 
way to rn.uimize the benefits of a CA TI or CAP! prmst. Programmin& follow-up probes to debrief 
respondents about specific answen that they pve durina the main interview seems lib another 
inspired idea for geaing the= out of a pretest. 
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lbe desiin features of a CASIC questionnaire thal have been incorporated into the new CPS 
instruments, that is, complex skips, wordiDg that is specially tailored to the respondent's situation, 
built-in consistency checks, and dependent interViewine in longitudinal data collections, are aspectS of 
CASIC that I think have been incorporaled into a number of CATI and CAP! surveys. It was 
inte:esting to re<id abolll some of the ways in which the CPS instrument has changed to make use of 
CASIC, bll! the concepts presented iD tbis pan of tile paper were not as new w me as some or the 
approaches used for instrument developmeot. To team evea more about the instrument development 
process, I think many researchers wollld be inta"ested in readinjl some of the technical reports written 
by tbe CPS Overlap Analysis Team. Tbc tocbnical reporu pr•ont more detail about work tbat was 
done on this project, a project that included much more developmental research than most projecu can 
afford. 

I would like to tum now to Jeanette Mon's paper. As I mentioned earlier, this paper addresses 
more of the issues encountered in managing a larae CASIC design and data collection. I was 
panlc:ularly strUck by the number of different Census divisions (five) that needed '° coopen1e and 
communicate with one another in order IO carry out the 1992 Census of Agriculturo'• CA TI follow-up. 
Because different divisions had different responsibilities wilh regard to the same data, it was very 
important for them to meet re,gularly and to document carefWly everythiD& that !hey did. lt is often 
easy for researchers worldna on sm>ller smdies or in organizations with a less strudured approach to 
dividin& up responsibilities to assume that !hey do not need the level of formal communication and 
documentation that was required for the Census of Agriculture follow-up. I would hypothesize, 
bow ever, that all survey researcl> projectS would be better off if !hey included more preparation of !he· 
formal sj)«ifications that Ms. Mon mentions iD ber paper. 

Ms. Mon also mentions that to develop the basic system specifications that are required by the 
CASIC programming staff, the subject matter experts needed to eo through a learninjl period. She 
notes that in some instances, the requisite specs were so complicated that it took a considerable amount 
of time to team how to prepare them. I think this is a problem that many of us have eocoUDlel'ed in 
developing CASIC instrumentation. lbe process requires much collaborative wort among staff 
involved in all different aspects of a CASIC project, and we must occasionally spend time just learning 
how to communicate with one another. 

The description of bow differcot swes were scheduled w be called in each of two toh:pbone 
centers presents another lesson in managine a large scale CA TI operation. It was very important that 
the scheduling of states be kept flexible so that wbeo one or the other of the phone centers be&an to run 
low on work at particular times (as happened on two different occasions), new states could be installed 
to provide !he level of work: needed to keep interviewers working efficiently. 

The paper about the Census of Agriculture's CATI follow-up included one more section that I 
found particularly enticing. lbe CA TI software created a file with a complete history of all actions 
made with regard to a case. Staff used these files "to produce tables and graphs for 'management 
analysis.· Some of the tables and graphs are included as attachments to the paper. I found these tables 
and graphs very intriguing and would liko to know more about how the monagement st:lff used them 
during the field operations phase of the project. 

In conclusion. I will not suggest the usual call for more research. Rather, I will end with a call 
for more papers from !he research oo which these two papers are based. There is a great wealth of 
material here to be explored, and I think there is much for all of us to team from it. 
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PANEL DESIGN AND ESTIMATION STRATEGIPS IN THE NATIONAL 
MEDICAL EXPENDITIJ.RE SURVEY . 

Steven B. Cohen, Agency for &alth Care Policy and Research 

1. Iptmrlnction 

The Natioual Medical E.xpc:ollill= Suxvey (NMES-2) was established IO provide an 

assessment of the health care utilization, expenditures, sources of payment and health iosurance 

coverage of the U.S. civilian nooi.nstitutiooal population and the population using nursing and 

personal care homes and facilities for tbe mentally relllrded for calendar year 1987. 'lbe core 

of the data collection effort for the non-instituti.ona1imt population was a series of interviews 

with a household sample that collected detailed information on health stalUs, use of health care 

services, expenditures and sourees of payments, insurance coverage, employment, income and 

assets, and demographic characteristics for calendar year 1987. The institutional population 

component was designed to oqtain similar types of information for the instilutionaliud 

population residing in nursing and personal care homes (NH) , and in facilities for the mentally 

retarded (MR) for calendar year 1987. 

The NMES household survey was designed as a panel survey with an initial screening 

interview conducted in the fall of 1986 for a sample of approximately 35,600 addresses, to 

obtain information required for oversampling of specific policy relevant population subgroups. 

A subsample of about 15,000 households was selected for the detailed interviews. To reduce the 

deleterious impact of long recall periods on measurement error, data collection specifications 

required four scparaie lnu:rvicws conducted with selected ·households at tbrce to four month 
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intervals over a fifteen month period to obtain the rcquiml heath care data for calendar year 

1987 . . The adopti~n of a panel .design was also motivated by the analytical goal of measuruig 

changes in health insurance .coverage over the course of calendar year 1987 . 

The NMES Institutional Population Component was designed to yield unbiased national 

and regional estimates at the facility level and for the overall instirutional user population. Mcnc 

specifically, the primary objective of the survey was to estimate the use of and expenses for 

health care services for all persons residing in institutions at any time during calendar year 1987. 

To obtain a nationally representative sample of the 1987 instirutional user population, the survey 

included a sample of residents residing in selected facilities as of January l, 1987, in a:ddition 

to a representative sample of admissions to the selected facilities over the cou.rse of 1987. The 

union of t11esc samples served to represent the 1987 institutional user population. The opcnllional 

implications of a selection of both residents as of 1/1/87 and admissions over the course of 1987 

required the adoption of a panel design for the survey. Interviewers made four distinct visits to 

each cooperating facility at approXimately four month intervals to facilitate sample selection and 

data collection in the instirutions. 

This paper provides a summary of the sample design and estimation strategies adopted 

in the National Medical Expendirure Survey associated with the longitudinal features of the 

survey. For the Household Survey, particular attention is given to the consequences of adopting 

an address sample design in meeting specified survey design goals. The NMPS Household 

survey also bcnditted from a design stntegy that included the selection of a sample of 
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households in the first round of data collection for the main srudy that were non-respondents to 

the screener interview. The impact of this design sttategy on the overall survey response rate 

is also summarized. The paper includes a discussion of the estimation strategy adopted to 

adjusted for pan-year nonresponse. With respect to the Instirutional Population Component, both 

the sample design and the estimation sttategy used to comet for the representation of individuals 

.. 

with multiple OJIPO.nllnities for sample selection over the course of 1987 are described in dellli.I . .._ 

2. Address Sample Desj~ in tbe NMFS Household Survey 

The Household Component of the National Medical Expenditure Survey (NMES) is a 

panel survey with 1987 as the reference period, collecting measures of health siarus, use of 

health care services, expenditures and sources of payment, insurance coverage, employment, 

income and assets, as well as demographic information for the U. S. civilian noninstitutional 

population. To meet analytical objectives, the survey included an oversample of the following 

policy relevant population subgroups: blacks, Hispanics, the poor and near poor, the elderly and 

persons with functional limitations. A separate screening !nterview was conducted in the fall of 

I Q86 to facilitate the identification of the.e population subgroups. The screened households were 

selected for the main NMES household survey on the basis of the characteristics of the persons 

they included at the time of the screening interview. However, for the putp0ses of cost· 

efficiency and to maximiz.e the response rate, the actual NMES Round One sample was 

characterized by an address sample design. An address sample design requiJcs the interviewer 

to go back to the originally sampled address, whether the same household resides there or not. 

Consequently, the Round One sample consisted of all households living at the sampled addresses 
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11 the time of the Round One interview, wbelber or not the screened households were still 

present. 

The sample design considen.lions inhereot in the selrctioo of an addJCSS sample as an 

allemativc to a household sample design are clearly not limited to the NMES, but genenlly 

applicable to an natiooal bousebold 111rveys that consider non-concurrent screenini interviews 

to identify panicular population subgroups targeled for oversampling. When the basic sampling 

units are defined to be the sample .addresses tbem5elvcs, Ialher than the bousdlolds residing at 

the add= at the time of the screening interview, a reduction in survey cosu should be· 

realized for the subsequent interview since movers would DOI bavc to be l1aced and interviewed 

at their new location. However, w~ the address sample cbign is used, CICb ample liaing (or 

a 1ep1esentative subsample) should be "'°med to in the round of data coUectioo following the 

screening interview, to interview all elieible 1espoodents tt$iding at the address (Cohen a.nd 

Johnson, 1992). Addresses that were vacant at the lime of the scrccning interview would have 

to be checked to determine their occupancy status. Dwelling units whose occupants refused to 

panici~te in the SC1CCDC1' inlcrvi.ew would need to be R><Oolaeled in ldditioo IO lllOSC units in 

which no eligible respondents were at home or available for being interviewed for the scrccning 

interview (Cox and Cohen, 1985; Cox el al., 1979). 

The adoption of a household sample design would define households residing within the 

sampled addresses at the lime of the screening interview as the basic sampling units. Individuals 

or families who moved out of the sample dwelling units would have to be traced and followed 

for interview. This design imposes giuter control over the sample to insure that sample size 

wgets are satisfied for the oversampled population subgroups. Furthermore, this desi&n would 
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~ncrally_ yield more precise survey estimates for the oversampled population subgroups than an 

address sample design, which is more vulnerable to the advene effects of greater sampling 

weight variation. However, the advantigcs of the household sample design arc Jess likely to be 

realized as the time period between the screening and follow-up interviews increases. Additional 

interviewers would have to be bited to conduct the Round One interview for the selected 

screener respondents tbal moved outside the PSUs that comprised the NMES screener sample. 

Furthermore, the field period would have to be extended to accommodate the time needed to 

locate the movers and conduct their interview. 

The choice of design requires an evaluation of the potential loss in the precision of 

surveys estimates for the oversampled population subgroups, further contrasted with the potential 

savings in survey costs and higher response rate achieved by the address sample design. In tJW 

<tudy, IM consequences of adopting an address sample de$ign for the National Medical 

Expenditure Survey arc evaluated in tenns of the realization of specified survey design goals. 

The adopted NMES household survey sample design is a stratified area probability design with 

the following stages of selection: (I) selection of 16.5 primary sampling units (PSU's) which arc 

counties, pans of counties or groups of contiguous counties; (2) selection of 2,317 segments 

within PSU's; (3) selection and screening of dwelling units within segments; and (4) selection 

of dwelling units based oo demognphic characteristics from the set of screened dwelling units 

(Cohen, DiGaetano and Waksberg,1991). The survey was sponsored by the Agency for Health 

Care Policy and Research and the NMES sample represents a union of the national sample 

frames of Westat, Inc .. the prime contnlCIOI', and NORC, a subcontractor. 
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lbe NMES screener inwview wu c:onclucU!d in lhc fall of 1986. lbe final NMES 

saeeoer sampleconsiSled of3S,634addtesses, of which 3,091 were identified as vacant, anochcr 

l ,OBS identified as DO( a dwelling unit and 2SO addresses were dclcrmincd to be ineligible for 

the survey. Of the 31,208 re:maiJting dwelling uniu sampled, 28,458 responded to the screener 

interview, achieving a 91. 2 percent response rate. 

The Round One household sample of dwelling uniu was then selected from the screened 

households, using sampling rateS that achieved the desired sample for specified population 

subgroups (DiGaeiano,1987). The lS,130 dwelling units that coostituled the targeted 

Rouftd One sample, bued on the demosraphic and health swns profiles of !heir members 11 the 

time of the NMES screener interview, initially~ of 16,61S mpondiog rq>Ortiog units. 

Rq>orting uniu were defined as individuals rclaled by blood, marriage or adoption within a 

dwelling unit. These reporting uniu conl&incd 39 ,88S individuals that "'P-tod the civilian 

non-institutionalized population as of Fall, 1986. 

Figure I illustrates the transitions in sample composition that would occur between the 

screener and Round One interviews, as a coosequeocc of the addn:ss sample design. lbe 

expected transitions include the movement of targeted bou5eholds out of sampled addresses, 

changes in household composition, and the inclusion of replacement bouseholdl that have moved 

into sampled addresses. 

FIGURE I ABOUT HERE 

It was also expccled that some of the addresses contaclCd which were vacant in the 

screener field period would becnme nccupied at the time of the Round One interview. Excluding 
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them from Ille sample would undenlate the number of recent moves in the sample. 

C~nsequently, a sample of l , 464 ~ addresses was selected to supplement tbC occupied 

addresses sampled from all screened households. 

o Field Results 

Field results indicated that the majority .of the JS, 130 sampled addresses ronsisted of the 

same reponing units that completed the screener intezview. Tnmsitions ocx:umd as a 

ronsequence of the following siruations: 

I. movement by .screener identified families out of sampled dwelling units, 

2. creation of new reporting units, consisting of individuals relaled by blood, marriage 0r 

adoption, that have moved into sampled addresses &ince the time of the SCJeener interview, and 

3. changes in the Round One composition of noporting units that were initially identified at lhc 

time of the screener interview. 

At the end of the Round One field period, it was determined that 722 (4.S percenl) of 

the 15, 130 sampled addn:ssc:s n:sponding to tbe NMBS screener Interview were vacam. Another 

253 sampled addresses were detennined to be ineligible for the interview as a consequence of 

the death or institutionalization of targeted respondents, or due to a change in the original 

household composition to all military or Sllldent members. Funhermore, 847 reporting units that 

responded to the screener moved out of the sampled addresses, and were replaced by new 

reporting units at the time of the Round One interview. Overall, more than ten percenl of the 

sampled addresses with screener respondents experienced at least one household move during 

the five to six month period that passed between interviews .• 
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Within the lS,130 sampled addresses that constiru!C<f the targeted Round One sample, 

there were 15,590 reponing units identified as eligible or NMES interviews during the Round 

One field period out of 17,412 reponing units linked to the addresses during the screener or 

Round One inte,rview. Of these, 14,060 responded (90.2 percent) to the Round One interview. 

1be remaining 1,530 eligible RUs were classified as nonrespondents (9 .8 percent) due to a 

re!\Jsal IO complete the interview, unavailability during the field period, illness, or other 

nonresponse. Relative to the 1,464 sample addresses vacant at the time of the scm:ner, 1,016 

(69 .4 percent) remained vacant at the time of the Round One interview. Of the 479 reponing 

units new to the sample, 408 (85 .2 percent) responded to the first bousebold interview. lbe joint 

screener-round one response rate for these targeted Round One addresses, including the screener 

vacant sample, was 82.1 percent. 11li.s was derived by multiplying the screener response rate 

(.912) with the combined Round One response rate for targeted sample and the vacannample 

((14,060 + 408)/(15,590 + 479) = .90). 

At the person level, it was noted that 32,20S (80. 7 percent) of the targeted 39,885 

screener respondents also responded to the Round One interview. Of the 7 ,680 screener only

respondents, 3,150 individuals (41 percent) were in W'geted reporting units that refused to 

complete the Round One interview. Another 224 individuals (2.9 percent) resided in reponing 

units that were detennined to be ineligible at the time of the Round One interview. 

Consequently, 43. 9 percent of the screener only- respondents would not have participated in the 

Round One interview, independent of the address sample design. 

lt was also determined that 1,673 of the screener only- respondents (21.8 percent) 

departed from the sample as a consequence of the movement of their reponlng units (847 RUs) 

389 



away from the sampled address, which gained a new n:placement household available for the 

Round One interview. Another i,S29 individuals · (19.9 percent) left the sample due to the 

movement of their n:porting units out of the sampled adchess, which was vacant at the time of 

the Round One interview. The remaining 1,104 screener-only respondents that departed from 

their sampled addresses (14.4 percent), were associated with reporting units for which at least 

one i:espondent comp!~ both the sc=er and Round One interview at lhe sampled address. 

Consequently, 56. I percent of the screener only- respondents (4,306) were not sampled in Round 

One as a function of the address sample design. 1be final set of respondents to the first round 

of the NMES household survey consisted of 36,259 individuals. Of the 4,054 individuals that 

were Round One only-respondents, 841 (20. 7 percent) were associated with initially sampled 

reporting units that did not respond to the NMES screener interview, but were refielded to 

improved the overall NMES r&sponse rate. Independent of an address sample design, a decision 

to refield these cases could have been incorporated in the NMES sample design .. The rc::maining 

3,213 Round One only-respondents (79 .3 percent) were added to. the NMES sample as a function 

of the addn:ss sample design. 

o A COMPARISON OF 1HE DEMOGRAPHIC CHARACTERISTICS OF NMES MOVERS 

Of the 7,680 screener only-respondents, 43.9 percent would not have.completed a Round 

One interview, independent of the address sample design for NMES. Under an alternative 

sample design that tracked all screener respondents that moved, efforts would have been made 

to locate or dctenninc the status of 4,306 individuals linked to moi:e than l .SOO reporting units. 
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The demographic c:haracteristic:s of these targeted sample movers ue presented in Table I, and 

CODttaSled with the cbaracterislics of the 3,213 replacement individuals that are new to the 

sample as a function of the address sample design (excluding the 841 new Round One 

respondents associated with RUs that were screener nonrespondents) . 

TABLE 1 ABOUT HERE 

According to Cum;nt Prnmlation Reports. (U.S. Bureau of the Census, 1987) 18 percent 

of the population experienced a move during the course of the year. The NMES national 

estimate of population transition (10 percent) during the five to six month period that transpired 

belween the screener and Round One interviews, compares well with census fieures. 

Overall, the 3,213 individuals that were new to the sample in Round One rqneseoUd a 

25 percent shortfall in targeted sample size, relative to the movers. The population subgroup that 

coosis1ently experienc:cd lhc grcalcst proportionate differential from sample targets were the 

elderly. lo addition, a greater sbonfall in targeted sample size cbaracterizcd the black and 

Hispanic population subgroups, relative to the domain that represented whites and other races. 

It was recognized, however, that even if the targeted sample of movers were to be uaced, tbe 

expected ·Round One yield would need to reflect nonresponse and loss in sample due to death, 

instirutionaliz.ation, or inability to locate. 

Under the assumption of a ten percent loss in sample due to nonresponse (which was the 

experience for non-movers), and a conservative assumption of an additional five pen:cnt loss due 

10 death, instirutionaliz.ation, or inability to .locate, the expected Round One yield for the targeted 

NMES movers was 85 percent. Relative to the expected number of movers completing the 

Round One interview, the effective overall shonfall in sample size was only 12 percent. When 
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focused on specific population subgroups, a more pronounced shortfall is sample siz.e was noted, 

puticularly for the .elderly. 1be address sample design 'was more effeCtive for subpopulation 

· subgroups defined by race or ethnicity, where black or Hispanic households were likely to be 

replaced by other black or Hispanic households. 

The additional measures of poverty status and functional impajnnent considered in the sampling 

scheme were not examined. as a consequence of transitions in classification over time that 

characterize these measures. Screening for these measures is further complicated by the 

considerable degree of movement into and out of poverty in any two years (Moeller and 

Mathiowett, 1990) and the po!entw' movement of elderly individuals from a state of good health 

to that of disability over time . . 

Although addresses that experienced a sample movement out were chuacceriz.ed by a 

shonfall in oxpec:ted sample size by virtue of the address sample ~ip, a more important 

consideration was the effect on sample yields for the overall Round One sample. A comparison 

of the targeted overall Round One sample (36,Sll) and the resultant Round One sample (35,418) 

revealed • three percent shortfall. Relative IO tbe targeted Round One sample, a greater shortfall 

in i;arnple size cbaracteriz.ed the black and Hispanic population subgroups (four percent). when 

contrasted with the white and other raCe.s population subgroup (2 percent). Clearly, the overall 

effect of the address sample design on the Round One sample yields was minimal. 

o EFFECT OF ADDRESS SAMPLE DESIGN ON PRECISION 

The precision of the NMES survey estimates for the population subgroups of analytical 
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inten:st was expected to decrease only nwgiJlally, as a function of the· small loss in sample size 

attributable to the address sample design. Even for the population subgroup characterized by the 

largest relative sample loss (4.3 percent for Hispanics), the expected increment in the standard 

errors of their associated survey estimates was only two percent. 'Ibe major cause for 

concern, however, was the greater variation in sampling yo-eights for the population subgroups 

of Analytial interest (Kish. 1965): Table 2 ptcSCDts a· summary oftbe variation in the sampling 

weights that characterized the targeted and actual Round One samples. Mon:: specifically, the 

distributions of the unadjusted sampling weights, and their coefficient of variation an:: compared 

across the alternative sample design• for Round One. 

TABLE 2 ABOUT HERE 

The actual Round One samj>Jc was characterized by a higher level of variation· in 

sampling weights across all population subgroups targeted for oversampling. 1bis was most 

· obvious for the black and Hispanic population subgroups. The greater variation in their sampling 

weights was primarily a function . of the movement of new individuals, with characteristics 

targeted for oversampling, into sampling addresses selected in NMES at a lower sampling rate 

based on their composition at the time of the scn::eocr interview. 

The impact of the address sample design on the precision of survey estimates was din::ctly 

examined by a comparison of the standard errors for a representative set of demographic and 

health status measures that were available from the screener interview. It was necessary to 

restrict Otis compari$0D to these measures, sinGc the :screener only-respondents did oot· have any 
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of the information tlw was collected only in the Round One inierview. 

The person level demographic measures under investigation included region, size of city, 

marilal status and veteran Slatus. In addition, tbe health stallls measures under investigation 

included all questions in the NMES screener data base tbat identified functionally impaired 

individuals for the purposes of oversampling. For each of the survey measures under 

consideration, the ratio of the $tllndard etTOrS derived from the address sample de.<ign and from · 

the potential Round One sample was computed. Srudy findings indicate only a slight increase in 

the Sllindard errors of the survey estimates that charae1eriu the address sample design (ratios 

generally ranged from 1.01 to 1.04). 'Even for the population subgroup cbaraeteriZA>d by 'the 

greatest loss in precision (white/other race, 65 +), the average increment in the standard errors 

of their associated survey estimates was only six percent. 

The cost savings achieved by the addJess sample design were estimated to be 

S175,000, and were attnllutable to not having to locale the targeted individuals that bad a change 

of address since responding to the NMES screener interview. The availability of these additional 

funds allowed for the implementation of more intensive survey nonresponse conversion 

techniques to enhance the overall NMES household survey response rate. As a consequence of 

the address sample design , the response rate that charaClerized the NMES Round One interview 

was not affected by a component of nonresponse due to inability to locate. 

Under a NMES design that anempted to include the movers in the sample, the field 

period for the Round One interview would have bad to be extended. This would be required in 

order to accommodate the time needed to locate the movers and conduct the interview. This 
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extension in the field period wou.ld have a pntenti•lly adverse effect on the quality of data 

oboincd from the maven, due to the ex1Cnclcd length of the recall period tha1 clw'aclcriz.ed tbefr 

interview. Use of an address sample design for NMES eliminated the component of response 

error tha1 would be attributable to this puticular extenSion in =all period. Alternatively, the 
problems inhm:nt with tricing moven In a NMES survey that considered a household design 

could be noticeably reducttl by a fleld redesjDI that facilitated a significant reduction in the 

average Jag period between the screener IJld Round One interviews. 

The NMES address sample design was cost effective and achieved an amoptable response 

rue relative to a desip1 that would have tnclted movers. In additloo, the quality of the Round 

One data was expected to be improved, as a consequence of the shorter length of recall period 

(where respondents were required to provide health care infonnation at the lime of the Round 

Ou" in1.,rview rclatiVc> to 1/1/87) tbal ch&ractcrizcd the respondents of the addtcas sample 

design. The major poiential limitation of the adopled design was with respect to the precision 

of survey estimates. Even on this sensitive dimension, study findings indiceted only a alight loss 

Ill tbe precision of survey estimates derived from the address sample design. COnscquenlly, the 

overall benefits of the address sample design were realized in the National Medical Expenditure 

Survey, with only minimal effects on the precision of survey estimates. 

3. Refielding A Sample of Screener Refuel• and Other NonrcSPQnding Dwempg Units in the 

first Round of the NMF5 Household Survey. 

A wpplemental .ample of rcfuu.ls to the screener and other nonrcsponding dwellini units was 
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also included in the round I sample, to improve the overall NMBS response rate over the four 

rounds of data collection. In addition to 1,600 dwelling units classified as screener interview 

rcfusals, another 916 dwelling units were categorized as "other nonresponse•. The other 

nonresponse classification included dwelling units where no one was home after four calls, 

where the potential household respondents were unavailable during the screener field period, and 

where respondents were considered too ill to complete the interview. 

Refusals and oehcr nonrcsponding dwelling units were classified into the same four strata 

used for sampling vacant addresses. A sample of 64S addresses with dwelling units categori.z.cd 

as i;efusals to the screener was then selected from the 1,600 addre&ses with such eligible units 

and a sample of 376 addresses with dwelling units categorized as other nonresponding units were 

selected from 916 addresses with eligible units with this classification. Consequently, the only 

set of scrccncr nonrespondents that were DOI considered for selection in the first round of the 

NMES household survey consisled of dwelling units with a language problem, dwelling units 

where the interviewer was unable to enter the sttucture, and those classified in the residual 

nonresponse category. These 234 dwelling units were not 'targeted for selection in round 1 

because of tlie low probability of convening them to participate in the four rounds of the 

household survey. By recontacting the oonrespoodcnts to the NMBS screener interview, 99 .26 

percent of the sample of all households were given a chance to participate in the NMES round 

I interview. It should be noted, however, that any new dwelling units built during the five 

month lag time between the screener and the round I interview were not included in the round 

l sample frame. The final round 1 sample is summarized in Table 3. 

TABLE 3 ABOtrr HERE 
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Round One Field Results 

As noted, the joint screener-round one response rate for the targeted round I address 

sample based on responses to the screener interview, including the screener vacant sample, was 

82.1 percent. This round I respome rate was improved by recontacting nonrespondents to the 

NMES screener interview. In the set of reftelded addresses which were c:haracterized by screener 

nonresponse, 372 (40.1 percent) of Ille 928 eligi1lle reponing units responded in round I. lb.is 

sampling approach contributed an additional 3.3 percent to the joint response rate. Overall, the 

joint screener round one response rate for the NMES was SS. 4 percent. 

4 . Pan-Year Nonresponse in the NMF,S Household Survey 

Panel surveys are subject to wave nonresponse, which occurs when responses are 

obtained for some but not all waves of the survey. Prior to selecting an adjustment strategy, it 

is essential that the patterns of nonresponse and potential correlates are examined. When levels 

of sample anrition are high, it has been suggested that wave nonresponse is related to level of 

respondent burden (C:tajka, 1986). Generally, the process of sample attrition is non-random 

(Shon and McAnhur, 1986). Partial respondents are often distinguished from their complete 

respondent countetpaJts on a number of dimensions. These distinctions should be considered 

in the detennioation of a nonresponse adjustment strategy . 

Two general suategies to correct for sample anrition have gained acceptability in the 

statiStical community: sampling weight nonresponse adjustments and imputation (Kalton , 1986; 
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Czajka, 1~86; Heninga and Lepkowski, 1986). Weight adjustments for sample attrition are 

rather straightforward to implement and avoid the incicase in simpling variance expected in 

survey estimates as a function of imputation. The primary limiting features of the technique are 

the loss of large amounts of useful dau provided by partial respondents, and the deleterious 

impact of large oomesponse adjusunents to sampling weights on the precision of survey 

estimates. Imputation for panel attrition allows for the inclusion of partial respondents in the 

derivation of survey estimates, and the use of the data they have provided. Within the 

imputation framework, there are several general methodologies tha! are considered to 

compensate for panel noruesponse: longitudinal bot deck imputation (Herringa and Lepkowski, 

1986). Due to the large number of time dependent analytical measures that are directly affected 

by sample attrition and the sophisticated software requirements to implement the technique, 

imputation compensation strategics are the more costly of the two eypcs of stategics. 

o Characteristics of the NMFS Part-Year Respondents 

Of 36,753 key panicipants in the NMES housebold survey, 2,294, or 6.2 percent, 

responded for some, bul not all, of tbe time period in 1987 for which they were eligible. Key 

sample responden1s lO the household survey consisted of all civilian non-institutiooalized 

individuals who responded to the Round One interview, in addition lO individuals who joined 

responding Round One reporting units and did not have an opportunity for selection during the 

• 

period of time thal spanned tbe Round One field period (new babies, milil:81J. returning to • 

civilian status , individuals in institutions or outside the country reaimmg to their primary 
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~idencc). To ~ the potential level of nomesponse bias that was attributable to putial 

response in NMES, it was necessary to dclCl'mlne whether the part-year respondents differed 

systematiGally from their full year countetpatts. To facilitate these comparisons, demographic 

profiles of these two distinct respondent groups were compared for the following measures: 

gender, age, race/ethnicity, marital starus, years of school comp!~. census region, size of city, 

and indicators of functional status. 

Since the nonresponse adjustment strategies employed to conect for pan-year 

nonresponse would. be dependent on a respondent's dala profile for his period of paJticipation 

in the survey, it was necessary ~ impose a thresshold on what constituted a minimally 

acceptable time representation of putial data for making annual national health care estimates. 

In NMES-2, the minimum part-year response requirement of data for mote than OM-thitd of a 

respondent's period of eligibility followed the approach taken in the 1980 National Medical Care 

Utilization and Expenditure Survey (sponsored by the National Center for Health Statistics). In 

NMES-2, 48.6 percent of the part-year =J>OOdcnts (1,114 individuals) wbo constituted 6.2 

percent of the person level sample, did not satisfy this criterion. Consequently, they were treated 

as total nonrespondents and a standard weighting class adjustment for non-response was applied 

to the sampling weights of the remaining respondents to correct for their exclusion. 

The comparisons of the race/ethnicity distributions for the pan-year respondents with data 

for at least one-third of their period of eligibility in 1987 (henceforth referred to as pan-year 

reS)>Ondents) and full year respondents revealed a significantly greater representation of whites 
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and other races (non-black, -.Hispanic) among the individuals that provided complete dau 

when COIDpared to the partial re:spoudalts (Cohen, Johnson and Carlson, 1989). Tbis pattern 

was also observed in the 1977 National Medical~ Btpmdi!me Survey (NMCES), which was 

the predecessor of NMES (Cohen, 1982). Alternatively, the partial respondents had a higher 

representation of Hispanics than their complece data counterpans. There was also a significantly 

hieher repre.witation of the partial re.qx>ndents living in the 19 lugest Standard Metropolitan ! 

Statistical Areas (SMSAs) in the natioo, indicating a greater likelihood of sample attrition in 

NMES in the large urllan metropolitan areas. Funhcnnore, partial respondents were more lilcely 

to recide in the Northeast region of the United ~ than individuals wbo provided full year 

l'C$pODSC profiles. 

No significant gender d.iffc:rcallah wcic DOied across respondent groups. With rcspcd 

to marital status, the full year respondents were more likely to be muricd than their partial 

respondent counterparts. Alternatively, the partial respondents had a greatcc repreaeatation of 

never manied individuals, which mirrored the 1977 NMCES experience. Furtbennore, a 

comparison of the age distnllutioru that chuac:lerized the l'C$JlCClive respondent groups revealed 

that partial respondents were more likely to be aged 20-29. Since this age group represents a 

highly mobile population subgroup, this suggests Iha! tbe sample attrition that they displayed in 

the NMES was panially a function of migntion. Furthermore, complete respondents had a 

higher representation of elderly individuals between the ages 70-74 than their partial respondent 

counterpans. With respect to years of education completed, the partial respondents had a higher 

representation of individuals with some bigb school training, as indicated by at least 9· 11 years 
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of education. 

To minimiv: the nonresponse bias in survey estimates attributable IO panial response, an 

appropriate estimation strategy is needed to adjust the data for the remaining sample members 

who clid not respond for their entire period of eligibility. In view of the programming 

time and cost necessary to implement an. impllllltion strategy IO correct for panial nonresponse, 

and the relatively small representation of panial oonrespoodents in NMES, the advantages of this 

technique for NMES application were not obvious. 1bc technique· would n:quire the linkage of 

partial respondents to complete respondents with matching demognphic anCI health status 

profiles, the extraction of data from the complete respondent which corresponded IO the 

nonresponding time period of the panial respondent, and its imputation IO the panial respondent 

for c:ach lime dependent variable in NMES-2, n:presenting a compk:x and CJqlCllSivc pIOCC$$. 

Traditionally, when the level of panial response is low, it is often preferable to treat 

partial respondents as complete nonrespondents. Using this approacll, only those sample 

participants providing complete data would be used·in the analysis. This was the approach taken 

for the remaining pan-year respondents in the NMES-2 bousebold survey. Weighting classes 

were fonned by cross-classifications of the following measures: race/ethnicity, age and gender. 

The person level sampling weights for the full year respondents were further post-stratified to 

poveny status estimates derived from the Current Population Survey . 

5. An Estimation Strate,gy to Represent tht: InstiNtiona] User Pqpulation in the NM"fS-2 
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lnstitytiooal Pooulation Component 

1be Institutional Population Component (JPC) of the National Medical Expeodiwre 

Survey (NMES) was esublisbed to provide an assessme11t of the beaJth care utilization, costs, 

sources of payment and health insurance coverage of the U.S. institutiM•li™ population 

residing in nursing and personal care homes (NH), and in facilities for the mentally retarded 

(MR). The primary objective of the sur:vey was to estimate the use of and expenses for bealth 

care services for all persons residing in institutions at any time during calendar year 1987. II' 

obtain a nationally representative sample of the 1987 institutional user p0putation, the survey 

included a sample of residents residing jn selected facilities as of January l, 1987, in addition 

to a representative sample of admissions to the selected facilities over the course of 1987. 1be 

union of these samples served to represent the 1987 institutional user population. 

o Sample Design 

lbe adopted NMES lnstlwtlonal populalion survey is a smuifu:d, two 51agc probability 

design with two phases of facility selection. Current residents (residents on January 1, · 1987) and 

admissions (persons admitted between: January 1, and December 31, 1987) were sampled within 

participating facilities at the second stage. 

The IPC facility sample consisted of 851 eligible nuning and personal care homes and 

730 eligible facilities for the mentally retarded. Facilities were considered to be respondents to 

the survey when they completed a Facility Questionnaire. Consequently, the IPC facility level 

response rate wu 95.2 percent for nuning and personal care homes, and 94.7 percent for 
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facilities for the mentally retarded. 

The design of the. survey n:quimd that the institutional use and expenditure data for 

current midents were to be collected for their entire period(s) of institutionaliz.ation in 1987. 

In contrast, IPC data collection for the admissions sample began with their first admission to a 

sampled IPC eligible facility, independent of prior institutional stays over the course of 1987. 

Consequently, their 1987 institutional data collection period was constrailled. For estimation 

pulJ>OSCS, individuals who responded for at least a third of their eligibility period of institutional 

data collection were considered respondents. 

In the nursing and personal care IPC sample. 805 participating facilities (94.6 peiceut) 

allowed for the selection of a sample of their residents as of January 1, 1987. Overall, 3,392 

eligible residents were selected, representing a national nursing and personal care home 

population of l.S million midents. Similarly, in the IPC sample of facilities for the 

mentally retarded, 685 participating facilities (93.8 percent) allowed for •current• resident 

sampling. Overall, 3,738 eligible residents were selected, representing a national population of 

212, 000 residents in facilities for the mentally retarded. 

Overall, the response rate in the IPC for current residents providing data for at least one· 

third of their period of institutionalization in 1987 was 89.S percent for residents in nursing and 

personal care homes (.946 facility level response rate x .946 resident level response rate), and 

88.4 percent for resi~ents in facilities for the mentally retarded (.938 facility level response rate 

x .942 resident level response rate). This data was to be obtained in the IPC through the 

administration of the Institutional Use and Expendi01re Questionnaire (IUEQ), to be completed 
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by facll.ity su/f (Edwards and Edwards, 1989). 

The admissions sample oonsistcd of 2 ,608 eligible sampled admlSsions to nursing and 

personal care homes, and 889 eligible sampled admissions to facilities for the mCDlally retarded. 

Sampled admissions were defiocd to be individuals who were admined to the sampled IPC 

facility during 1987 and had no prior admissions to !bat facility during the survey year. 

In the nursing and personal care home sampl,e, 7S8 participatin.s faciliti"s (89.1 ~.rcent) 

allowed for the sample selection of admissions at all rouods of data collection. Similarly, 651 

facilities for the mentally rcwded (90 percent) allowed for the sample selection of new 

admiuions at all rounds of data collection .. 

Overall, the response rate for new admissions provicliog data for at least ono-tbird of their 

period of instirutionaliz.ation in 1987 was 81. 2 percent for those sampled in nuning and personal 

care homes (.891 facility level nosponK rate x .911 admission response), and 81.3 percent for 

admissions sampled in facilities for the mentally retarded (.900 facility level response n te x .903 

admissions n:sponse rate). 

Data collected from facility respondents included facility level characterist.ic, physical 

and mental health starus and functional limitations of sampled penoru, and their socio

demographic characteristics and residential history in and immedWely before admission to 

sampled facilities. Information collected on health care services use and expenses included 

facility services provided, charges and sources of payment, hospitalizations durina the 

instit\Jtion.alized period and associated conditions, number of physician contacts, and contacts 

with other medical care providers and therapists. 

Thi• dau collection "ffort was referred to u Iha Survey in Institutions (SD). During e&ch vi.lit, 
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interviewers obtained or consuueled lists of residents from each cooperating facility and . . 

proceeded to select the sample (Edwaros and Edwards, 1989). The current resident sample was 

selected from a list of all residems in sample facilities as of January I , 1987. Similarly, the 

admission samples were selected oo thR:e separate occasions in cooperating facilities from 

separate lists of all admissions tba1 occurred during the following time periods in 1987: January 

1 to April 30, May 1 to August 31 , and September 1 to December 31. Sampled persons were 

followed throughout 1987. For those who left the facilities in which they were selected, facility 

use and expenditure data were collected up to the time of discharge. If a sample person entered 

anolhcr IPC-cligible facility, tbe irutitutional data eollcction procedures wcro eontinucd in the 

new facility. 

Since study objectives required data that facility staff could not be expected to provide, 

the IPC also included a Survey of Next of Kin. This survey consisted of a set of questiomiaires 

administered 10 community respondents who knew about sampled persons and their lives outside 

of institutions. Data were obtained on use and expenditures linked to specific residence periods, 

living arrangements outside of sampled institutions, perceptions of health status and functional 

limitations, and arrangements for informal care. 

o The NMES Institutional User Population 

The IPC sample design consisted of two distinct selections of 1981 institutional users: 

the first selection was dcsitmcd to provide a representative national sample of !'9$idents in IPC 
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eligtl>le facilities as of January, l , 1987 (current residents); and the other selection was designed 

IO provide a nationally representative sample of 1987 admissions to IPC eligible facilities. The 

' strict noquirement of a single day of sample eligibility for the current resident sample resulted 

in a sin&le opportunity of selection for each sampled current resident as of 111187. Imposition 

of a similar restriction for the selection of admissions, noquiring the selection of individuals 

experiencing their first institutional stay in 1987. would have simplified the sample design by 

allowing each sampled institutional user a single opportunity of selection. Since this information 

regarding an individual• s prior periods of institutionalization was not available at the time of 

sample selection, and often unavailable from facility records, such a restriction c0uld not be 

imposed. Resident history infonnation for sampled admissions was often obtained through the 

IPC Survey of Next of Kin, whereby community respondents who knew about sampled persons 

would be the primary source for information regarding prior institutional stays. 

As a consequence of the sample selection scheme that was employed, an individual who 

experienced more than one insti111tiooal stay over the course of 1987 had multiple chances of 

selection into the IPC sample. Funhermore, a subset of sampled ac1missions was determined to 

have also resided in an IPC eligible facility on 111/87, indicating an overlap with the 

independent sample of January I residents. In order to identify the sample of insti111tiooal users 

that had multiple opportunities of selection in the IPC sample, it was necessary to funhcr classify 

the IPC sample of institutional users according ·to their insti111tional experience over the course 

of 1987. 

o Classification of Current Re.<idcnt Sample 
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With RSJlCCI to tbc population of inslilutiooal users that resided in an IPC eligible facility 

on January 1, 19S7 (rcfc=d ~ as current residents), four mutually exclusive &nd exhaustive 

classifications arc specified in order to cbaracleriz.e their institutional experience over the course 

of 1987 (Figure 1 ). More specifically, the first group of current residents consists of institutional 

users who remained in the same facility over the course of 1987. Residents in this class arc 

referred to as statie full year residents (Gmup 1). Tiie next class of current residents consists 

of institutional users who remained in the same facility for only part of calendar year 1987, with 

no subsequent admissions to IPC eligible facilities (i.e., nursing and personal care bomes and 

facilitiC$ for the mentally rcwdcd that met the definition for eligt'bility in ·the NMES IPC) over 

the course of 1987. These institutional users arc referred to as sin&le stay part-year residents 

(Group 2). Current residents with this classification could have returned to the community as 

a member of the civilian oon-lnstltutlonalizcd population, been tillnsfem:d to an out-of ~pc: 

facility or instirution (e.g., acute care hospital, psychiatric institution). or died while in the 

instirutional setting. 

FIGURE 2 ABOUT HERE 
.· 

The remaining current residents experienced at least one subsequent admission to an IPC 

eligible facility over the course of 1987. They are distinguished in the following manner. The 

first group consists of current residents who were formally discharged from the facility they 

resided in as of January I, 1987 and subsequently were readmitted to tbc same facility over the 

course of 1987. These institutional users are referred to as cun-eot residents with re-admissions 

to same facility (Group 3), and consist of residents with one or more re-admissions restricted 

to the S'1lllC facility over the course of I 987. Alternatively, the remaining group consists of 
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current residents with admissions to different racilities (Group 4). 1bis cla5sification also 

includes institutional users who were re-admitted to the same facility they resided in on 1/1/87 

and who also experienced at least one admission to a different IPC eligible facility over the 

course of 1987. 

ClassUIClltion of Indlriduals Sampled as Admissions 

In a complementary manner, four mutually exclusive and exhaustive classifications are 

specified in order to characterize individuals who experienced at least one admission to an IPC 

eligible facility over the eoune of 1987: these individuals are refcrrccl to as sampled admusions 

(Figure I). The first cla5s of affected instinrtional users consists of individuals who were not 

residents in IPC eligible facilities as of 111187 and whose tint institutional admission in 1987 

was in a sampled IPC facility (Priuwy Sample Pacility (PSF)). InStltullonal users in tllis class 

are referred to as sampled admissions with initial 1987 admission to an IPC Primary Sample 

Facility (Group S). This group includes individuals with one or more unique admissions to 

eligible institutions over the course of 1987 (Groups Sa or Sb, and Groups Sc or Sd, 

respectively) . 

The next classification identifies individuals with a 1987 institutional admission to an IPC 

Primary Sample Facility, who were also residents in the same facility as of 1/1187. Instirutional 

users in this group are referred to as residents sampled as admissions with 1987 admisslOn(s) 

to the same IPC Primary Sample Facility (Group 6). This group of instirutional users was 

already represented in the NMES Institutional Population Component Survey by current residents • 

classified as ""'idenls with ,...admissions to ~e facility (Croup 3), and by a subset of the 

• 
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residents with admissions to dllferent facilitles (Group 4) who were also :re-admitted to .the 

Primary Sample Facility. As a consequence of the ease in identifying these current residents who 

were re-admitted to the same facility over the course of 1987, they were not considered eligible 

for IPC data collection. A 11:lated group of institutional users consists of individuals with an 

admission to an IPC Primary Sample Facility who were aJso residents in ail non-sampled IPC 

eligible facility a.s of J/1/87. Such individuals are :referred to a.s residents lD non-sampled 

facilities with 1987 admlssion(s) to an IPC Primary Sample Facility (Group 7). This class 

of institutional users was also dually represented in the NMES IPC sample by a subset of the 

curreot residents with admis5ions to dill'"""'t fadllilel (Group 4). 1be:se $1U11plcd admissions 

were not excluded from IPC data collection as a consequence of being unable to detMnine, at 

the time of sampling, whether they were institutionaliud in some other IPC eligible facility on 

January I, 1987. 

The remaining group of institutional users with 1987 admissions c:Onsists of individuals 

who did not reside in IPC eligible settings as of 111/87, and who were admitted to non-sampled 

IPC eligible facilities in 1987 prior to an admission to a,Primary Sample Facility. Institutional 

users in this class are referred to as admissions in IPC Primary Sample Facilities with Initial 

1987 admission to a non-sampled IPC eligible facility (Group 8). This class of institutional 

users was also dually rep:resented in the NMES IPC sample by a subset of the new admissions 

with initial 1987 admission to an IPC Primary Sample Facility (Group Sd) • 

IPC Sample Distribution of Institutional Users 

A summary of the JPC sample distribution of institutional users, further distinguished by 
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facjlity ~g, is presented in Table 4. 'Ibesc tabulations include individuals witb response 

proftles for utilization and expenditure data for at lcu a ihln:I of their period(s) · of 

institutionalization in 1987, beginning with their sampled stay. For cunent :residents, this 

translated to their entire period(s) of institutionalization in 1987. Aliematively, individuals with 

1987 admissions were classified as respondents when response profiles were obtained for at least 

a third of tbeir institutional experience in 1987. be&'inning with their sampled admWion. 

Inclusion of tbese partial respondents in the derivation of national healtb care utilization and 

expenditure estimates for the institutional user population requires implementation of an 

imputation procedure to adjust for misoing time dependent data (Coben and Potter, 1990). Since 

IPC data collection for the admission sample began with their first admission to a sampled IPC 

facility, their 1987 institutional data collectioo period was constrained. When :resident history 

information was not obcaincd either through the IPC Survey of Next of Kin or tbe IPC Survey 

in Institutions for periods in 1987 prior to their sampled admWion, resident history profiles 

were impuled for the missing time gaps in 1987 (Potter and Cunningham, 1990). Inclusion of 

these sampled aclmissions with prior periods of institutionalization in the derivation of national 

health care utilization and expenditure estimaies for the institutional user population also requires · 

implementation of additional imputation procedures to coned for missing time dependent data 

(Cohen and Poner, 1990). 

The sample of institutional users in nursing and personal care homes consisted of 5 ,585 

responden1s, with 3,209 (57.5 percent) sampled as current residen1s and 2,376 (42.5 percent) 

sampled as 1987 admissions (Table 4). Relative to the cunen1 resident sample,. 2,586 (80.6 • 

percent) were classified as static full year residents (Group 1), a110lher ISO (4.7 percent) were 
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single stay pan-year residents {Group 2), witb tbe remaining 473 '(14. 7 percent) experiencing 

subsequent admissions to eligible facilities in 1987 (Groups 3 and 4). After excluding the 448 

sampled admissions that weie considered incligil>le for IPC data collection (Group 6), tbe 

admission sample was dominated by 2,002 (84.3 percent) institutional users wbo were not 

institutionaliz.ed OD 1/1/87 {Groups S and 8). 

Alternatively, the sample of institutional uurs in facilities for the mentally retarded 

consisted of 4,323 respondents, with 3,S20 (81.4 percent) sampled as cum::nt residents and 803 

(18.6 percent) sampled as 1987 admissioris (Table 4). As a consequence of the low 

representation of sampled admissions in thc3e types of facilities in any given year, IPC sample 

size specifications for the admission sample in facilities for the mentally recarded did not assume 

separate national estimates would be made for the sampled admmlons. Relative to tbe cunent 

resident sample, 3,089 (87.8 percent) were Classified as static full year residents (Group I), and 

another 73 (2 .1 percent) were single Slay part-year residents (Group 2). The remaining 3S8 

experiencing subsequent admissions to eligible facilities in 1987 {Groups 3 and 4) with the 

majority (316) experiencing admissions to non-sampled facilities (Group 4). After excluding the 

76 sampled admissions that were considered ineligible for IPC data collection (Group 6), the 

admission sample was primarily represented by 432 (53.8 percent) institutional users who were 

not institutionalized on 111/87 (Groups S and 8). 

TABLE 4 ABO'IJI' HERE 

o Estimation Strategy for the Institutional User Population 
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1bc suatified, multi· stage probability sample design adopted for the IPC institutional user 

population allows for the derivation of approximately unbiased estinwes of health care 

paramcten at the national level. 1bis is conditioned upon the application of sampling weights 

.to the sample data that properly reflect the sample selectioo scheme. The sampling weight for 

a sample member is defined as the reciprocal of a sample unit's probability of selection (Cox 

and Cohen. 1985) . The estimation stmtety for the IPC includes additional adjustmenu fnr aU 

levels of nonresponse experienced in the swvey. Nonresponse adjustments to the sampling 

weights have been implemented at the facility level and the institutional user level. To further 

improve the precicion of curvey ectimates that characterize the IPC sample, post-stmtlfication 

adjustments on facility level and resident level characteristics have also been implemented, using 

information from the 1986 Inventory of Long Tenn Care Places (Flyer, 1992). 

One estimation strategy under consideration attempted co maximize Ilic pn:cisioo in 

survey estimates that characterize the institutional user population by the inclusion of all 

responding sampled institutional users in the estimation process. However, the implememation 

of this estlma1lon Strategy is no! wiUlout ~· In order to .derive national estimates of the 

health care utilization and expenditure experience for the institutional user population, an 

imputation strategy must be considered IO COITCCt for missing time dependent health care data 

associated with institutional stays in 1987 prior IO the sampled admission. Greater programming 

resources are required to implement the imputation process that corrects for missing time 

dependent health care utilization and expenditure data. The approach requires a determination 

of the exact time period for which institutional data is missing, a linkage between the 

institutional user with mi~~ing time dependent data to the best matching donor with a complete 
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data profile (using minimum distance function techniques), and imputing the appropriate time 

dependent data' from donor to recipient (Cohen, 1992). lbe inclusion of sampled units that have 

multiple opponunities of selection in the derivation of national estimates requires additional 

adjUJll!lents to the survey sampling weights that reflect comctions to sample unit selection 

probabilities. Furthermore, the inclusion of a multiplicity adjustment to the estimation weights 

of institutional users selected from the IPC admission sample adds greater variability to their 

sampling weight distribution, partially limiting the expected gain in precision associated with an 

increase in sample size. 

Given the complexities associated with the implementation of this suategy, and the need 

to provide timely national health care expenditure estimates of the institutional user population, 

an alternative approach was adopted for the derivation of use and expenditure estimates and other 

time dependent measures. Moi:e specifically, the altemative estimation sttatcgy restricted the 

admission sample to institutional users whose fust institutional stay in 1987 was in a sampied 

facili1y (i.e., Group 5). Adoption of th.is approach obviates !be need for an imputation stralegy 

to correct for missing time dependent dala associated with institutional· stays in 1987 prior to an 

institutional user·~ sampled admission. Furthermore, the restrictioo of the IPC admission sample 

to a sample of fU'St institutional stays in 1987 obviates the need for a multiplicity adjustment to 

estimation weights and an adjustment for clual frame representation of residents in facilities as 

of 1/ 1187. Th.is is a ccnsequen<:e of limiting the sample of institutional users to a single 

opportunity of selection. Institutional users detennined to have experienced institutional stays 

prior to their sampled admission (Groups 7 and 8) would be defined as ineligible for the 
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pulJ>Oses of cstinwion. 

Implementation of this appioach results in a· sample diminution of Sl3 out of SS85 

respondents for the sample in nuning and penonal care homes (9 .2 percent reduction) and a 

comparable loss of 403 out 4,323 .responden~ in the sample of facilities for the mcntally retarded 

(9.3 percent reduction). 1be impla of tbJs sample resuialon on .the p~lon of survey 

estimates translates to a 4 .9 percent inaea.se in the standard emm that cbaracteriu the survey 

estimates of all institutional users in ouning and personal care homes and a corresponding 5 . . 
percent increment for the sample in facilities for the mentally retarded. Greater increments in 

standard erron are to be noted for the subset of institutional usen that experience admissions 

during 1987. Although the magnitude of.this loss in precision is non-negligible, it falls within 

accep1able levels when contrasted with the time and resource demands inbereot in the 

implementation of an imputation smitegy to correct for missing time dependent data associated 

with institutional stays in 1987 prior to an institutional user's sampled admission. Furthennore, 

consideration of the restricted first admission sample for the pu1J>Oses of estimation eliminates 

exposure to a component of nonresponse bias due to missing time dependent dala for prior 

institutional stays. This component of bias is often only partially mlu<:ed through application of 

imputation techniques. Implementation of imputation. strategies to coJTeCt for missing time 

dependent health care utilization and expenditure data associated with prior institutional stays will 

inform future methodological investigations regarding the impact on survey estimates and their 

precision due to the inclusion of individuals whose sampled admission was not their first 

institutional stay in 1987. 
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6. Summazy 

The next cycle of the National Medical Expenditure Survey (NMES-3) will be in the field 

from 1996 through 1997, in order to oblain health care utiliution, expenditure and insurance 

coverage infonnation that cbaracteriz.es the health care experience of the civilian non

institutionalized population and the population in nursing home for calendar year 1996. A 

number of design strategies that have been adopted in NMES-2 will also be considered for the 

NMES-3. One design feature of the NMES-2 Household Survey that will DOI be adopted for 

NMES-2 is the address sample design. This decision was not based on any design limitations 

that were identified in NMES-2 with the adoption of the address sample design, but driven by 

additional analytical demands placed on the survey. One of the primary motivations for· the 

choice of 1996 as the time period for data collection was the need to have baseline data to assess 

the impact of health care refonn on lhe oat.ion's liealtb care experience.· A numblor of fut-mu::k 

states are already in the process of implement health care reform initiatives. Consequently, the 

households identified for sample selection through the administration of a screening interview 

will also be subject to an additional interview in the fall or 1995. to gauge tlleir satisfaction with 

the health care delivery system, their perceptions reganling access, and their current level of 

health insurance coverage. Since one of the aDalytical objectives of the NMES-3 household 

survey will be to assess the longitudinal changes in insurance coverage and access to health 

health care system over time, including data from the fall of 1995, it will be necessary to follow 

the same individuals that complete the screening and baseline interviews in the fall of 1995 . 

The NMES-2 was successful with its strategy to re-field a supplemental sampl40 of 
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refusals to the screener and O!her nonresponding dwelling units in the first core round of data 

collection for the Household Survey. This strategy resulted in a three pM:eot improvement to 

the ovei:aJI NMES-2 response rate aver the four rounds of dala collection. As response rates are 

mooltored for both the NMES-3 household and mining home surveys, this dc;sign strategy will 

again be given serious consideration. 

As a consequence of the panel designs of the NMES-3 household and nuning home 

surveys, wave nonresponse will remain a concern. As in NMES-2, methodological investigations 

will be conducted to detennine whethl!T the part-year respondents differ syi:tematically from their 

full year countel]l8J'ts. Both the level of.nonresponse.encountered in NMES-3 and the results 

of the evaluation of the patterns of nonresponse will guide .the choice of the. nonresponse 

adjustment strategy that is to be implemented. 

Based on the estimation strategy considered in NMES-2 to represent the institutional user 

population, the NMES-3 nursing home survey design Ml! employ a data collection scheme that 

limits the likelihood of multiple opponunities of selection into the survey. The planned design 

will restrict the admission sample for estimation purposes to a sample of individuals experiencing 

their first institutional stay in a sampled facility for the targeted survey year. Results from the 

NMFS Institutional Population Component Feasibility Study revealed that facility respondents 

are able to provide accu.rate information regarding an individual's prior period of 

institutionalization in a given year. It is recognized that the restriction of the sample of 

admissions to the individuals experiencing their firs! institutional Slay in a sampled facility for 
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. the Wgetcd survey year C8llllOI be complelely implemented at the time of sample se!Cction. 

However, the ability to use facility information on prior admissions for the selected sample will 

resuh in significant cost savings to the survey, based on a reduction in unnecessary data 

collection activities associated with cases that are not eligible for estimation purposes . 
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Figure I. Results of NMl!S Address Sample Design: Transitions from Screener IO Round I . 
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Table I. Comparison of Demographic Characteri!lics of NMES Movers 

Round I-only 
respondents relative to: 

Expected' 
Screener-only Round I Round I -only Targeted Expected 

~oe/ethnicity Age respondents' response respondents' sample c•> sample(~) 

Hispanic <65 615 523 447 72.7 85.5 
6S+ 13 II 6 46.2 54.6 

Su biota.I 628 534 453 72.1 84.8 
Black/non-Hispanic <65 978 831 686 70.1 82.6 

65 + 33 28 20 60.6 71.4 

Subtotal <65 1,011 859 706 69.3 82.2 
Whilc/Olhcr 65+ 2,400 2,040 1,926 80.3 94.4 

267 227 128 47.9 56.4 

Subt()(a) 2,667 . 2,267 2,054 77.0 90.6 

Total 4,306 3,660 3,213 74.6 87.8 

National estimates (24,060) (21,500) 
(in thouSlllCls) 

• Screener-only respondents are those who moved away from sampled addresses prior to lhc administration of the NMBS Round 
I interview. 

• Under a.ssumption of 85 ~ response rate. 

' Round 1-<>nly rc.<pondents are individuals new to lhc NMES sample u a function of t.hc address sample design. 

Source: Agency for Health Care Policy·and Research: Nationa.I Medial Expenditure Survey, United States, 1987. 
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T•bleJ. NMES ~old Survey field results at the RU level, round 1 

Nun.oc:rol Round 1 Yacant. 
lida."tUC:S olh<r .... Overl.ll 

Scrttncr WI<"" Round 1 Round I non· Olhcr dwell in& ruponsr 
disposition (or round I rupondins r.fusal RSponst Movcn itteh1ib'c iilftll Toul "'" 
Rcspoad"" U.130 14.060 1.234 l96 '47' 253' 722' 17.412 ._ .... 0.912 o.902 OJ119 Q.()19 OJll' - ··- - 47 2• <r 13' 1.016' l.SlO 

Rcsporuc nit 0.152 0.091 0.050 

Nonmpondlns 1.021 372 470 86 2' 11' 111• 1.11$2 

:s Rcsp:>D:k n sc: O.Oll 0.401 (LI06 o.an OAJl 

~j .. 
noc fielded 234 

Respons.c ntc 0.007 0.000 

Tocal 14.'40 1.751 406 349 279 l.'49 19,974 0.154 

•JncJi&ibJc for round I. 
"Combinrd round I mponse ri1t ror responding and vac:am addm.ses bued on scmner inctrvJtw. 
'-""'' AJCM1 f« Hu.l&b c.u~ PVIK1' ..ca Jtc~b. Nauomt Mo1lal t.4 '"lft~Y 
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lalrodudHlll. J.-Oc>Pwllna! lllldi• 
typically mploy a probabiliry sample of a llDit 
(for cumple, individuals. instilutiom (~& .. 
sdlools], a:roups (e.1., families] or inanjmete 
objecu (e.,., dwelling unitsD that is drawD 11 
one point in time, then rqiea1edly observed, ao 
thlt chqe in units can be measured over lime. 
U.npudinal desips provide a powerl\JI vehicle 
for reliably' measurini indlvldual..Jevel cban&e 
and development 1$ well 1$ for describiJ!i the 
dynamics of cbanie and the proceues thlt are 
asaocilted with it. Al the aame time, 
loDgitudinal allldies bave both inbereot and 
polelltial limitations (see, for eumple, Pearson 
1989 for a discussion of advam.,• and 
disadvantaaes of loQlitudinal surveys). 

Some of tbe most importaDl of these 
limilatiom can in J.arse measures be overcome If 
the Sllldy is properly eucUled or if poleDtial 
llwiWium""' e:xplicitly adllreased In die dest1111. 
This is the case, in particular, for tbree specific 
threats to lon&itudinal sample 
representativmess. 2 

(I) UndLr~rage. Poteotlally biuiJ!i 
uodercovera,e' may arise from any of aeveral 
aources. It may arise from del~ or 
inadvertent exclusion of part of lbe buelille 
'target' wnple, or may arise If bauline 
nonrespondeou are DOI pursued ID subsequait 
W11ves. Undercovera,e problems may also arise 
if the eligibiliry of ineligible baseline Sllldellll 
whose eligibility starus is subject to ctwiae is 
001 reassessed in succeediJ!i rowids. 

(2) Neal for FreshenJnt. The 11Dit or 
cobon beiJ!i studied may become less 
statistically representative of the tarset 
population (or less policyfflevant) over time. 
For eumple, a sample of individuals lo a siven 
seognpbical area may become leu 
rcpreseuuilive of tlw area 1$ sample members 
disperse and other individuals move into the 
area. A sample of eighth sndm twO years Iller 
u not fully nprescntativc of lbc ...Uoo's '"lb 
graders a1 the second point in time. 
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(3) Amidon and Nonresponse. Sample 
lltt1 itiou )lO$es suf)mnria! risks for a lo111iludJDal 
lllldy's representativeness. This dancer can be 
overanne if hiJb, response nus are m1jm1jned 

across all rounds, ml may be partially 
compensated for in weiihtins. 

lo this paper, the National Education 
Loagitudinal Study of 1988 (NELS:88) serves u 
an example of how these three specific problems 
ofrepresenWiveness lo a lonaltudlnal study m.oy 
be 1pproached ml overcome. · We more briefly 
comment on some additional potemlal aources of 
survey error. 

1. Description of NF.LS:SS 

As a poial of amy imo our topic, we 
briefty desaibe NELS:81 by S111111111rizi1 its 
io&Jt, surveys admiaista-ed. RlpODSO ntes, ll!d 
&llllysls potallial. 

1.1 Goals of NBLS:l8 

Beginnins lo 1988 with a cobon of 
26,-432. ejghlb sndm lllel!diJli 1,0Sl public and 
privare schools across the nation, NBLS:88 wu 
desisned to provide .IOQllludioal data about 
critical transitions aperieDced by lllldems u 
they leave elgbdl cnd• ldlool ~. proar
tbroup hip ICbool (or drop out), eater and 
leave posuecondary Institutions, ml eater the 
wort force. The 19&8 eiahtb arade cohort has 
been followed 11 rwo-year intervals (spoclfically, 
first fo0o""1JP - 1990; secood follow~ -
I 992.) with a !bird follow~ curremly (spring 
199-4) undetW11y. 

Majoc features of NBLS:88 Include: 

• lhe imeerado11 of lllldeot, dropout, 
parent, teacher, acbool admlolstrator and 
Sdlool records (~cript) surveys; 

• tbe initial conceotnltion on an eighth 
cnde ltlldem COilon wilb follow-11ps at 
two year intervals; 



• tbe IDclualon of rapplementary 
'~ q 00 .. 11 to l1lppott IDllyaes of 
poanpblc:ally or demo1nphkally 
dWllctaubpoups (for eulllPI•, salectad 
- aupplemellll; onrwupl• of 
Asimi and Hiapimica, and of llUdem iD 
priVlle adlools); aDd 

• tbe delip llnbc• to previous 
JoapudiDal lllldi• (Hilb Scbool aDd 
Beyond (BS.tBJ, tbe Natioul 
~ SIUdy of Iha lrip School 
am of 1m [NLS-1972D and oeber 
QlmDl slUdies (for eumple, the 
National Aas•·- of Educalioml 
Proarea (NAEP) llCtiDa propam ml 
hish acbool tnmaipc dm collectioaa). 

The JoopudiDll deslp of NELS:88 
permits lhe euminl!i<>D of dwl&• iD yociQC 
peopl•'• ltv. llld Ibo rolo of acboola, toedicn, 
communhy, ml family lo promodJls lfOWtb aDd 
positive life ouu:om•. ID panlcul1r, data from 
NELS:88 can he II.Mid to lnvestlpte luu• lo Ibo 
CODtat of lhe family, colllllWDlty, school, IDd 
clU$room iDcludlor: 

• Scudeou' academic srowtll ovw time; 

• The tramltlon from eJahlh ll'lde to biab 
achoo! and lhe transition from hip 
1cbool to lhe labor mart• or 
postsecondary educalloll; 

• The procas of droppq out of ICllool, 
as it occun from the ead of eiJblh ll'lde 
on; 

• The role of ICllools iD belpq the 
diAdvan!aJed; 

• The &Choo! e:xperi- and Kldemlc 
perfol1llllDCe of i...,... ~ity 
Sllldeots; 
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~ iulluence of lbility eroupLris, 
Prosnm type, IDd counetatiDr pmems 
on fizrll1e edualloDal penistaice and 
a:hievemmt; IDd 

The f- of effective adlools. 



NELS:U oiqioe.,,.., by wave, ar. p1111m1ii•"" ID FJiure 1. 

Flsure 1: Bue Year ThnluP Fourth Follow-Up - NELS:U Components 

16S:E YEAR. EWI SECOND THIRD 
EQI l1nw .. 1Jl EQI I &ll!!'.·Ill EQl.l ,OW-Ill .. spri.Qc 

term 1988 spri.Qc spri.Qc spri.Qc 
term 1990 term 1992 1994 

GRADEi 
MODAL GRADE MODAL GltADE MODE• H.S. 
=SOPHOMORE •SENIOR + 2 YEARS 

Students: Dropouts, Dropouts, 
Questionnaire, Studentl: Students: All lndlYlduak: 
T..u• Qumtiono•1ro, Quceiicmn•ire, QustiollDllre 

T- T-, 
H .S. 'I'nn1aipu ....-. 

Questionnaire Pannll: 
Questlocuiain 

EClUR'Jll Principals: 
Quatiormaire Priacipals: Prlodpals: FOLLOYI'. ·Ill 

Qncionn•ire Q-1..mm.•ire 
TwoTcscben IP'ia& 
per student; TwoTcscben OneTCllCIMr 1997 

(wen from per audent: per llUdcot: 
HS+ English, (taken from (lakeo from 

social studies, Eegliab, lllllbematics S YEARS 

mathematics, soc:ia1 lllldie or ic:ience) 
science) rnaft =vies. AD lndiriduals: 

or science) Quationnaite 

• Readm,, social lllldies, math and science tt:sts 1te ldmjnistered i.o the throe i.o-scbool rou.eds . 
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1.3 Alflll:pis ,_"""' • lo"'*""""'1 ~. 
mllNCdi#Ml ¥Jllko"ov. 

Allalytic Leftk. The NELS:IS desiio 
mabl• researdlen to mnduct lllll)'* on lbree 
principal levels: (I) wilhill-wave (or cross· 
sectiooal) lllllysls II 1 amsle time point, (2) 
crouodlbort amlysls (by aimp.mi, cmss-
1ec0onal NELS:IS flndinp to 1bose of 
comparable popullll:ioos smdied earlier ID RS&B 
and NLS-72) and (3) aou-wave (oc 
lonpudillal') lllllysls. 

The tint analytic level within NELS:IS 
Is crou-=tiooal. By beainnin& with a 
crou-cectioo of 19" eiplh palm. followlnc 
a 111bRl!!rial mbsvz.,le of tbae Sllldems II two
year lllurvals, and li'eSbening !be 1990 and 1992 
nmples to obtaiD repr•eowive mlional cross
aectiOlll of telllb and twelfth lflders, tbe study 
111<1 pruvida a sadstlcal protue of Amcrlca"s 
eipdl enders, hip ICbool sopt<0u1CMes, llld 
hip sdlool seoion. 

A second lllllytic levtl extaMls 
repreuntative cross-sectiom to lmercobort 
comparlsom. NELS:88 provides -c:llers 
with elm for drawlll& comparlsoas with previous 
NCES loapudillal SIUdies. After Ille I'll-of 
NELS:88 first follow.,..p dm. ~ --. 
able to conduct ueod lllllyses witb lbe 1980 
sophomore cohort of HS&B. Will! mmpletlou 
of the NELS:88 secood follow-up. comparlsous 
may be ll!Jde llDODI NELS:88, HS&B, and 
NL.S-72 aaiior cohorts. To facllm 
cross-cohort comparisoas, some of tbe 
questionnaire items used in tbe Nl.S-72 llld 
HS&B biJh school surveys were reputed in 
NELS:88, and data proces•ina: and file 
conventions were kept consistent, to tbe 
muimum possible exwit, wilb HS&B and NLS· 
72.' 

Tbe third lllllytic level is lona:iwdillal, 
and utilizes repeated measuremems oo tbe ume 
i.odividu.&ls over time. Howevc::rt because 
NELS:88 comprises three uatioually 
represenutive ende- and year-ddined cross-
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secdom, It suppons multiple panels: 

1918 eip1h enders two, four, sb, 
and Dine yean bur 

1990 sophomores two, four, and 
seven years lit« 

1992 seniors two and five years 
bter' 

Clianp Aml,.U. Cross-sectional 
analysis provides a ~sbot at a sina:le point in 
time. Repeated crou-=tional lllllysil, and 
loailtudillal aualysis, permit the measurement of 
cbanae over lime. Oiqe (and stability) over 
time cau be measured 11 tbe sroup or Individual 
level: 

(1) At the ITOllfJ hvel, cbante CID be 
measured across lhe successive cross-sec:tlons
eiptb enders ID 1988, sophomores in 1990, 
llld aenlon ID 1992. ID tbe same way, 
mutrieobcxt "'ff' w W1 mch a NAEP CID 
Ntjmate OYetlll and subpoap pins iu specific 
oubJ«t ma&U:£ protlcleocy across 1e1eaea polntl 
la lhe scbool - (e.s .• ~ fow1b, 
eiptb, llld twelfth JTlde). ID addition, 
NELS:88 and comparable studies (e.a:., NLS-72 
llld HS&:B) ca be lllllyzed as repaaed crou
aecdom Ce.s. of seuion ID 1m, 1980/82, m1 
1992) ID -.. er.do. A crooo 1 ri ....t 
timHcriel lllCb • NAEP also measures ttends 
(e.a:. ID math achievement for 17 y-olds from 
1973 ftl 1990 for the ft.Ilion and wbl""'P•). 

A priDcipal weakness of cbanae 
- II Ille JfOUP level.....tietber one is 
lootiu&:. rollin&: (e.a: .• mptb gradm in 1988, 
aopbomor• in 1990, 1enion in 1992) or 
repeated (e.g., eipdl a:nders in 1988, 1990, 
and 1992) mtic cross-=tions 1 is that it 
10metinw masks iDdividual cbause; bi&b levds 
of individml cbause are llOt incompatible with 
lllbUlty at tbe aurecate level. Thus, ror 
aumple, lootiu&: ar lhe proportion of 1988 
eiptb lflden la 1988 wbo were out of school 
ID 1990 (6.&"> and comparms Iba to tbe 
proportion out of scbool in 1992 (11 .61') mules 
tbe 0111111Jlrive number of individuals wllo were 
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1990 or 1992 spriDc term dropouls, s.ba aome 
1990 dropouls had nmmed ID adlool by 1992.' 
A loau domau of dlis pbllK)llWM'!n is found 

ID lbldies of povaty IDd welfare recipiezice. 
While the propoitioD of adolescent mocben 
receivinc AFDC over time is relallvely co-, 
lbe AFDC populllion is not. Mobility ODID, and 
off. lbe AFDC's rolls i.s demom:trlled by 
IOlllhudloal dlla provided by lbe NI.SY, but 
would not be apparent ftom rtpelled cross
aeclional results. Likewise, PSID dm show lbll 
wblle poverty rates miy be rouPJy lllble over 
time, povaty spells for IDdivlduall IDd 
bouullolds teod ID be nla!Mly brief.,. 

(2) Owlp can also be IDllyzed Ill IM 
llldMd""1 lelld over lime. n.. llllet 

posslbDlty- loqi11Mlillal - 
rcpresems, for most purposes, lbe unique 
Slre:allh of 1be NELS:U desip. Fellow!Qa 
individual od"""°'1Dal blilO<les ...,....i1y 
provides lbe best basis for drawlna causal 
Inferences about educllional proceues IDd their 
etrocu. Two broad kinda of IDOlysia ~ 
ue posaible. Lonpwdillal analysis can IDvolve 
repeated measures of tbe same outcome-for 
example, rm dlla can be used ID measure 
erowtb in academic adllevemcm over time. Or 
lonritudillal analysis can &bow bow coacli!lom 11 
ao urlier time point ue pndjc:tive of 0111comes 
at a laur time poizlt. For example, ooe mlald 
eum.ine bow eiehJh inders wilh aiQa!e or 
clusiered •nsttaaora• (forcumple, audl
risk faclora as comm, &om a low-income bome, 
havio& puenu wbo did DOI finisb blab achool. 
and so on; or such bebavionl riat faaora • 
cuttio& classes, lack of panicipllioD ID 
exiracurricular activities, IDd so oo) fared two 
years later (for example, what proportion had 
dropped out. repealed a &fide, and ao oo). 

While longitudinal 1111d le1 ue 
prospective, in that they off ... the opponuDlty 10 

record new events, loaiitudillal IDllysis may be 
either rettospective or proapective. la 
NELS:B&, priority in the budinc wu siYCID ID 
questions predictive of future bebavioc. 
However, wbile questions tlw asked for ruuOM 
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for past behavior wa-e delibenldy avoided, 
some 1moopeaive· quecdoaa were posed, when 
lbeir focus was OD aimple descripcio111 of salielll 
past eveaa. For example, parems were asked 
wbecber lbeir eipth &flder had llteilded a Head 
SWt pro,nm" or tiod~arua or preschool, 
whether Olber of lbeir dlildreo (respondent's 
elder aibliois) bad dropped out of school. and sn 
OD. 

'lb.is aectloo diacuaaes three key Issues. 
Flnt, eli&ibility and exclusloD rulea, 

panicubrty • ipplied iD the Nl!LS:&B base 
yes, and lbe measures laltm io Iara rowids of 
lbe llUdy ID deal wilh lbe poceolial for 
uodercOYerap bi&sea 11111 mlald l'fllUlt from 
these exclusioDs. SeCDNI, the °* for ample 
ftabeoiJll ID emure tepreleDlllive IOpbomore 
ilDll ..,.,.,. cobons lo 1990 and 1992, and Ille 
procedDrea UDdertakm ID bfiDa lbll umple 
fnsheolo& about. ADd t/Jbd, llUmpCI ID 
mjajm@umpl~.uritiooand ooarmpomocnor. 

l.l ElisfblDty: Esduded Sludmla and 
Vadanmerap Blu. 

In !be base year of NELS:ll, ltud...u 
were umpled tbroacb a IWO-Clqe proceu. 
r1Z1t, llnttified random umplio& and adlool 
CO"W'inc reaaJted In lbe idemificatinn n( the 
adlool sample; second. Studem were randomly 
ldec:ted (wilb ovenamplini of Hispaniq ltld 
Aaims) from within coopaati.o& adlools. 

lbe tar&« population for tbe base year 
comprised all public and priva1e schools 
cont1ining eigbdl indes iD the fifty SWt:s ltld 
the DistriCI of Columbia. Excluded &om lbe 
NELS:88 school sample ue Bureau of ladian 
A1falra (BIA) sellool&, special eclucatlon schools 
for the handicapped, uea vocational schools Iba! 
do oot emoll studems direcdy, ltld acbools for 
dcpcudents of U.S. pcnoW>d ovcnas. " Tbe 
lllldeDI populllioo exclude& students widl severe 
memal handicap&, S'11clem wbo&e command of 



Ille &iJisb w.,ua,e was DOI suftlclem for 
UDdemaMine 111e aurvey materials (especially 
Ille co811itive tt$1S). llld studenis wilh physical 

• or emotional problems tbat would mate it 
Ullduly difficult for them to participate in Ille 
swvey. This chlpler discusses (1) Ille 
comequeoces of llbldent exclusion for Ille 
research desip and results, and (l) Ille special 
measures lhat have II-. undertaken in NEUl:88 
to rompensate or correct for Ille effects of 
exclusion. Before eilher of these two topics is 
pursued in detail, bowevu, it will be desinble 
to say more lbout llUdeDt exclusion ili lhe 
NEI..'l:88 base year-die 1987-88 school year 
durlne which Ille eipth cnde cobort was 
&de<;led and aurveyed. 

To bcuct Wlderst&Dd bow CJ<cludi.Qi 
studenis with mental handicaps, lllliUlle 
barriers, and severe physical and emotional 
problems affects J>O!>UbUon inf-ceo, cl-. 
were oblalned on lhe numbers of llbldents 
excluded as a result of these restricdons. 

Seven inel;,ibUity codes definini 
categories of excluded studenis were employed 
11 the time of student sample selection: 

A - llleDded sampled school only OD a 
part-time basis, pr imary 
enrollment at another ac:bool. 

B - pbysical disability precluded 
student from flllinc out 
questionnaires aod takinc tests. 

C - mental disability precluded student 
from filling out questionnaires and 
taking le$1S. 

D - dropout; absent or auant for 20 
oon.soc::utivc days., &Dd was not 
expected to recurn to sdlool. 

434 

. E - did not bave Enalisb as lhe mother 
toneut AND bad insufficient 
command of Enpisb to complete 
Ille NELS:88 questionnaires IDd 
UlllS. 

F - tnnsferred Out of the school since 
roater was compiled. 

G - was deceased. 

Before sampling, scbool coordinaton
memben of die school sWf, typically ID 
assiswtt principal or culdance c:OOnsetor Who 
acted as liaison between die school and lhe 
ltlldy-were asked to examine die school 
sampling roater llld anm13te eacb excluded 
IQldcet'1 coll)' by ~""" of Ille exclusion 
codes. Because eligJoility decisiona were to be 
made OD ID Individual basis, special education 
-i lJmltcd ~w. Pro&;_, (LEP) atudenu 
were not to be excluded cateaorically. Rather, 
eacb studellt's case was to be reviewed to 
determine the eDeat of limjtwtjo.n in nbtioD to 
lhe prospect for IM!!Dm,tul aurvey parocipalion. 
Eacll individual student, IDdud.iDi LEPs and 
pbyslcally or menially hllldii:appeci studems, was 
IO be desipated elifible fot die survey if school 
lt31f deemed lhe lllldent capable of completiar 
lhe NELS:88 inslnlments. and Cltciuded if· 
ICbool IR:alf judced lhe studellt IO be iDcapable of 
doillc so. School coordinalors were told that 
wben lhere was doubt, Ibey should consider lhe 
Sludeai capable of participation in lhe swvey. 
Exclusion of studeou after aampli.ne \post
roster inelirioles") occumd eilher durine lhe · 
sample update just prior to swvey day, or on 
survey day itself. Sucb exclusion after sampliDe 
normally occurred bec•1se of a c:banae in 
Sludent status (for example, tnnsfer. dea!b). 
However, in very rare instances sucb Cltclusioos 
reflet:led belated recopitioo of a student's pr&
oxi""a' illdi&ibility-dMit i5, if aa a.aoowloo 
error was made and ID ioelifibln111dent selected 
for lhe sample in consequence of such ID error. 
iaali.ribility became apponm liter ill Ibo survey, 
wbereupon the student was excluded. I. 



Eitcluded Sbldems were divided iDlo 
those wbo were 1illl-dnie SIUdems at the school 
(ca1eaories B, C. ltMI E) ltMI those wbo were DOt 
(categories A, 0, F, & G). Out main concern 
here is with studems wbo wete 1illl-time studeolS 
at the school bu! who were excluded from the 
sample. Eitcludiog these studeolS will affect 
esrimlt"' made from the umple. 

SnidelllS in categories A (n = 329), D 
(n=733). F (11•3.325). atMI G (n=6) were 
either not at the &Cbool or were preamt only par:! · 
time (with primaty rqislnttion at another 
school, hooce 1 chance of selection in1o 
NELS:88 at aoolher school). lbu$ excludin& 
studems in these categories lw no implicalioos 
for mating estimates to the population of eighth 
ind• studeou. 

h should be DOied that stwleolS in 
catcao'Y F, lbose wbo bod tnmfomid out of lhe 
sampled school, hid some cbaw:e of being 
seleaed into the sample if they 11'111Sferred iDlo 
another NELS: 88 sampled cchool just u 
transfers into NELS:88 &Cbools from oon
NELS:88 schools had • chance of selection at 
the time of the sample updale. The sampliDg of 
traosfer-in swdeou ISSOciated with the sample 
updale allowed NORC ID represan tnDSfer 
students in the NELS:88 sample. 

The total eighth ind• enrollment for lhe 
NELS:88 sample of schools was 202,996. Of 
these students, 10,853 were excluded owing to 
limitations in their language proficiency or to 
meotal or physical disabilities. Thus S.37 
percent of the poceotial swdeot sample (the 
students enrolled in the eighth end• in the 1,052 
NELS: 88 schools from which usable student dau 
were obtained) were excluded. Less than one 
half of one percent of the potential sample was 
excluded for reasons of physical or emotional 
disability (.41 petceot), but 3.04 pacent was 
excluded for reasons of meow disability, atMI 
I. 90 percent because of limitations in Enalish 
profici=y. 
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PutlDOlher way, of the 10,853 excluded 
llUdems, about S1 percent were excluded for 
meataJ disability, about 3S perceot owiD& ID 
lanplae problems, atMI less th111 8 percent 
because of p!iysjcal or emotlooal disabilities. 
Because current cbaractmistics and probable 
futwe educational outcomes for these poups 
maY depart from the natioDll norm, the 
exckllioo factor should be eaten iDlo 
comideralioll in Jeneniizing from the NELS:88 
umple ID eighth anders ill the nation as a 
wbole. This implication for estimation carries to 
future waves. · For eumple, if the overall 
propensity ID drop out betweaa the eishth atMI 
teDlb erai:tes is twice 11 high for excluded 
11t11dems as for non-excluded SlUdeolS, the 
dropout figures derivable from the NELS:88 
tint follow-up (1990) SIU4y would underestimate 
eatly dropolllS by about ten percent. (lo point of 
fact, the 1988-90 mnis dropout rate derivable 
from lbe di&lble NELS:SI sample represaninJ 
about 94.6 perceot of tbe cohort Is betweaa 6.0 
llld 6.1 perceot, atMI from theexpltllled-ellJi'ble 
+ iueli1iblo-1988 oam.plo represcnli.og 
[virtually] 100 percent of the cohort, 6.8 
pereeot.) 

Undercoveraie of course affects the 
power of a aD>dy both ID produce oatlooal 
...;matH. and, y« more dnmatieaJly, to 
produce Hthnates for the particular group that is 
not ; fully covered. 12 Undercoverage, 
moreover, J>O$ell IOme special difficulties for the 
represeowiveoess of 1 multi-<:0bort longitudinal 
llllldy such 111 NELS:88. 

Io a school-based longiludioal survey 
such 11 NELS:88, baseline excluded students 
affect the represeowiveoess of freshened inde 
cohorts in future waves. To acllieve a 
thoroughly repraallative teolb Icade (1990) and 
twelfth grade (1992) sample comparable to the 
Higb School and Beyond 1980 sophomore eollort 
(or, for 1992, the HS&:B 1980 senior cohort llld 
the base year ofNLS-72), the NELS:88 follow
up samplca must approximate Ibo*'> wbich would 
have come iDlo being bad a new baseline sample 
independently been drawn at either of the laier 



time poinls. In 1990 (and lm) one must 
therefore freshen, to live "out of sequeilce" 
studeots (for ewnple, ill 1990, those teDtb 
graders who were not ill eigbtb grade in tbe 
sprinz of 1988) a cbance of selection into tbe 
study. One lllllSI also acc:ommodate excluded 
studeots whose elilibility stalllS bas chqed, for 
Ibey too (with tbe eitceptloa of those who fell 
out of sequence ill tbe progreaioo tbroup 
grades) would potmtially have been selected bad 
a sample been illdependenlly drawn two yem 
later, and must have a chance of selection if tbe 
representa1iveness and crou-cobort 
comparability of tbe follow-.ip sample Is to be 
maiJnaiDed. Thus, for example, if a base yeaz 
sllldent excluded because of a laniuaae harrier 
adlieves tbe level of proficiency ill Enalisb tbat 
Is roquind for wmpletlug lhe NELS:88 
imtruments in 1990 or 1992, tbU student should 
have some chance of r~g tbe sample. 

A subswllW subsample of the base year 
inelicibles was, accordqly, followed in 1990 
and 1992, toreasuueli1ibilitys!Bllll andplber 
information about excludod students' 
demographic charaClerisms, educational paths, 
and life outcomes. Data on persistence in school 
to be obtained from tbis subsample has been 
used to derive an adjustment factor for national 
..... imates of the eigbtb irade cobort's dropout 
rates between spring of 1988 and spriJI& of 
1990, and from 1988 and 1990 to 1992. 

The base year illelicibles study largely 
compensates for population unden:overaae. 
Sm.all populations who ·remain outside tbe 
ba.$eline sampling frame illclude Sludents wbo 
are educated a1 bome or in private tutorial 
settings, those who are in excluded c:alegories of 
schoolsu and those who bave dropped out of 
school before reaching tbe eiptb &rade. 

Table I sbowa lhlt by 1992, a 
substantW portion of the sample of base year 
ineligible srudents had been reclassified as 
eligible. Excluded 8"'deota who w..., 1...,. 
classified as eligible were included in NELS:88 
follow-.ip surveys. 
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Reclassiflcaliom reported In Table 1 
reftect multiple pbenomena. In some cases-and 
presumably Ibis is particuarly the case for tbe 
lqulie eitclusions-reclassification · reftecrs 
chqe ill lbe eligibility swus of tbe sample 
member over time. In other cases, chqe 
aprescau tbe UDrdiability of exclusion 
judgmems, partiallarly for eitclusion reasons 
tbU are more open to iDtaprewion (e.g., mental 
IS opposed to physical handicaps) or Iba! apply 
to individuals at lbe mq:i.o of lbe classificalion
differellt individuals were asbd 10 assess 
eligibility at dlffcrem poillts in time. Fillally, 
aome of lbe change resistered ill Table 1 reflecrs 
die W:t that ill tbe follow-ups we provided more 
cldalled lnterprecation for lbe guidelines, 10 that 
the validity of exclusion judgments would be 
mh•occd. All Ill all, however, 11 any 
illdividuals In lbe target population are to be 
subjtct to exclusion from tbe basellne of a 
loqltudlnal atudy, It la of ........ ~ to 
reuses& lbeir eligibility over lime, particularly, 
in a scbool-based survey, if lbe panel is to 
rep- additional srade cohorts. 

c 

' 
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Tfhlt t; tm Smu1 Ns of 1981 E!ctuded $tudFJts 

1918 
reuon for EUG. INEUG. 
mduoloa: 

lanpqe 125 22 

pb:fllcal 13 9 

-tal 166 1'40 

....... 30 l.S 

TOTAL 334 116 

• N.A. = - DOC ascatained. 

2.2 Jlepwmtali- and New Gracie 
COboru: Sample Jl'nsbllll111. 

Peanoa (1989) ooces lhll a potendal 
limitation of 10.inutin•I aamples Is lhll they 
lilly provide estimates of the populalioo from 
which they were otiiimlly drawa, but DOC of tbe 
CWTent population. It ii of ma.. IO follow a 
sample of 1988 eiJhth p-aden. N~eu. ID 

eipm ende panel IWO yan lats will DOC by 
itself provide a repr..-.rive umiil• of ti.. 
llllion's hipl sctiool sopllomors, - Coar years 
laur a represenwive lllDlple of .aicn. 
Represenwive sophomore and ICl1ior umples 
ue analytically desirable II all 1llree levels of 
NELS:88 analysis Fu-n, it is desirable 10 be 
able to make cross-sectional seneraJir.ldollS 
about the nation's sophomores In 1990 and 
senion in 1992. ~cond. It ls desirable IO be 
able to make intercohort comparisollS between 
HS&B 1980 sophomores and 1990 NELS:88 
sophomores; between NLS-72 (lm) and HS&B 
(1980) seniors and NELS:88 (1992) aealon; and 
b«Woen Ille transcript recoros of HS&B (1912), 
NAEP (1987 and 1990), and NELS:88 (1992) 
Wliors. 11rird, it is desirable IO be able to 
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ccmduct l<J11iiludinal analyses of 1990 
aopbomorestwo, four, and moreyean I-, and 
of 1992 union two and more years later. 

Hence a l!lljor aampllna objective of 
NELS:88 - to ~ a valid probability 
lllDlple of l!Udem enrolled In tl!lllb end• In the 
tpriactam oflbe 11>89-1990acbool yoar and of 
l!Udem· emolled in lbe twdftb lflde in lbe 
IPriDI um of lbe 1991-92 ICbool year. lbis 
-1 .... oclUev9d by • ..- - have tl:nDOd 
"fmhening. • 'Ihe 1990 freshening procedure 

- carried out in four A.ep: 

I. For each sc:llool lhll colll&ined at least 
one base year IOlb end• llUdent 
selected for iDtetview In 1990, • 
complece alpbabelical rocur of all IOlb 
ende ltlldenu was oblalned. 

2. For each base year aample member, we 
enmirw! lbe nnt 1tudC111t on the list; if 
the base year ltlldtnl - the last one 
!isled OD Ille rouer, we namined the 
fim llUdeat OD tbe ro&ter (tbll ls, tbe 
rouer - "circuJariuid"}. 



3. If die llUdml wbo - nam!nec! -
earolled in die 8tb pe in lbe U.S. in 
19S8, dim lbe fretbmiai proceu 
terminated. If lhe desipimd Jllldeat 
was DOI emolled iD lhe Bib pe ID lhe 
U.S. in 1988, lbeo lhll smdem was 
Mlec:ted imo lbe freshened a.ample. 

4. ~er a student wu ldded to Ibo 
freshened sample in step 3, lbe next 
smdeat OD lhe roster WU eumlned and 
step 3 was repeaied. The sequeoce of 
aups 3 and 4 wu n:paled (ldcliai more 
ll!y!""t to lbe freshened umpl.o) uDdJ I 
Jllldeat wbo was in lbe llh pade in lbe 
U.S. in 1988 was te¥bed OD lbe l'Ollet. 

A1 a stveo lint follovMlp sdlool, Ille fielboaiJI& 
process could yield zero, oae, or more lhan ODe 

new sample membtt. Altopdier, 1,229 new 
.....Salt$ WCtC lddod 10 lbc LCQtb &;rade Amp!~ 
OD IVa'lll, jusl leis lhan OGe ll!ideal per 
llCbool... Tb.is procedure - n:paled in 
1992, IO ,.,orate a probobillty Ample of lb• 
Dllion's blp school aeaion. 

This fresheoina procedure ii 111 

essentially unbiased method" for produciai a 
probability sample of lllldeDIS wbo were oarolled 
in tbe leulb srade in 1990 (or twelftb irade In 
1992) but were DOI mrolled in lbe elablb pade 
in tbe U.S. In 1988. There is a very unaJJ bias 
introduced by lbe omission of eljJible ualb (or 
twelfth) enders mendina sdlools Iba ioduat 
no scudenu wbo were elablb snden in 1981. 
There Is 111 additioGal small bias iaboduced by 
oot fresheoina on tbe members of lbe sample of 
base year ineliaibles. All Olber 1990 
sophomores (or 1992 senion) wbo qualify for 
tbe freshening sample bave some c:llaoce of 
selection. This is because every lllldent wbo 
WU in the tenth lf1de in 1990 (Or twelfth ,rrode 
ID 1992) but not ID Ille el&IJlll &nde iD 1988 Is 
linked to exactly one student wbo wu a 1988 
eiptb arader-cbis is lhe 1988 ei&blb ender who 
would immodWcly prcc;cde lbc caadid&o (0< Ille 
fresheoina sample OD a circularized, alpbabedcal 
roster of tezJ!h enders II lbe scbool. Beause 
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eacb 1918 elablb per bad a calc:Wable, non
zero probabiliry of se!Occioo ~ lbe bue year 
and first follow-<ip umples, we can calc:W11e lbe 
aeloction probabilities for all llUdmu eliple for 
lhe fresbmina sample. Thul, Ibo frc&beniai 
procedure produces a SDldem umple lhll meets 
lhe criterion for a probability W11Ple. 

The NELS:88scboohample in 1990 and 
1992-cbe scbools to which 1988 elptb rraden 
mauic:Wlled-wu of course DOI a lllllomlly 
represemalivesample of scbools. However, for 
a select subset of schoolJ, in order to provide a 
basis for lllldying scbool etrecu, feeder plll«'D 
informllion was collected so 11111 tealb mid• 
llCbool selection probabillde& c:ould be 
approximlled, and lllldeat maple& qmemed 10 
mate 1llem rolJusl l(y! represeatltive of lhe 
llCbool's tmlh pade dau.,. 

2.3 Nmu•i"- Emir • a JWdal 
Source al Illas: M.,urq to 
Mnlm• Respome Raia!. 

01mnllliye DOnrespODSe poss a special 
threat to loagiludinal lllldlel. Some Individuals 
are missed in lhe baseline meuuremen1, and 
may enter lhe lllldy Ille. Odler lndivlduala 
may be lost, lhrouib mobility IDd lhe IDablllty 
In loaite them • I iah!r date, CW ....,. - to 
participae in lhe llUdy. SlilJ Olba may 
participlle in lhe baseline, become !empOta Uy 
our of scope by leaviDi doe cowm,, or become 
.t10lli espoudeatS by rausm, to paniclplle iD lhe 
initial follow-<ip, 1bea r&all« lhe llUdy in a 
Ill« follow-<ip. A loa&iludiDal """Y am· 
maximize lhe llUIDber of iDdivlduala wbo bave 
d11111 all dlll poillll. Altboup weiehtina may 
belp to adjust for aomesponse, tbe represeata
ti- of lbe panel depends, ID tbe filial 
analysis, oa mai!!!•inin& bip partlclpadon nies. 

Nl!l.S:llll Response Raia!. Hieb 
response ntes bave been acbieved by the allldy. 
ID lhe NELS:88 base year (1988) 93.1 perce!!! 

of acloc&ed i:ishd> snden ponlclpa&ed. ID Ille 
NELS:88 first follaw-<ip (1990), 93.9 perce!!! of 
lllldeat and dropout W11Ple nwnbcn (19,264 of 

J. 



20,524) toot part. ID Ille second follow-up, 
90. 7 pen:em of Sllldent and dropout sample · 
members took part. 

However, from lhe point of view of 
longitudinal analysis, a more critical stltistic is 
Ille proponlon of lhe sampl~ wilh data at all time 
points (or, die pioportion of baseline participants 
wilh data fur all follow-ups). Of lbe 18,261 
base year plrticipaats l'dliDed ID lbe first 
follow-op, 17,,24-r 9S.4 pen:eot~ 

successfully resurveyed. From !his base of 
eighth grade cohort members with boch (1988 
aod 1990) data polnls, 9S.l percem were 
resurveyed ID die second follow-up. 

Table 2A shows overall aod subgroup 
results for lhe base year·ftrst foll.ow-up 
respondents for whom a reilltaview was 
allmlpted ID 1992. While, as noted above, 
around 9S pen:e.ut were successfully resurveyed 
(that is, completed a lllldent or dropout 
questionnaire) ID 1992 and lhus have data for all 
three w•vca, f&r fewer (72 pecccm) completed 
tbe co,mtive tM ID all lhree l'OWW. Table 2ll 
depicts the across-round questionnaire 
completion swus of base year-first follow-up 
participanls who were second foUow-upltlldenn, 
and tbe likelihood chat ICbool contextual data 
was available for them for all three rounds. 
These cables show !hat completion rates were 
very similar across different, school c:ontrol 
types. urbauicity. region. and hi"1 and low 
minority emollme:nt, aod !hat similar response 
raies were obtained for members of d ifferent 
racial and edinic croups. 

However, even wilh lbese bigb rates of 
sucass in baseline and follow-up data collection, 
tbe proportion of tbe 1988 eipth ende cohort in 
1992 with all three data points drops to 8' 
percent (16,489 of 19,645) when all Sllldenrs 
missing oae or more data poiDI owiDB to base 
year, first or second follow-up aoaresponse or 
any other source of sample amition-being 
deceased, sample mcmben who •idfcnod pllYe 

impairmeats in the course of lbe Sllldy lhat did 
not permit them to be surveyed, individuals out 
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of scope for eilher follow-up round by-vinue of 
beini outside lhe COUD!ry.:.are factored in. 

Overall, lhea, NELS:88 bas achieved 
reasonably biih student panel response rates. ID 
addition, fiJlal wei&hls have been adjusted for 
aoanspoase, using nonresponse adjustmen1 cells 
blWld upon aimbination! of claulftcarlon Y.!u .. 
rdleetiJI& race, ceacler, and data collection 1tatUS 

(e.c., dropout; in school ID expected pe; in 
school in aaolher ende; and ao oa). n 

Means ot Adllmoa Hieb Rmpome 
Raia. The means by wbicb lbese hip RSpOme 
rates · were lchieved msy be concisely 
Slllllllllrized. Most individuals cbaa,ed 
sdx>ols, and many cbanaed home addresses, 
between the base year and lbe follow-up 
surveys. About 99 percent of students .were 
successfWly traced between lbe base year and 
firSI foUow-up, Wb.enupon Clustss of audellls 
were subsampled to reduce, for cost reasons, lbe 
IWlllber of hip acbool1 to be included in Ille 
Sllldy. The lbUlty IO su..,...lfull7 tno;c 

iDdividuals was based upoa extensive loeatin& 
informalioa collected in the base year from bolb 
Sllldems and parm!S. This l<Qliac information 
included name, addraa and telet>bone number 
for Ille lllldeat, eadl panm1, and Ille family's 
closest. relltive or friend who did not live in tbe 
household. Eighth grade SllldeDIS were also 
asked to indicate what achoo! !hey expected to 
be llfadinr two years later. Tracinr was 
carried out at two levels: first, it was 
uccrtained if the sample member was 11 lhe 
expected school. If not. household information 
WIS used to locate die individual. ID order to 
fiDd base year nonrespondents (about 7 percent 
of die sample did DOI complete a 1988 l!Udent 
questionnaire and beace did not provide locatin& 
information), in addition to conveotional survey 
locatin& sources, information about the schools 
mmiallated to by the eiplll crader·s classmates 
WIS also utilized. Tracin& procedures were 
repeated in lhe second follow-up, tboup 
bctwcm lClllh llDll twelfth grade there Is Jess 
dispersion to new schools and it was not 
necessary to further subsample lllldeats. 



. TABLE2A 
NEU:83 Second FoUOW-Up studfllt lllM'e1 results for Base Year- First FoDow-Up panel 
putidpants 

Sludeal/Dropoat Sludemlllropoat 

"' rt•'"'" .....,.._ 
(BY, n •df2) (8Y,n-rF2) 
~loliOD ralea CompleliOG l'Olea w.,....u_, . .,.,.. WdP1a4t1aw 'slW 

TOllll 
Parlicipaled 94.7 95.1 69.6 72.2 
SelocW 16,48!1" 11,902 
Sdiool Cype' 17,337 16,489 
Pub~ 

~ 94.3 94.7 69.0 71.4 
Odw privale 97.9 97.0 74.1 71.6 
llrti• . ifl1• 97.4 97.0 7.l.O 7.l.7 
Urbc 
SUbwi>oo 93.S· 95.1 64.3 69.S 
Rwol 9'.S 9,.3 69.1 70.1 ........ 94.• 94.9 74.6 77.2 Norm ... 
Soalh 94.1 95.1 70.3 71.3 
Mid- 94.1 94.S 61.2 73.1 w .. 95.1 96.0 74.9 76.4 
Elluiidty 94.6 95.1 63.7 6S.7 
Aaian/PI 
Hl.,_;c 93.3 95.0 71.5 71.9 
Black 93.1 94.4 63.9 6S.5 
Wb.i1e 92.4 92.6 59.6 67.0 
Am. lndiao 95.S 95.1 72.1 74.2 
Refwed/Mi..u.i' 94.1 91.3 64.1 64.0 
~.,._. II.I 1S.O 38.3 55.6 
Scbn('ll& ...;,i. - th.,. 19" 
U>1-iiy-.... 
Scbooi.c will> ... lhu 19S 92.2 93.5 SS.I 59.3 
millorily --

95.0 95.3 71.0 7.l.5 

' Copitive - "°"""I• ...u for eKh IOmple meaa11et v.llo bu -leted a BY llUdeat ~. Pl aad F2 
l:llldeol/dropou1 quellioaoaire. ' 
• Sample memben v.llo participalecl ill Ille BY, Fl ud Fl. 
• Refen to Sib &nod• acboolo. 

• Refulod/MjlliJI& refers oo1y to Ille - or • Mmpl• member'• et.IWcity. It - .... refar to -.Udtopout 
DODpatticipanu. 
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TABLE2B 
~:81 Second Follow-Op data colledion results firr Base.Y~ - Finl Follow-Up panel 
par11cipanlS ... Sdiool 

"1ut" n•ire .. rt• i e' 
CSY. Fl ad Fl) C8Y,F1MclF2) 
c-plotioonr.o CampleciOD-

w......,iv.. • .,..... WeJcll&edU.:u 'INM 

T- 95.7 96.1 95.5 95,6 

Plt1ic4*ed 14,674' 13,112 

Selected 15,269 13,713 

ScboollTPt' 
9S.I Public 9S.4 95.1 95.1 

Cldioli< 91.2 Vl.3 9'1.3 94.1 
Odlarprivara V/6 VI.I 93.S 95.1 

U..-idlT' 
u.- 94.4 96.4 93.7 94.7 
SUburloen 96.2 96.1 94.4 9'1.3 
iuta! 9S.I 9S.9 91.4 91.2 ........ 
Nanbout 9S.2 9S.5 9'1.9 94-' - 9S.I 96.l 95.6 9S.9 M;•- 96.J 96.5 973 97.1 
w ... 9S.5 96.0 93.1 93.l 
ElbidlJ 
Aaiao/PI 9'1.9 9S.I 90.l 93.9 
l{j,panio 94.2 9S.I 19.1 91.3 
Bladt M.J 9S.O • 95.1 9S.3 
W1Ute 96..2 . 96,4 96.5 96.5 
Am. lodie 93.1 90.9 97.6 97.3 
R.efuodlMillini' 14.2 72.7 100.0 100.0 
Mi_.;rylCbooll" 
Scbooll with more -"" mb>orityllUd .... 92..5 96.J 90.7 90.0 
Scboolt with ·- lha.o ''" mi.Dority lbldoala 96.0 94.4 96.0 96.2 

• School 'l''·mo-ire co••l'I&•,..... for eocb lllldeat - completed a BY, Pl, and P2 llUdent ~· 
• PaJ>el .nv.klllJ' only. 
• R.eferi to Ith .,..SO oobool&. 
" Rctu..ed.IMillin& re fen only to tbe Gab.la of a -.mp.le member•1 e«hmcity. h doN DOt nfer to smdcot ooapart)cipaz1it.a.. 

441 



ID order ·co survey S1Uden!s, coninaor 
(NORC) ltlft' ldminlstettid the survey forms It 
a date qreeable co Ille school. Mab-up 
sessions were COtlducted for studealS who missed 
the initial survey session. Dropou1S and 
cbronie ._ were punued OUISlde school. 
Sudl Individuals were invit«l 11> sroup sessions 

and provided reimbursement for their tnvel 
espenses, or were Interviewed in lheir 
howeboldl, over the telephone or in pcnon. 

ID rate inswlees, NELS:BB bas made 
use of respondent fees. For ~le, some 
dropouts received a monetary i.Dceotive, as did 
some bigb burden teachers (teacben who luld II> 
rate an WJ11S11ally biab number of NELS:S8 
students such that their burden of questiol!Daire 
completion might be two bows or more). 
School c:oorclinators were given a modest 
honorarium (normally S2S) for asmtiD& with 
survey activities (for Cll.llllple, supplyiJla 
llllllOWCd rosters, ammg!Dg space, aad SO OD), 
but neither sdiools nor Sludems ·were ever paid 
for their pardcipallon 

3. Otb« Soorca of Suney Error 

Wben all is said and done, it is the toW 
variable error and bias of a survey estimate that 
is i:ritical (see Kish, I ll6S; Andersen, Kasper, 
and Frankel. 1979; Grows, 1989). From the 
point of view of IOlal survey error, our 
discussion lbw far is incomplete. II may be 
useful to identify additioual sources of survey 
error, though space limiWioos do not permit us 
t0 address them. 

There are various "repeated 
measurement" problems in longitudinal surveys. 
One of these problems is that of panel effecu." 
We do not believe Iha! problems associated with 
repeated measurements (such as remembering 
past resp0oses to individual items) are likely to 
be a difficulty, botb because of !be sh- Dll.IDber 
of test and questionnaire items asked, and the 
two year intervals between dm collections. 
However, panlcip.Uoo iD a JougitudiDal study iD 
theory may influence the survey member's 
subsequent behavior or altitudes. 
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lb ere are DWI)' sources of measurement 
error. The validity of respomes to the NELS:88 
eiablh Cfade questionnaire items has been 
examined in Kaufinan, Rasinski, Lee and West 
(1991), which compares parent and S1Udent 
repor11. Traasaipt and .student reports were 
compared for the HS&B data by Feam, Stowe 
and Owillas (1984). Psychometric issues in the 

. base year ~ are addressed in Roel< and 
PoUact (1991) and in a fortbcomiJla second 
follow-11p psycllomettic report. 

Our earlier discussion dealt with DDlt 
nonresponse as a problem of majmalniJla 
individml participation ac:rou rounds. 
However, school nonresponse in the base year, 
and item nomuponse across the IW'Yey 
instruments, also are important ilonresponse 
issues. To tbe extent !hit .studenu 1t 
~ base year sc:bools may have 
differal from IWdems It coopaadll& IClloolJ, 
Sludent level bias is introduced !bit penists 
tbrouab subsequent waves of obsavmon. Base 
.,_ school llOllrC5JlOD5C is documcmed aod 
analyud in the NELS:88 Base Year Sanrple 
Daitti Report. 

!um nonresponse rates and pa!terDS are 
do< ..,._eel in the various NELS:SS oser's 
maouals. la poenl. micsin1 data have- DOt 

been Imputed in tbe NELS:88 dataset. Altboueh 
Item response rates in NELS:88 are generally 
hilb, item noDtfSP()DSe propemities vary with 
SIUdent cbararu:ristics (e.1 .• race, gender, test 
quanile), and hence may be a source of bias. 

Filially, ourdisc:ussioohas DOt dealt with 
!be importalll conslderatlo11 of sampling error. 
Desiga effects for NELS:88 are documemed in 
tbe various oser's manuals. ID this respect, 
dispersion of tbe student sample after· eigbtb 
ende has been both a blesaing and a curse for 
NELS:SS. The hip costs Of following 
dispened students required that we subsample 
students in !be first follow-up; subsampling 
U.C.- oldip cffc:clS. At the ume Woe, die 
Jeneni tendency in I longitudinal study is for 
design effecu to decrease over time, as 
dispersion reduces the ori&inaJ clustering. 
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ENDNO'JU 

1 lo'1Q-nal studies .,. ptospec1ive, In that they record new events tot indvi<*W units under 
observation more or less as they occur. A repeated cross-sec1lonal '1vdy can also be protPettive, and 
measin change ovor time at the pwp level. A single (not repeated! croA10c:tionol study ""n measUte 
chino• In int/ivltjW units over time by ......mg a retrospective focus-for example, by retying on Individual 
memories to reconstNet an historical record of OYOnts and stlltUSOI. 'IM!ile retroSPOCtlv• studies ore 
appropriate fot many purpo-. when used for other purpo- there may be ligRficant reliability p<0blems. For 
a concise a1.1nmary of issues conceming the reliability of retrotPeCtive reporta, tee 8<adbum. Rips Ind Shevell 
119871. Fot1 useful compariaon of Pl'Olll4lctive and retrospective studies, - Kish (19871 pp. 178· 181. For 
a recent example (ax post t.cto reports of wantednass of children! of an analysis of the degree to which 
nrtroapec;Uvery'"Obi.Jneel •urvey data provkla untMHd Ht.imetea.,. RC f\oaorvwsiu 1nd WotJ*l (1983). 

2We take a repreaentative sample to be a pt0babllity sample d<awn, with known selectlon pt0babiUties 
for sample units. from the taraet PODulation. i 

3G<Oves (t 989, chlpter 31 ptovidu a useful diacusaion of cove- error and its CGnMquencu. 

4There are many ways to chlroctarize sample designo that in....... chlnoe over time. and the term 
"longitudinal" his both strict and loo- useges. Kish 11987, Chapter &I pteSents a useful typolog) of designs 
f0t covering time spans ecross populationo, and Babbie (1973, pp.62-861 some standard terminology. 

5F0t individuals interested In c:onducti"G trend analyns of NLS-72. HS&B and NB.5:88 data, further 
information on content and design slmllaritios and dlfft'11ncts between lheae thraoe SlUdies Is presented in the 
second fonow-<.11> student C0""""*11 data file user's manual. Comparison of sophom0<0 cohott dtopouts 
•erou MS&B •l"ld NS..S:88 is di.seuned in the dropoot compcnent user's manual, wY. high achool tt11nsoript 
comparisons (HSU, NAB' t 987, NAE!' 1990, NB.$:88) aro diseuued In the trlnlCript usar's manual. 

6for each cohott. the timing of !hoe lut follow-up ......,., that the -lively schtdUled date f0t the 
fourth foUow"UI) - 1987 - will hokt. 

· 1Repeated cross-sections ~und sampring emor. Thia Is the ca1e because a ,._tod cross· 
section is drawn two °' more times-; chenge measurement must contend with the fact that differences in 
multiple sample moans wiU in part be a function of the sampling errors asaociated with ucll oldol>tl>dont 
sample. In controst, a longitudinal sample is drawn but once. How°'°'• for a freshened cohott a1UCly aid\ as 
NEl.S:88, some sampling error may be auoclated with the lroshonina ptOCeU. Hence when NB.S:88 data '"' 
~natvt•d in tht> aggregate u • rallino croa_.ectiot\. some of tNc adv.,,g,90 of a lonQitudinel de.tent. Ion. 

IThe 1988·90 dropout <ate for. the ~ (eligible + inoliglblol NB.5:88 eighth oracle cohott -• 
6.8 percent for 1988·90. E;xeluding studenta who drOPPed out betwWI 1988 and t990 lor felt the COU"ltJYI, 
tnt oropout rate Detween 1990.,., 19SZ waa 7.6 percent. -•<.the ptOportion of 1988 eighth g
who were dropouts in the spring of 1992 wu t 1.6 percent. (Of coo.ne, the nu-nbot of sample membtn 
experiencing btief dt#'etion dropout a.pens or dropout ..-.nts Cs even furthet unctercounted by virtue of using • 
cOhOrt status !spring to spring across two years) musuremont.) 

90n NLSY !the BLS National Longitudinal Survey of Youth Which began in t 9791. - CBO, 1990. On 
PSID !Panel Study of Income Dynamics. • natiO<*ly~ptesentativo sample of families. begun in t 9681 results • 
••• Ouncan, HiU, Ind Hoffman. 1988. 

1 Ollueorcher• 1- lM and Loeb, 1994) hive used the response ID lhis retrospective item in 
conjunction with NB.$:88 measures of school quality to lnqulte into whettoet Head Start portjciponts .,. mote 
likely tt>an their peers to attend lower quality elementaty/rniddle achools, a poasibility that could in part explain 
why academic gains from Head Stitt m1y fade out over time. 

11 For further detais of 1chooHovtl exclusion, see Sl>tnce<. F<ankel, Ingels, Rasins!U, Ii Tourangeau, 
1990, p.10. 
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i.-. ~"~·of the - to wHch - - -·-... - to~ In 
mojcw no1ion11 - ' tion __. ~ ttwt 4().60 ......... OI - - "'" •-""' typQl!y - from"'*'., u••ts. tho<JQI\ - wlll1 ••nt'i111es .. -- to a OtNta deOree in data 
""'' :tiono mot do - r.....n 111e c:omOletiOn"' --· - IM<:Gtww, ~ • • ~ ... 1993). 
Addilionol .......-. of rtudenU .,. ••"'*° ffOtn ._...._ 0t - stale·lnd na-1 tducaticn data 
c:ohc6on PIOO'Wml .,..;ng to la- baniets to patlicipation. Fot a po111rr.I diaculalon based on the NAEP · 
trill Nie ISHUIMntl, lte Spencer In llolvnrtedt. ed., 1891. 

1.3Accanling to Office of Special Education floura1 reported in 1he Digest of E6.lcatlon .Stlttfstu 
tSS2, Tobit 51 , 6 .6 perC«'ll of special tdUClltion studtnU teeeive AtVicel in _.te ochooLI 0t resldendal 
facilities, while .8 pen:en1 .,. in a homebound 0t holpbl ~ Nol ti ol 1hen individutls .,. in 
graded programs. Separwte fKifitjl:I tend W-~ to b9 ..--..we: for c:omp1<ed¥ety r•r• ~ aud1 

.. - with - vilual °' ~ lmpainno11t1, and for_....., dirtlntd - -
pruence might impede reo""' - -. - - who .. doubly phyaictly diACled by 
boio'O - du! """ blind .. tduca1!ld in apedel facili1ies. 

1'5ome of 1hese lruhenod - wen drowtd In 1he lltlumplino _. .. ti1htt btca- they 
1hemse1Ye1 wtre not lncludtd In 1he su911,.,,.,i. 0t beca- the - yur studerit to whom they _,, i
wu not Included. Some 1,043 ltUdtnU 1tltct•d 1hrough the freshening proctclure -.aintd in 1he final lirl't 
follow-up sample. In the aecond lollow"'I> 111921, 244 students _,, edded llwough lruhening. 

15S.. Kiah 119651 lor a discussion of 1111 -- lntOIYal proceOure tnat ..-p;na t1lil •PP<OaCtL 

16" """'- '"' utimaling a 51;hoo1'1 11lactio11 ~ ,... 1hue c:lrcumstanc:u is - In 
s_.........iF.....,.1191. 

17Agaln, howlY•, while weiGl1ts can coniplNOtt la< 10••-• by couectlnu ....,.. in 1he 
population utlmatu for patlicUar s~. they do no1 conect , .. ,._,.. bias wlttiri • .-.-.. For 
example. wti;nt"'O c:.n adJust tor ltw f-=t tNl mea. •'ehth 8fldeta ~ to NEL.9:81 •t • lower rate in.n 
did their female clas1mat11, but do not edclreu 1>1411 that may be pruerit H male l'NPOftCletl and 
non<esponders differed In the "llY characteristics inquired lrito by the - yur student quutionnaire. 

18DLlcuuiona of longitudinal conditioning or panol efflCtl lallO known H "tlme in umjlle bias" or 
•panel condi1loning•Hor uarnplt, - Wong offlCtl PO~Y uist 0t could effect data q,.lity-fnay 
be 10\nl in Keapnyl<. D .. Ouncall. G .. !Calton. G., • Singh. M., ., eds. - S..V.,.1, 1119 ~ Vert: 
Woleyl. SM K-'911y -bu&nc by 8. hllar. D c.ntor; D. Holt A. - ond C. .-, L Corder 
and D. Ho<vla; and J . W- and D. Uwuley. 
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DISCUSSION 

Gary M. Shapiro 
Abt Associates 

The two papers in this session discuss the methodology of two 
of the most important longitudinal surveys ever conducted, and thus 
are of considerable interest. This session is on longitudinal 
surveys, but in fact the papers relate to two topics that are in 
the Statistical Policy Working Paper Series in addition to 
longitudinal surveys: nonresponse and survey coverage. 

Both of these surveys. have been very well designed. The sample 
design issues for the surveys have been carefully investigated, and 
are well documented both here and in earlier publications. · Specific 
comments on each paper follow. 

I. National Medical Expenditure Survey Paper by Steven 
Cohen 

I will separately discuss the main topics covered in the 
paper. The first topic was the screening procedure and differential 
sample selection by demographic characteristics. The interviewers 
returned to screened-in addresses rather than follow individual 
persons. The paper provides a careful, detailed discussion of the 
consequences of following addresses, and contains a good discussion 
of the pro's and con's of following addresses vs. persons. 

I have a couple of side observation on this topic. First, there 
were 722 units that were occupied at time of screening that became 
vacant by time of interview. However, there were only 448 vacant 
units that became occupied by time of interview. In theory, one 
wnuln expect these two figures to be .equa l . The difference is 
probably statistically significant. This most likely signifies some 
coverage loss - either some of the 722 were not really vacant, or 
more than 448 of the vacants actually became occupied. I do not 
find this discrepancy to be alarmingly large, but it is evidence of 
a minor problem. 

My second observation is on the use of screening. There were 
about 28,000 occupied addresses that were screened, with about 
15,000 interviewed the next year. The smallest sampling rate in any 
demographic group was about 40%. This makes me wonder how cost 
effective the screening was. Fewer demographic categories and a 
simpler differential sampling scheme would quite possibly have been 
about as effective. It might have been preferable to undertake a 

... 

very s imple sub-sampling scheme at the time of interview inst ead of ( 
having entirely separate screening interviews. This has obvious 
i mplications for NMES-3. 

I have no comments on the paper's second major topic, the 
return visits to households that were nonresponse for screener 
interviews, ih an effort .to improve response rates. 
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The "third topic dealt with persons who were nonrespondents for 
only some of the waves. The paper discusses the characteristics of 
these people and estimation considerations for them. About 6.2 % of 
al l participants missed at least one wave but not all waves, and 
about half of them were missing more than 1/3 of the data. The 
original paper states "When the level of partial response is low, 
it is often preferable to treat respondents as complete 
nonrespondents" , as opposed to using imputation for missing waves. 
1 invited audience members to discuss under what circumstances 
nonresponse adjustment should be done as opposed to i mputation. One 
or two audience members expressed the view that imputation might 
have been preferable in this survey, and indicated some level of 
disagreement with the quotation above. 

The fourth major topic was on 
institutional sample, when people move 
during the year. I have no significant 

the estimation for the 
in and out of institutions 
comments on t his topic. 

II. National Education Longitudinal Study of 1988(NELS:88) Paper 
by Steven Ingels and J effrey Owings 

There are three main. topics in this paper, two dealing with 
coverage issues and one dealing ~ith nonresponse. I #m extremely 
pleased to see the emphasis here on coverage. Coverage is a major 
problem in many surveys, but it usually receives much less 
attention than nonresponse and many other le~~ i mportant topics. 

The paper first discussed students that were excluded from the 
sample, with emphasis on disabled and non-English speaking student 
exclusions. These are reasonable exclusions that I think many 
survey practitioners would not have worried at all about excl uding 
- I applaud the authors for their concern about the effects of the 
exclusions. I ve~-y much liked the paper'e discussion of the effects 
of this undercoverage on survey results - more analyses of this 
type are needed. 

The decision to follow students who were ineligible in 1988 in 
the 1990 and 1992 interviews is exemplary . I think most survey 
practitioners would probably not have undertaken the expense. It's 
unfortunate that except for the language exclusi on category, the 
follow-up was not very effective . 

The second topic of the paper was on 'sample freshening, to 
assure that all tenth graders in 1990 were covered in the survey. 
This again is a coverage issue that many surveys would not have 
worried about, and it is a real pleasure to see this level of care 
in survey implementation. As a side note, the survey estimated the 
number of schools attended by tenth graders in 1990 using complex 
methodology in Spencer and Foran(l991}. I believe a better approach 
t o this type of estimation issue is one used in the survey of 
Income and Program Participation for estimating the number of 
households when following individuals (see Huang,1984, and 
Ernst, 1989.) 
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The third topic dealt with two nonresponse issues. I have no 
commentf on this section .. 

The last secti on of the paper briefly mentions several other 
sources of error, including a statement that item nonresponse was 
rarely imputed for. I note that even when there is not explicit 
imputation i n a published table, there is implicit imputation in 
the sense that a reader generally assumes that nonrespondents are 
distributed like respondents. Thus, even a very crude explic:i t • 
imp~tation is usually better than no imputation at all. 
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DISCUSSION 

Jame• M. Lepkowaki 
University of Michigan 

Panel surveys are used to address many scientific and policy 
issues. The primary focus of many panel surveys is to assess 
change over time and examine causal mechanisms in various 
phenomenon. A wide range of designs are employed in these panel 
surveys, reflecting the diverse uses to which panel survey data may 
be put.. 

The presentation of papers on the design of two panel surveys 
in this session provides an opportunity to compare and contrast 
features of panel survey design. The two panel surveys described 
in these papers have very different topics, populations, sampling 
frames, and sources of survey error . The National Education 
Longitudinal Study of 1988 (NELS 88) is designed to provide data on 
education for a cohort of eighth graders followed over a six year 
period, sampling students from schools. The National Medical 
Expenditur e Survey (NMES) is a survey of health and health care 
utilization and coverage among the U.S. civilian non
institutionalized population and those residing in nursing homes. 
The NMES uses a national area sample frame supplemented with a 
national nursing home list. There are simi larities in design 
features between these surveys, but there are also many interesting 
differences. Comparing and contrasting these surveys illustrates 
the value and flexibility of panel survey design. 

The two surveys, for example, have different statistical 
estimation purposes . The NELS as provides data that can be used 
to create cross-sectional estimates at each data collection time 
period, inter-cohort comparisons over t~me, and individual change 
through t he repeated measurement of the same individuals. These 
are typical goals of many panel survey designs, attempting to 
answer questions about a single time period through cross-sectional 
estimates and about changes over time in a group or among 
individuals of t he group. The NMES uses t he panel survey design 
for a different purpose, to provide precise and accurate 
measurement of health and health care utilization and coverage 
through the accumulation of retrospective reports from a panel of 
respondents. By limiting the time between observations, NMES 
reduces the s i ze of recall errors. There is little 'if, any 
int.erest, in assessing change at an individual or group level in 
the NMES. 

Different purposes have lead to different design features. 
NELS 88 uses a longer per.i.od. ~L.ween i r1terviews, following t.he 
cohort of eighth graders every two years. Characteristics measured 
in the NELS 88 are not expected to change substantially in a 
shorter interval, and thus more frequent data collection does not 
appear necessary . NMES interviews reporting units (essentially 
households) every t ·hree or four months over a 16 month period. 
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This frequent interviewing schedule allows NMES to measure 
continuously the rapidly changing health characteristics of the 
sample. The longer period between interviews would pose a larger 
problem for the NELS 88 if it were not for the fact that a large 
share of the NELS 88 sample each interview is students in school 
being followed. Information on contact persons is collected to 
assist in the tracking of stµdents who leave· school · or move to 
another location and school. The NMES also collects contact 
information to assist tracking efforts, but NMES reporting unit 
members appear to be more difficult to track than the NELS 88 
student sample. 

An important methodological difference between the two surveys 
is the need for screening and sampling at varying rates subgroups 
of the population. NELS 88 .does not need to sample any particular 
subgroups at higher rates than others. NMES attempted to sample 
poorer persons at higher rates through an interview conducted 
before the primary data collection began. A substantial share of 
the NMES paper is devoted to an examination of the screening 
procedures and their effectiveness. 

The two surveys ~ddrcsG the issue of the changing nature of 
the population that the sample represents quite differently. In 
panel survey design, •representation" of the population by the 
sample is hindered by loss due to non-response and failure to 
recruit into the sample persons who are recently joined the 
population such as immigrants. The NELS 88 sample is •refreshed" 
every interview period by a selection of additional students who 
could not have been selected at any of the previous rounds of data 
collection because they were not members of the U.S. eighth grade 
student population in 1988. The refreshing process is designed to 
improve the coverage of the NELS 88 eample of students who were 
eighth graders in 1988 at any given future interview round. The 
NMES covers a much shorter time period du+ing which fewer changes 
to the population that could affect the quality of the NMES data 
occur. For i nstance, immigration changes to the U. s. civilian 
population is not expected to be an important departure from 
complete coverage during the time period of the NMES. 

The NELS 88 and NMES are both subject to non-response, and 
both surveys make considerable effort to reduce non-response rates. 
The NELS 88 faced difficulty recruiting school districts and 
schools, the primary sampling units in the selection, into the 
sample. When a sample school district or school refused to 
participate, NELS 88 substituted a school district or school as 
similar as possible to the non-participating school. Student 
participation within cooperating schools was quite high, with very 
low non-response at the initial round and all subsequent rounds of 
data collection. High response r~tcs were m~intained despite the 
difficulties of tracking school drop-outs. NMES did not lose any 
primary sampling units to non-response in the household sample 
portion of the sample, although it did experience losses of 
reporting units and reporting unit members at first and subsequent 
interviews . NMES also experienced loss of ·primary sampling units 
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in the nursing home survey portion of the sample, as well as 
difficulty obtaining interview data for persons who 'were extremely 
ill. 

Many panel surveys compensate for non-response losses through 
weighting for unit non- response and imputation for item non
response. The NELS 88 analyzed first and subsequent round non
response, but it is not clear from t:he paper if non-response 
weights are employed. No 1mputat:1on has been done to compensate 
for item non-response rates, which are reported to be low. The 
NMES discards perso~s from the sample who provided reports for less 
than one-third of the target year. Non-reoponoe compenaac::ion 
weights are employed to adjust for the these and all other persons 
who failed to respond to the survey adequately. AS in the NELS 88, 
imputation is not employed to compensate for item non-response. As 
a result, both surveys implicitly impute for missing items by using 
available data, effectively an imputation of the mean values of the 
responses for the '!11ssing items. 

The NELS 88 a.nd NMES are examples of well -designed and 
carefully execut:ed panel surveys. Since both have different goals 
and t:opics, the p&nel d~slgns ~mployed by each are quite diotinet. 
Those interested in understanding more fully the features and 
complexities of panel survey design can learn much from a reading 
of these two papers. 
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Literacy Limitations and Solutions for Self-Administered Questionnaires 
Judith T. Lessler and James M. O'Reilly 

Battelle Memorial Institute 

Introduction. The self-administered paper questionnaire is a standard method for 
asking 4ucslioos on sensitive subjects. Yet as much as one-flfih of lhe aault 
population of the U.S. has levels of literacy which may make using the typical SAQ 
futile. This paper reviews the research on the efficacy of self-administered questioning 
on sensitive subjects. Then we will discuss how low literacy or other cognitive 
burdens can limit the effectiveness of self-administration which require reading. 

New computer technology, called Audio Computer Assisted Self-Interviewing 
(ACASI), now makes is possible co conduct self-administered interviews in which the 
text on the screen is accompanied by a high quality voice recording playecd over 
headphones. The first major field test of the technology was in the 500-person 1993 
National Survey of Family Growth Pretest. We describe how ACAS! was 
implemented in the study and the impact on abortion reporting and respondents' 
reactions to the technology. 

Methods of Interviewing on Sensitive Subjects. Research bas generally shown that 
more private methods of interviewing yield higher reports of sensitive behaviors 
(Bradburn, 1983; Miller, Turner, and Moses, 1990, Ch. 6; Catania, et al., 1990, and 
Schwarz et al., 1991). For example, Hay (1990) found differences in reported 
consumption of alcoholic beverages and cigarene use in a study of some 1500 
students in grades 2 through 12 who were randomly assigned to receive either a SAQ 
or a personal interview. The differences were 74 versus 63 percent for over use of 
alcohol and 38 versus 30 percent for use of cigarenes. Turner. Lessler. and Devore 
(1992) in a large-scale field experiment, in which 3,200 respondents were randomly 
assigned to either an interviewer or self-administered questionnaire found that the 
difference between the rwo modes of data collection increased as the sensitivity of the 
behavior increased. Exhibit A shows the ratio between the proportion of SAQ 
respondents reporting a given behavior to the proportion of respondents reporting that 
behavior when the interviewer administered the questions. The exhibit displays the 
resultS for three time periods (lifetime, last 12 months, and last 30 days) and three 
types of drugs (alcohol. cocaine, and marijuana). 
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Exhibit A. Ratio of Prevalence Estimates from SAO and Interviewer-Administered It ems 
DruirTvnP 
Alcohol 
Mariiuana 
Cocaine 

:l.5 

2 

••• 
Ratio 

0.5 

COPAFS2.DOC 

Lifetime 
0.99 
1.05 
1.06 

Months 

Past 12 Months 
1.04 
1.30 
1.58 

Alcohol 
P.,130 

Coys 
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Past 30 Davs 
1.06 
1.38 
2.40 
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Examining this table, we note that as lhe sensitivity of the characteristic increases 
from alcohol to marijuana to cocaine, there is a concomitant increase in the 
superiority of the self-administered format relative to the interviewer-administered 
questions. 

Cognitive Aspects of Conventual SAQs. Thus, self-administered questionnaires can 
have a positive impact u11 daUi yualily because of the lncreasea privacy. In addtuon, 
SAQs allow respondents to control the pace of the interview, and no additional 
variance is introduced by the interviewers. 1 However, conventional SAQs do have 
drawbacks. First and foremost, they require that the respondent can read.1 In 
addition, the respondents must complete a number of the questiotlllaire administration 
tasks such as finding and reading instructions. implementing skip paaerns. and 
marking answers.- They are prone to-Ille same typeS of errors that are seen in 
interviewer administered questionnaires-nii.ssing, out-of-range, and inconsistent 
answers. Lessler and Holt (1987) found that ~nme respondents who could read the 
questions had difficulty understanding the conventions concerning recording of 
answers and movement through forms. 

Cognitive testing of self-adminisiered has noted problems in each of these areas: 

Reading problems: 

2 

• Complete inability to read the questions 
• Failure to understand specific terms or phrases 

Tbe presence of bigb levels of intcrYiewer variance in lbe dttn>nial census was one of Ille motivations for 
ad0ptini A mailnnt-mailback self admmis.ttt~ method for th& census beginning In 1960. 

Tbe Natlonal Adult Literacy Survey (NALS) was conducted in 1992 using a nationally reprcsenttd sample 
or 13,600 persons 38ed 16 and older. Literacy was measured in terms of live proficiency levels on lhrce 
scales-prose, _doo!T1lM!t and quandwive. 1hc survey fOWld tb.u Ille pen:eniqe of ldults in Ille lowest 
level ol proficiency was 21 percent f0< prose hr.eracy, 23'1> m document literacy, and 2290 in quantiwive 
literacy. 

Tbe lowut level or prose literacy is desai.bed as "Most of Ille Wks in this level require the reader co read 
relatively sbon iext to locate a single piece of information which ls identical or synonymous with Ille 
infom\Cltion giveo in the quest.ion or di.rectiv~" <P&· 74). Fo1· docuwt:;l.Jl lhi;::a-~y lhe lowest level means: 
"Tasks in this level tend IO require Ille reader eilbcr to locaie a piece of information based oo a literal 
match or to enter information from pmooaJ l:nowledge onto a doalmelll. Little, if any c1istracdDJ 
illformatioo ls present• (J>a. 8S). Quantitative litallC)' •• the lowest ~ maiu: "T..U in !hi& lovol 
req~ ~ to perform single, reJalh·ely simple aridlmeUc operaticos, sud! as additioo. Tbc nwnben 
co be used are provided and Ille arithmetic operalion IO be perform«! ls spedlied" (pg. 94). 

NatiOllal Center for Education S!Jltistics, 1993. Mull Literacy in America: A First Look 31 lbe Results 
of the National Adult Literacy Survev· Washington. DC: U.S. Department or Education. 
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• Use of a time consuming two-step strategy for reading questions 
Fi1st lhe questions are read to decode lhe words and !hen !hey are 
read a second time to get the meaning of lhe sentences 
Complete inability to read the questions 

• Not reading all of the questions or response categories in order 10 reduce 
the reading task 

Questionnaire administration problems: 

• Ignoring or neglecting to read instructions 
• Difficulty finding the instructions 
• Physical difficulties with marking answers that require filling circles 

for mark-sense forms or writing' in small spaces 
• Difficulty understanding or failure to follow skip instruc 
• Missing questions 
• Writing in illegible or out-of-range responses 
• Failure rn follow marking instructions 
• Idiosyncratic response or marking conventions 

The result of these difficulties is that researchers using SAQs typically simplify the 
questionnaires and avoid contingent questioning. Contingent questioning is avoided for 
two reasons. One is to reduce the chance that data is lost because of the errors that 
respondents make through incorrect implementation of skip patterns and the second is 
to increase the privacy of responses. For example, the National Household Survey on 
Drug Abuse uses SAQs to ask questions on use of alcohol, misuse of prescription 
drugs, and use of illegal drugs. In that survey, interviews are conducted in the 
respondent's home. Some of the questions are interviewer administered. On the more 
sensitive topics respondents are instructed how to complete the SAQs. Respondents 
are required to mark an answer for every question in these sections in order 10 (I) 
increase their privacy, (2) prevent errors in implementing skip instructions, and (3) 
eliminate the tendency for respondents to mark no on gate questions on use of a 
panicular substance in order to reduce the response burden of answering detailed 
questions about the drug. It is believed that if respondents are allowed to skip 
answers, they will realize that interviewers are able to distinguish those who were and 
were not drug users and, as a consequence, be less truthful.. 

ACAS! TechnoloCY. Audio computer a.Misted ~If-interviewing (ACAS!) llll.S been 
developed to overcome some of the difficulties associated with the response to self· 
administered questionnaires. When a computer-assisted self-administered interview 
(CASI) is usc:U, lhc computer can take care of Ille "housekeeping" or admtn!strative 
tas.ks for the respondent. By adding simultaneous audio renditions of each question 
and instruction aloud, ACAS! can remove the literacy barriers to self-administration. 

In CASI respondents read the questions as th~y appear on the screen and enter their 
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answers wi!h the keyboard (or some other device). In Audio-CASI, an audio box is 
anached to the computer and respondents put on headphones and listen to the answers 
as they are displayed on the screen. Respondents have the option of turning off the 
screen so that people coming into the room cannot read the questions. or turning off 
the sound if they can read faster than the questions are spoken, or keeping both the 
sound and video on as they answer the questions. Respondents can interrupt the 
question while it is iu pr°"es:;. 

Comparisons of CASI with personal interviews have noted findings similar to those 
cited above for the comparison of SAQs 10 interviewer administered questionnaires. 
Watenon and Duffy (1984) compared reports of alcohol consumption under CASI and 
personal interviews. Overall, reports of alcohol consumption were 30 percent higher 
under the CASI ·procedure, and reports of liquor consumption were 58 percent higher. 
This may understate the potential gains beCause in this study respondents were first 
asked if they bad consumed any alcoholic.beverages in the pa.<t !<even day~ hy an •·.· 
interviewer. Only those respondents who indicated that they had done so received the 
CASI interview. 3 Several recent studies comparing CASI to personal interviews in 
clinical settings have also noted the superiority of this method. Locke (1992) found 
significant differences between the reporting of HIV-risk behaviors when CASI was 
used to administered questions to donors at an American Red Cross donor center (4.4 
percent versus O.'.l percent in the traditional interview procedure). Robinson and West 
(1992) compared reporting of symptoms in a genito-urinary clinic using CASI, SAQs. 
and physician interviews. They found that more symptoms were reponed by 
computer than by paper, and both found more symptoms in physician interviews. 
Levine, Ancill, and Roberts (1992) found that patients who had been admined to a 
hospital a.fter banning themselves were more likely to report suicidal ideation in a 
computer interview than to a physician. The CASI version of the Diagnostic 
Interview Schedule (DIS) yielded diainostic information consistent with the traditional 
interviewer administered DIS, and patients considered the computer contact to be less 
embarrassing (Erdman et al. , 1992). A computer interview with sex offenders 
yielded large numbers of previously undetected crimes (Weinrott and Saylor, 1991), 
and a comparison of clinician and computer interviews directed at identifying 
obsessive compulsive disorders found that the two methods were equally good at 
distinguishing those with the disorder and that patients showed no preference of the 
clinician interviews (Rosenfield et al., 1992). 

Formal comparisons of Audio-CASI versus other modes are just now being 
C-Onducted. O'Reilly, et al. (in press) compared paper SAQs, CASI, and Audio-CASI 
in a small scale experiment designed to assess the potential for the technology. 
SubjectS answered questions on drug use, sexual behaviors, and income. A greco-

In tbe literawre, this study is often reported as a CAP! study. It was actually a CASI study in 
wbicb computers were taken into the homes of respondents and asked to enter their responses 
on selected questions while the interviewer stoOd in a pan of the room that did not permit 
observation of the respon<knt' s answers. 
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latin square design was used to assign subjectS to one of three interviewing modes for 
each topic producing an experiment that was fully balanced across mode and content. 
For eight of nine rating scales comparing these modes, respondentS reported a 
preference for one of the 1wo CASI methods. Sample sizes were quite small in this 
study (n=40); however, O'Reilly, et al. found Iha! !he CASI methods iended to 
produce significantly more repons of marijuana and cocaine use. Few differences in 
seJ<Ua! behavior$ were found. 

Respondents were asked which method they though! was better for nine facets: 

(l) Liked best 
(2) Best for asking sensitive quest.ions 
(3) Easiest to change answers 
(4) Most interes1 
(5) Easies! to use 
(6) Best for getting honest answers 
(7) Bes1 for privacy after interview 
(8) Rest for privacy interview, and 
(9) Overall preference 

For all but number 3, the two CASI methods, audio and video-only, were rated 
significantly betier. ACASI was rared C·Onsistently higher than video-only CASI. 
However the difference was significant for three i1ems: overall preference. inierest, 
and ease of use. 

National Survey of Family Growth (NSFG) Pretest. Under funding from the 
National Cenier tor Health Statistics (NCHS). scientistS at NCHS, Battelle and the 
Research Triangle lnstiiuie <Rm collaborated in a formal field experimem thai 
compared abortion reporting under three differen1 inierviewing conditions. 
RespondentS were randomly assigned to receive either an in-home CAPI inierview 
only. an in-home CAP! interview followed by a Audio-CASI interview tha1 asked 
additional questions about abortions, or an interview at a neutral site away from the 
respondent's home. The respondents in the Audio-CASI treatment were first asked to 
report their abortions to the interviewer during a section of the CAP! interview that 
asked abou1 the outeome of each pregnancy !hat they ever had. The question asked: 

Now I'd fike to ask some questions about your Nth pregnancy. 

Please look at C.-d B· 1. Thinking about your Nth pregnancy. in which of the ways 
shown on Card B· 1 did the pregnancy end? 

(READ LIST. CODE ALL THAT APPLY.) 
Miscarriage? 
Stillbirth? 
Abortion? 

Ectopic Pregnancy? 
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(Occurs naturally, during the first 6 months of pregnancy) 
(Baby born deed after 7 or more months of pregnancy) 
(Induced during the first 6 months of pregnancy; include 
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{Occurs outside the uterus or womb) 
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Live birth by Cesarean section? 
Uvebirth by vaginal delivery? (Includes delivery through natural or induced laborl 

At the end of the interview, respondents were trained in the Audio-CASI procedures 
and were asked additional questions on abortion. 

Prior to the field experiment, the Audio-CASI interview was tested in the coenitive 
laboratory. Respondents were brought into the laboratory and were first asked to 
completely answer a series of questions from the NSFG. Following this, the use of 
the Audio-CASI implementation wl\S explained lO the respondent. and £he answered 
questions using the computer herself. Since the questions on abortion were 
considered to be highly sensitive, we did not ask respondents to think-aloud during 
laboratory testii:ig, Instead, the interviewer stood across the room from the 
respondent and was asked to describe wha1 the respondent was doing as the 
respondent listened and answe~ed questions. Thus, the respondent repon~g_ 11;\ings 
like: · ' 

•She is reading the first question4 

• J am pucung in my answer 
•I made a mistake, and I am baclcing up 
•She is reading the next question 
•I interrupted her since I already read the question 
•I do not know what to do now 

The first round of testing revealed that some respondents needed help learning how to 
enter their answers. Thus, a training interview was constructed that contained 
questions that wer~ not on the interview and were not sensitive. The interviewer went 
over these questions with the respondent who then completed the rest of the interview 
on her own. The field experiment included a comparison of ACAS!, in-home CAPI, 
and out of home CAPI. It was hypothesized that the willingness of women to repon 
sensitive infonnaton would be increased if they were interviewed outside of their 
homes because in prior rounds of the survey, respondents had indicated that one of 
their concerns was that family members would overhear their responses.' 

Abortion Reporting. Prior rounds of the NSFG identified significant underreporting 
of abortion (Jones and Forrest, 1992). Exhibit B compares the results from the Audio
CASI question on whether or not the woman had ever had an abortion and both the 
pilot questions and pregnancy outcome questions in Section B. There was one refusal 
to the Audio-CASI question on whether the woman had ever had an abortion in her 

Respondents refereed to the computer as •$be• because lbc recordings were done by a woman. 

An inoeotive experiment was also included. Tbc out of bome respondents were paid $40.00 
and the in bome respondents rec<oived either no incentive or a $20.00 incentive. 
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lifetime so that there are I 77 rather than I 78 respondents in this second set of Audio
CASI tables. We note !hat six additional women reponed having had an abortion at 
some time in !heir life in the Audio-CASI interview. The six additional women who 
reponed an abonion represents a I 4 percent increase in the number of women 
reponing ever having had an abortion. 

Exhibit 8. Reladonship of Abortion Reporting in the Preenancy Outcome 
Section and to Abortion Reporting In the ACASI Interview 
National Sur•ey or Family Growth •• Cycie V Pretest 

ACASI: Ever had an abortion 
Yes 
No 

Abortion reponed as a binb 
outcome 

Yes· 
42 
0 

42 

No 
6 

129 
135 

48 
129 
177 

Exhibit C shows detailed infoanation on abortion reponing by site of interview, 
incentive, and type of interview. Two series of numbers are shown for the ACAS I 
respondents- the number of abortions that they reported in answer 10 in1erviewer 
questions in Section B of the interview and the number reponed in subsequent ACASI 
interview. Finally. in Exhibit D we show the results on the number of abortions 
reponed in Section B and the Audio-CASI interview for those 178 respondents who 
completed the Audio-CASI interview. Note, in this table the following: 

Women who bad reported an abonion in Section B reponed additional 
abortions in the Audio-CASI interview. 

All of the differences in numbers of abortions reported are above the 
main diagonal indicating that the different numbers of abortions 
reported in the Audio-CASI are probably not due to random error. 
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Exhibit C: Distribution or the Number of Abortions Reported in Section By 
Treatment and bicentive 

In HO<M A.CASI I Neutral 

$0 $20 Tolal $0 $20 Total l$40fTolal 
WO ' 

abortions ' 'JI, • % t i 'JI, • 'JI, I % • % I % • % 
0 380 n.1 83 86.5 se n.s1 139 82.7 78 79.6 58 72.5 136 76.4 106 71.4 
1 79 16.0 10 10.4 12' 16.7 22 13.1 16 16.31 11 13.8 , 27 15.21 30 20.4 
2 24 4.9 I 1.0 4 s:e 5 3.0 3 3.1 9 11.31 12 6.7 7 4.8 
3 9 1.8 2 2.1 0 0.01 2 1.2 I 1.0 1 1.3 1 2 1.1 5 3.4 
4 1 0.2 0 0.0 0 0.0 0 0.0 0 0.0 1 1.31 1 0.6 0 0.0 

Total 493 100 w 10C 72 100 168 100 98 100 80 1001 178 100 147 100 

One or mote abortions I 
r""""ed in B 13 13.5 16122.2 29 17.3 20 20.4 22 27.SP"<12 23.6 42 28.6 

One or more abo1 lions I 30.4.1 reoorted In A·CASl 24 24.5 24 49 27.1 

..., • Thi~ d A-CASI $20 ~li\<M I• based on 79 cu• anct tOlal fOt A-CASI is ~NI,.,, 1 n e.••• · I 

I I I I I I I I I I I I I I 
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Exhibit D: Number or Abortions Reported in Section B and in ACASI 

ACAS! Section 
Section B 0 1 2 3 4 5 DK 
0 129 4 1 0 0 0 1 
1 0 24 2 1 0 0 0 
2 0 0 11 1 0 0 0 
3 0 0 0 1 0 1 0 
4 0 0 0 0 1 0 0 
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We also fit a series of logistic regression models to deu:nnine if there were significant 
differences due to inu:rviewing conditions. As independent variables, we included !he 
type of inu:rview (CAP! only, Audio-CASI, or neutral site), incentive for in-home 
interviews (none or $20), race/ethnicity (Hispanic, black, non-Hispanic-non-black), 
marital StatuS (married, not married). income (unknown, greater than $20,000. or 
o ther), and age. We used a stepwise selection procedure in which an independent 
variable that was significant at the U. 1.5 level was added 10 the model. Exhibit B 
summarizes the results. 

EXhil'it E. Analysis of the Impact of Characteristics of Women and lritervlew 
~· Conditions on Abortion Reporting 

Intercept 
Incentive - 20 
Married 
Age 
Audio-CASI 
Neutral site 

National Survey of Family Growth -· Cycle V Pretest 
Parameter Probability 
estimate Standaid error (Chi-square) 

-2.s2 o.49 0.0001 
0.38 0.27 0.1348 
-0.34 0.23 0.1428 
0.03 0.01 0.0264 
0.54 0.27 0.0419 
0.83 0.31 0.00672 

Odds 
Ratio 
1.oll I 
1.488 
0.714 
1.033 
1.723 
2.294 

Based on these results, we concluded that both the neutral site and the Audio-CASI 
increases the number of women who repon that they ever had an abortions.6 

Respondent Attitudes. We also asked respondents who received the Audio-CASI 
interview their attitudes toward the alternative methods of reporting abortion. Exhibit 
F presents the results. 

We also examined lbe reporung of !be nwnbcr of abonioos and fouod lhal given a woman bid 
reported an abortion, lbere were not significant differences In lbe number of abortions 
reported. 
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Exhibit F. Respondents' Attitudes Toward Methods of Reporting Ab<>rtion 
Among Women who Received the Audio-CASI Interview 

National Survey or Family Growth •• Cycle V Pretest 
Response Pc:rcem respondents 

How do you rate telling the interviewers your answers to questions on abortion? 
poor 15.2 
tair 20.3 

good 30.5 
very good 17.5 

·· excellent 1 ~.4 
Bow do you rate using the computer and earphones to answer questions on 
ab<>rtion? 

poor 2.8 
fair 8.5 

good 17.5 
very good 26.0 

excellent 45.2 
Which m<'thod of an.swering questions on abortion Is the most private? 

earphones and computer 62. 7 
no difference 32.2 

telling !he interviewer 4.5 
Don 't know 0.6 

Which method do you reconunend for the main study? 
Interviewer 16.9 

Computer 58.2 
Do not ask about abortion 2.8 

Does not matter 22.0 

In general, lhese women recommended the Audio-CASI procedure for abortion 
reporting. 

Description and Demonstration of the Audio-CASI System. The ACAS! system 
used has !he following features: 

• Iroplcmenr.s a full range of audio functions so that audio self· 
interviewing can offer as many capabilities as interviewer-administered 
systems 

• Runs on a powertul, existing CAI development platform 
• Uses MS· DOS operating system 

From an implemeniation and operational point of view, !he key requirement is the 
second-that the audio system be built as an extension of an existing CAI 
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development system. It is not difficult to build PC systems which can generate sound 
through digital audio devices, display questions, and record answers. However, to 
have a system which can conduct a complex questionnaire with integrated audio is 
much more difficult. One especially important requirement is the ability to allow the 
user to backup easily, correct a previous entry, and be directed forward following a 
route appropriate for the latest set of responses. If the underlying CAI platform is not 
robust and widely used in complex applications, 1.hc:n 1.he slability of the ACAS! 
application during interviews is likely to be problematic. . 

The system used the Blaise CAl system as its base. The Blaise system is a product of 
the state statistical agency of the Netherlands- Statistics Netherlands and is widely 
used across Europe by government statistical agencies for computer-assisted personal 
interviewing, telephone interviewing, .data entry and date editing. Questionnaires are 
programmed in the Blaise CAI language by defining the questions, their answer 
choices. and the logic of !he questioning, including tailored text fills and consistency 
checks. Blaise then compiles the questionnaire code into a executable DOS 
application, automatically handling the question administration, screen and keyboard 
control, range and consistency checks, data management and navigation rhrough rhe 
questions. 

The audio capability is implemented through a background DOS process which the 
Blaise instrument triggers as each question is displayed on !he screen. This process 
interprets commands specifying the recorded digital audio files to play in order to 
duplicate in audio just what is displayed on the screen. 

The hardware for the audio system is a small, one-pound external analog-digital box 
that is connected to the notebook PC by two cables and headphones. The audio 
quality in the system is quite high. The items are a digitally recorded human voice
not synthesized. The system is both very flexible and fast. It has the capability of 
rendering questions with variable components. For example, in the NSFG ACASI 
instrument, when a women said she had had an abortion, she was asked when it 
happened and how many weeks pregnant she was at the time. Then the following 
series of questions were asked: 

Based on this, this pregnancy began around !MONTH AND YEAR OF 
CONCEPTION]. 

So we can understand how well birth control methods work, I would like for 
you to tell me what methods of birth control you were using - if you used 
any-during the three months before this pregnancy began. 

Were you using any method of birth control in (MONTH AND YEAR 
PRECEDING CONCEPTION(? 

As I read the methods, please press 1 for YES if you used that method in 
!MONTH AND YEAR PRECEDING CONCEPTION]. 
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Then the woman is asked for each of the three months preceding conception, whether 
she used each of the birth control methods she had reported ever having used earlier 
in the CAP! section. In this question series, the ACASI sys1em must be able t0 
generate audio questions which can vary on the monlh and year and among 19 
possible contraceptive melhods. The sysiem was able 10 instantly concaienate and play 
the appropriare audio files to duplicate the screen text properly. 
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DEMONSTRATION OF THE A-CASl SYSTEM WILL OCCUR HERE 

.. 

• 
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The Language of Self-Administered Questionnaires 
As Seen Through t he Eyes of Respondents 

by 
Cleo R. Jenkins and Don A. Dillman 

" we must reca 17 that I anguage includes much more than ora 1 and 
written speech. Gestures, pictures, monuments, visual images, 
finger movements--anything consciously employed as a sign is, 
logica77y, language.• · 

I. INTRODUCTION 

John Dewey in Newe77, A and Simon, ff.A. 
Human Problem Sol ving, 1972, pp. 65-66 

Huch survey research has been directed at studying interviewer
administered questionnaires . As a result, we have learned a great deal about 
question wording and sequencing effects in surveys and about the effect of 
memory on data quality (e.g., Jobe et al, 1993; Jobe et al., 1990; Lessler, 
1989; Converse and Presser, 1986; Belson, W., 1981). Although it is equally 
important to understand. these sources of error in self-administered 
questionnaires, it ts nul ~ufficient. The graph1cal presentation of 
information is every bit as important because it too has something to say to 
t he respondent. 

In Tourangeau's model (1984), as well as other models of the survey 
interview process, the first step is specified as "comprehending the 
question." Depending on the model, different steps follow, but generally, 
"retrieval of the relevant facts. judgment, and finally, response" are 
ment ioned . 

Although "comprehending the question• is the first step in an 
interviewer-administered survey, the task is different in a self-administered 
survey. In a self-administered survey, respondents must first "perceive the 
information" before they can comprehend it. Once they perceive it, they must 
"comprehend the layout of t he information" as well as "the wording of the 
information." Furthermore, respondents must comprehend much more than just 
the wording of the survey questions and response categories. In a self
administered survey, respondents are often given introductory material and 
instructions. Also, they must comprehend direct ions that are meant to guide 
t hem through the form. 

In an interviewer-administered questionnaire, the intervi ewer plays a 
critical role in what information the respondent perceives. In a self
administered format, the entire onus of perception is on the respondent, and 
we have not developed procedures for controlling errors t hat might arise as a 
result of their not perceiving information as we intend. In fact, we have not 
studied this much at all. 

In addition, we need to pay attention to what motivates respondents to 
answer surveys. Cialdini (I988) has argued that people decide whether to 
perform a requested task on the basis of the inherent attractiveness of that 
task sn2 other social or psychological influences, incl uding 

• reciprocation (the tendency to favor requests from those who have 
previous ly given something to you) , 

• commitment and consistency (the tendency to behave in a similar 
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way in situations that resemble one another), 
• social proof (the tendency to behave in ways similar to those like 

us), 
• liking (the tendency to comply with attractive requests), 
• •uthority (the tendency to comply with requests given by those in 

positions of power), and 
• scarcity (the tendency for rare opportunities to be D10re highly 

valued). 
Groves and others (1992) provide examples of how each of these can be 

utilized to encourage survey participation. Although most of the examples 
refer to interviewer behavior or the implementation process, some can be 
applied to questionnaire design. for example, the fact that people tend to 
comply with attractive requests suggests that respondents will be more likely 
to answer an attractive questionnaire than an unattractive one. 

Crovas and others also argue that the helping tendencies or people Cdn 
be utilized to encourage response. Three emotional states have been found to 
be associated with decisions to help another: anger, happiness, and sadness. 
One would expect that people are likely tn hPcome angry and therefore less 
likely to respond to a mall survey when the questions or the instructions are 
not easily understood. 

finally, the literature on opinion change (Petty and Capioppo, 1986) 
suggests that when a topic is of high personal relevance, subjects will change 
their opinion based on an in-depth review of a message. However, when the 
topic is not important to the subject, they will rely on a heuristic review, 
such as the credibility of the source. Thi s literature suggests that if a 
questionnaire is not really important to a respondent, then we probably aren't 
going to persuade them to complete it by presenting them with an in-depth, 
highly l ngic•l, persuasive discussion of why they should complete it. 
Instead, we should rely on other means. 

II. GRAPHICAL DESIGN PRINCIPLES 

In the remainder of this paper, we present questionnaire design 
principles that struggle with how to best present information to (1) motivate 
respondents to attempt the tasks presented to them and to (2) aid respondents 
to accurately answer the questionnaire once they are motivated to do so. Host 
of the principles have not been tested carefully on controlled designs, 
although we try to cite those occasions in which they have been. Principle 20 
(structuring and organizing a questionnaire) is an example of a principle 
drawn from experimental evidence with the Decennial Census questionnaires. 
Host of the other principles are drawn from thP results of cognitive 
interviews with both the Schools and Staffing Survey and the Census of 
Construction Industries and from the redesign of the Survey of College 
Graduates. The response effects of the redesigned examples remain generally 
unlesled at this Lime. Therefore, the principles should be viewed as 

• reasonable hypotheses for improving response, lowering item non-response, and 
improving accuracy. A major reason for writing this paper is to encourage 
experimental research on these issues. 
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1. Present information In a format that respondents are accustomed to 
reading. 

We consider this the most important principle and one that is constantly 
and inadvertently violated. Jenkins et al. (1992a) present the results of 
cognitive interv1ews with the Schools and Staffing Survey. Example 1 shows 
the cover page of the School Questionnaire from the Schools and Staffing 
Survey. Jenkins et al. conclude that the readers, persistent as they were. 
usually did a pretty good Job of following this page until they reached the 
end of the first column. These respondents read through the title 
information, then the first two paragraphs on the left-hand side of the page. 
Because these paragraphs refer to the label, they turned the questionnaire 
sidew~s to look at the label. When done, they returned to where they had 
left off on the left-hand column, and continued to read down the column. 
Instead of rontinuino to the top of the second column, however, gener~lly they 
turned the page. 

Example 2 presents a diagrammatical representation of the cover page's 
reading structure. It reveals the eye's necessary movement across the paae . 
As can be seen, the current format requires respondents to make some pretty 
large unexpected leaps across the page, unexpected in the sense that a person 
anticipates reading a line of Information from left to right, starting at the 
top uf the page and mov1ng down it. 

It is not surprisi ng, therefore, that the skimmers didn't bother to read 
this page at all. Generally, they glanced at it and turned the page. Because 
the skimmers never read the school named on the label, they often reported for 
the wrong school. In fact, this error was so great in 1991 that data for 10 
states needed to be suppressed at first. 

We present a redesigned version of the cover page using a natural 
reading format In conjunction with the next principle. 

2. Present only the most relevant information using graphical design 
features and composition. 

Another problem with the School Questionnaire's cover page is that It 
presents too much information. Skilllllers quickly dismissed this information, 
probably because nothing was made particularly salient to them and they were 
not willing to look for that which was important. This suggests that the most 
important information needs to be made easily perceptible. 

Example 3 shows a •user-friendly" cover page adapted from Jenkins and 
Ciochetto (lg93). Thts cover page presents only the information the 
respondent needs to begin completlnq the questionnaire and it does <o using ~ 
natural reading fonnat and graphical design features. Jenkins and Ciochetto 
deliberately used a box that contains an unshaded area within a shaded one to 
showcase the very important instruction that was overlooked on the original 
questionn•lrto. 

Example 4 exhibits the straight forward reading structure of this page. 
No need for the eye to do anything out of the ordinary, whi ch we are more and 
more convinced is critical to designing good self-administered quest ionnaires. 
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3. Pique respondents' interests early in the questionnaire. 

A third problem with the School Questionnaire was that respondents found 
t themselves being asked to passively read a lot of material: the cover page, 

the cover letter (wh ich was placed on the inside cover of the questionnaire 
booklet}, and Instructions (see Example 5). Ski111ners skipped over this 
mater ial entirely and went directly to question (a) in the middle of page 4 to 
beqln completing the questionnaire. 

• 

• 

Based on this, the third principle is: pique respondents ' interest 
early in the questionnaire. Don't begin the questionnaire with a lot of 
prose, begin by asking a question or two. We hypothesize that respondents are 
more likely to read Information once they have become actively engaged in 
answering the questionnaire. 

As shown in Example 6, Jenkins and Ciochetto (1993) suggest beginning 
the Student Records Questionnaire by asking respondents tu r~cord the current 
time followed by a screener question. It is only after they ask these 
questions that they present a condensed version of the cover page and letter 
information. FvPn when they present this infonnation , they deliberately used 
a question-and-answer format to keep the respondent actively engaged. 

4. Dominantly feature questions over additional explanatory information. 

This principle is violated in the Census of Construction Industries 
Questionnaire. Example 7 presents the "dollar value of business• item from 
that questionnaire. As can be seen, this item, like all of t he items on the 
questionnaire, begins with a brief capitalized heading in bold that is meant 
to quickly convey the nature of the item. OeMaio and Jenkins (1991} conclude 
that re,pond9ntc ofton ncgloctod to read beyond the heading because the 
heading provided them with just enough information to formulate their own 
question. And, of course, they formulated the wrong quest ion. 

Example 8 presents a revised version of the item. In this version, the 
item heading ls replaced with a bold-faced, comprehensive question. Bold
faced type was used to convey the importance of the question. Also, it serves 
as a road map for questions like this that have a leading phrase followed by 
several parts that are interrupted wi th other information. The other 
information is put in light-faced type. 

5. Include 1n each question all of the relevant information necessary for 
respondents to answer it, rather than specifying information in a 
subsequent instruction. 

This principle is demonstrated using another item from the Census of 
Construction Industries Questionnaire, the •number of employees• item (see 
Example 9). Respondents would read the heading here, and sometimes the 
question, then they would turn their attention to the answer boxes at the 
right (OeHaio and Jenkins, 1991). At this point, their eyes were drawn 
immediately to the column headings rather than the header. The header reads 
"Number of emp 1 oyees of this es tab 1 i shment during the pay period inc 1 udi ng the 
12th of--," and because •pay period" is not mentioned in either the heading or 
the question, several respondents mistakenly thought this item was referring 
to monthly or quarterly time periods. 

A revised version of this item is presented in Example 10. Besides 
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removing the heading, the pay period header was made the leading phrase in 
this version. This question now contains all of the information the 
respondent needs to answer it. And just to make sure respondents don't 
misunderstand, the pay periods are also repeated in each of the colu1n11 
headings. 

6. Vertically align the question.s and response categories. 

As can be seen in the top view of Example 11, the Pub l i c School 
Questionnaire uses a quest ion-on-the-1 eft-answer-on-the-right fonaat. Jenkins 
et al. (1992a) conclude that respondents often did not read instructions in 
this format. This is because they generally began to search for the answer 
once they read the question. As a result, their thoughts and consequently, 
their eyes were drawn away from the left-hand side of the page, where the 
instructions lay, to the right hand side, where they knew the answer 
categories were. 

The second view in Example 11 uses a vertical alignment. This places 
the instructions directly before the answer categnry, where respondents are 
more likely to perceive them. However, this may not solve the problem of 
respondents either overlooki ng or ignoring ins tructions. As already 
mentioned, respondents have a tendency to read only as much .as they think is 
necessary to answer a question. Therefore, even i f they perceive the 
instructions, they may sti l l ignore them. If the instruction is relatively 
simpl e to begin with, a better solut ion is to i ncorporate it into the body of 
the question, as demonstrated in the last view. 

7. If incorporating needed information into the question makes it too 
complicated to understand, then provido accompanying instructions at the 
place where they are needed. 

If an instruction is long and/or complicated, incorporating it into the 
body of the question is likely to fail. As can be seen In Example 12, Item 2 
of the Public School Questionnaire asks how many students were enrolled in the 
school on or about October 1 of this school year. Jenkins et al. (1992a) 
conclude that this item was difficult for respondents to read and understand 
because the flow of the question is interrupted by two parenthetical phrases 
and a lengthy two-sentence instruction. This leads us to conclude that one 
should never try to insert a stand-alone instruction between phrases of a 
continuous question. 

Question 13a(2) in Example 8 Illustrates the use of include and exclude 
statements that are too lengthy to lncol'llorate into th~ hody of the question. 
Here, the instructions are placed directly after the question. This places 
them as close to the question as possible without disrupting its flow. Still, 
further research i s needed to determine the best method for coaxing 
respondents to read Information that Is not easily Incorporated into the 
question. 

8. Utilize single-task formats rather t han multi-task fol'lllats. 

Item 30 from the Public School Questionnaire (shown in Example 13) asks 
respondents to cross classify their employees by full- or part-time status and 
assignment. Jenkins et al. (1992a) conclude t hat quite a few respondents 
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seemed able to process only one aspect of this i telll--the categorization of 
employees by job descriptlon--and were unable to simultaneously deal wi th the 
additional request to report these employees by both full- and part-time 
status. 

In Example 14, the multi-t•sked fonn•t is repl•ced with a simpler one. 
This is accomplished by focusing on only one request at a time--first , 
respondents are asked to classify part-time employees by job description in 
part a. Then they are asked to classify full -time e11111loyees by job 
description. Because this format repeats information at the point it is 
needed, we hypothesize that it will make t he respondent's task easier. Of 
course, the disadvantage is that it lengthens the questionnaire, which may 
decrease a respondent's motivation to complete it. This example illustrates 
the fact that there can be competing forces at work when we design a 
questionnaire and that we clearly need to learn more about these forces. 

9. Utilize single-question formats rather than matrix-question formats. 

Question 1 i n Example 15 asks respondents if they currently havP. thP 
students for class listed down the l eft-hand side of the page. If the 
respondents do, t hen they are to answer three follow-up questions. Jenkins 
and Ciochetto (1993) conclude that this format presents respondents wi th too 
many tasks at once. ~urthermore, it presents them with a choice, but provides 
littl e guidance for making the choice. They can choose to answer a full set 
of questions about one studen t at a time. Jn this case, they work across the 
rows. Or they can answer the same question for each of the students. In this 
case, they work down the columns. 

In Example 16, the matrix format is replaced with a single array of 
questions pPrtaining to one student •t • t ime, with the questions running down 
the page rather than across it. In this version, respondents need only be 
concerned with answering one question about one student at a t ime, and they 
need not deviate from mov1ng down the page in search of the next question. 
Although the researchers recommend fu rther work in this area, a small number 
of cognitive intervi ews showed that this is a more manageable task from the 
respondent's point of view. (This example also used a new skip inst ruction. 
We discuss ski p Instructions later. ) 

Additional research supporting the single-question format comes from 
both focus group and experimental research on the 1990 Decennial Census 
Questionnaire. A focus group examination of the Census Questionnaire in wh ich 
respondents were asked to answer a series of questions for each member of 
their household in a matrix format (questions in left-hand column to be 
answered for household members listed across the top of the page) identi fiPri 
the matrix format as a barrier to response (Dillman et al . , 1991). 
Furthermore, a revised questionnaire, which used a single-question rather than 
a matrix-question fon11at , attained an improved response rate (Dillman et al. , 
1992). 

10. Make headings and instructions at the top of a page more pr0111inent than 
those in the middle of a page. 

Respondents find transitions between topics helpful. A transition need 
not be complicated, il simply needs to be enough to warn the respondent the 
topic is about to change. For instance, in Example 17 , the heading •sECTlON 
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2--STAFFJNG PATTERNS" in the middle of the page was enough to convey to 
respondents that the topic was about to change (Jenkins et al., l992a). 

In contrast, Example 18 shows a transitional heading followed by an 
instruction that comes at the top of a page. Contrary to expectations, 
respondents tended to read transitional headings and instructions that came in 
the middle of a page, but few read information that fell at the top of a page. 

We hypothesize that respondents may be exhibiting a similar kind of 
behavior here as they exhibited with the introductory infonnation. Hany 
respondents skipped over the introductory materi al ln an effort to get to the 
questions, but once they were actively engaged in answering the questionnaire, 
they were more likely to read lnfonnation put into their path. Perhaps 
respondents skip over information at the top of a page in an effort to get to 
the next question, but once they become involved in answering the questions, 
they are more likely to see other information. 

11. Provide directions in a natural reading format and utilize graphical 
design features and composition to make the directions more salient. 

In order to efficiently and accurately answer a self-administered 
questionnaire, respondents must be able to maneuver their way through the 
quest ionnaire. One very important instruction for doing this is the skip 
instruction. The pro~l~rn wllh sklp lnst ruct1ons, however, 1s that respondents 
corrmonly overlook them (Jenkins and Ciochetto, 1993; Turner et al., 1992; 
Gower, 1989). 

• 

Jenkins and Ciochetto (1993) conclude that respondents overl ook skip 
instructions for two reasons, one of which is derived from the other. The 
primary reason respondents overlook the skip instruction is because they do 
not perceive it, but the reason they do not perceive it is because of the 
convo 1 uted reading structure presented by the skip instruct ion. Item 29a 
shown in Example 19 1llustrates this. A respondent begins to answer this item 
by first reading the question •were there any teaching vacancies in this 
school for th1s school year, i.e., teaching positions for which teachers were 
recruited and interviewed?" Then they will move to the right-hand side of the 
page to answer the question, see the answer boxes, and continue to the right 
of these to read the answer choices "yes" and "no.• The next step in the 
process is to choose one of these, say the 'no• response, and to move back to 
the left of th is to mark the answer box. Note what is happening at this 
moment--the respondents are moving away from the skip instruction. If the 
skjo jnstructjon has not been jn some way made salient to resoondents before 
thev begin their journey back to the left , chances are they are never going to 
see it. Once they mark the answer box they are likely to conclude they are 
done answering this question and are going to begin to look for the next • 
question. 

Experimental data presented by Turner et al. (1992) confirm the 
hypothuh that respondents only see information to the right of an answer 
category if it is in some way made sal ient. Among other questionnaire design 
issues, Turner et al. studied the extent to which respondents and interviewers 
correctly executed branching instructions embedded in alternative versions of 
the 1990 National Household Survey on Drug Abuse (NHSOA) questionnaire. 
Turner et al. conclude that respondents were more likely to overlook a 
visually obscured branching instruction, as shown in quest ion I of Example 20, 
than a visually salient one, as shown in question 5. They conclude that both 
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the length and visual salience of questions a through e in question S assisted 
respondents in correctly following the branching instruction in question 5. 

These studies suggest that directions need to be presented in a more 
natural reading fonnat and graphical design features and composit ion should be 
used to make the directions more salient. Given this information, three 
alternative skip instruction formats are presented below, each of which 
appears to have advantages and disadvantages: (l} the salient skip 
instruction, (2) t he intennediate skip instruction, and (3) the natural 
reading sequence ski p instruction. 

Salient Skip Instruction. Example 21 shows the sal ient skip 
instruct ion. Rather than having information placed to the right of t he answer 
categor ies, directional arrows are placed to the left of both answer boxes. 
These arrows extend horizontally from each answer box towards the left-hand 
margin of the page and then turn vertically downwards. One of these arrows 
proceeds to t he n•xt question and tho other endc with ~ verbal instruction 
within a shaded box. 

This format was designed to overcome the conventional skip instruction's 
highly convoluted reading format (moving from left to right, right to l eft , 
back again to the right and finally, back to the left) and to replace a more
difficult- to-perce ive verbal instruction with a more-easily-percei ved 
combination visual /verbal instruction. In our judger~nt, the advan tage of 
this format is that respondents may visually take in, If only briefly, the 
skip i nstruction information while moving from left to right in search of the 
answer categories. 

The disadvantage, however, is that whereas respondents may be more 
likely to see this information, they also may be more likely to misunderstand 
it. It is possible that the wrong respondents (those who are supposed to 
continue to the next question) may mistakP.nly execute thg ckip instruction 
because of its vi sual salience, lead ing to a seri ous error--the omi ss ion of 
data. Another disadvantage with this format is t hat a question wi th a 
complicated skip instruction may become visually cluttered. 

Intermediate Skip Instruction. Example 22 presents the intermediate 
skip instruction. This format relies on two features: (1) graphical 
instructions (an arrow) for going to the next question and (2) words to direct 
other respondents through a skip pattern. The two paths are further 
distinguished by originating the arrow from the left of the answer choice, and 
placing the words to the right. 

In our judgment, the advantage that this fonnat may have over the 
salient skip i nstruction is that respondents are unlikely to make the serious 
error of i ncorrectly executing the skip instruction. Another advantage is 
that it may not appear as visually cluttered to respondents. How~vPr , a small 
number of cognitive interviews suggest that it may not be as efficiently 
executed as the sali ent skip i ns t ruction. Just as with t he conventional skip 
i nstruction, t he word instruction to the right of the answer category may be 
overlooked at first. llowever, It 1> 1 lkely to be rr.ore efficiently executed 
than the conventional skip instruction, in which nothing but words are used 
off to the right of the answer choices. Therefore, this skip instruction 
format is a de l iberate compromise between the conven t ional and sal ient skip 
Instruction. 

Natural Readjng Seauence Skip Instruction. In contrast to the above 
skip Instructions in which a respondent must move fro~ left to right in search 
of the answer categories and then reverse this direction and move from right 
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to left to answer the question, another possibility might be to establish a 
skip instruction format with a more efficient, natural, and logical flow. 
This format is shown in Example 23. As can be seen in this example, the 
answer boxes are placed to the right of t he answer categories and the skip 
instructions to the right of the answer boxes. To maintain the vertical 
alignment of the answer boxes, the answer categories are right-justified 
rather than left-justified. Also, if the answer categories need to be double • 
or triple-lined, as is the case with the category "Dropout/Chronic Truant (See 
Def1n1t1on Below)" in question 1 of Example 23, then the answer box should 
follow the last of these lines. This i s to help maintain the respondent's 
natural reading structure, for which we have been arguing all along. 

This skip instruction seems to have several advantages over the 
preceding skip instructions. The firs t and probably best advantage is that 
the information is presented to respondents in the sequence they need it: 
f irst thP an~wer categories, then the answer boxos, and finally, the skip 
instruction. Example 24 compares the reading format of the natural reading 
sequence skip instruction with that of t he conventional skip instruction. As 
can be seen, respondents need not ever reverse their direction with the 
natural reading sequence skip format. Another advantage is that the natural 
reading sequence format is not cluttered looking. 

A disadvantage, however, is that respondents may overlook bracketed skip 
lnsLrucLions using this format. Although these instructions wil l be closer to 
the answer boxes in this format than they are in the conventional skip 
Instruction format (that is, if the answer categories come between the answer 
boxes and the skip instruction), they be just far enough away from the answer 
boxes as to be out of the respondent 's view. 

Another disadvantage is that from an overall perspective, the 
questionnaire's vertical alignment is disrupted. In the previous formats, the 
questions, answer boxes , and categories are all left justified and begin In 
the same horizontal position on the page. Although vertical alignment of the 
questions can be maintained using the natural readin~ sequence skip 
Instruction format, the answer categories wi ll certainly not be vertically 
aligned. The answer boxes can be made to maintain vertical alignment within a 
question; however, they may not be able to maintain alignment from question to 
question, further disrupting the overall look of the questionnaire. 

A final disadvantage with the natural reading sequence skip Instruction 
is related to data processing. In this format, the location of the keycodes 
is problematic. One possibility is to place the keycodes before the answer 
category, but this puts them quite a distance from the answer box from the 
keyer' s perspective. This may slow down production and/or increase keyer 
error. Another possibility is to place them either direct ly before or after 
the answer box, but this may confuse the respondent. • 

We have described skip instructions at some length because it is an area 
which is exceedingly important, but now lacks ideal solutions. The 
alternatives presented need extensive test1ng 1n large samples. 

12. Utilize graphical design techniques to establish a clear path through 
the questionnaire for the respondent to follow. 

Many questionnaires mix questions .and information, ut i lizing space 
wherever it is avai l able and thinking that so long as the informat ion is 
presented, it wil l get read. As can be seen in Example 25, it is unclear to 
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the respondent where to begin, and most important in what order the 
informat ion is to be read. 

Example 22 is a redesigned page from the Survey of College Graduates. 
Here the white answer spaces contrast with the l ight blue background. The 
message intended, and communicated by graphical layout rathP.r t han words, is 
to establish a visual path through t he questionnaire by associating the wh ite 
spaces with the ' need to provide an answer.' 

13. Avoid using the same design feature to request different respondent 
actions. 

The essence of this principle is to associate particular design features 
with what the respondent is being asked to do, and to be completely consistent 
with their use. For example: 

13a . Use dark tyoa for gygstjon •tBm< and light type for response 
category options. 

13b. Write all defjnitions and special instructions for a particular 
i alics laced w · eses. 

13c. et r s for words to be em hasized to t h es ondent 
in both questions and answers. 

The important point here is not that capitals must be reserved for 
emphds Is, am.I I ~a 11 cs for 1nstruct1 ons, or that bold type is better for 
questions than l ight type. Doing t he opposite may work just as wel l --the 
issue is consistency, so that as a respondent gets into a quest i onnaire they 
begin to associate the chosen procedure with a parti cular piece of information 
or request for action. 

14. Utilize variability in design feat ures judiciously. 

Closely associated with the need to be consistent is the need to limit 
variability. One would never consider writing a paragraph lo which every word 
1s wr1 tten i n different type fonts and sizes. Doing so would slow down the 
reader's comprehension. Instead, one should select a limited number of design 
elements and use them consistently. 

15. Visually emphasize information the respondent needs to see and de
emphasize i nformation the respondent does not need to see. 

Coding information is a good example of this principle. In Example 26, 
the codes are bold and made even 1110re prominent by encasing them in boxes. 
Not only that, but they are placed di rectly in the respondent's reading path. 
One result 1s tha t respondents may mentally process information i r relevant to 
them, thus making the task of responding 1110re time consuming and difficult 
than necessary. 

Jn Example ZZ lh~ 1 iyhl blue background 1s a IO percent screen, and the 
coding infonnation Is printed in small numbers without boxes in JOO percent 
color. The respondent, who is already being guided •towards" the white answer 
spaces by black type of questions and answers and •away from• the blue 
background seems less l i kely to see or be confused by the dark blue lettering. 
Furthermore, the codes are placed outside the respondent' s reading path. Yet, 
for a person who Is searching for the blue code numbers, they are easily 
visible. 
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16. Utilize graphical layout of questions on the page to distinguish among 
different types of question structures; maintain consistency within 
types. 

If a questionnaire begins by listing answer categories below the stem of 
a question vertically, like the •yes/no• answer categor ies in the first 
question in Example 27, it is undesirable to occasionally present answer 
choices horizontally, or even to sometimes use a second or thi rd colWlln of 
answer choices. Once a format 1s selected it needs to be followed 
consistently. 

If one has a question like C9 and ClO, where several items in a series 
are to be evaluated and the answer categories are the same for each item in 
the series, these answer categories should be placed to the right of the items 
and the respondent should be instructed to choose from among horizontally 
~rr~nged categories in this case. Respondents should learn to choose from 
among vertical choices when the boxes are on the left and from among 
horizontal choices when boxes are to the right. 

17. Provide descripti ve captions either above, beneath, or to the right of 
blank answer spaces and utilize appropriate signs or symbols whenever 
numbers are requested. 

Wh en people are asked to r epor t income, number of weeks worked, or other 
data by filling in blank spaces, inaccuracies may result from ut ilizing the 
wrong uni ts or from not remembering exactly what was asked . Therefore, the 
answer spaces in Exampl e 27 have captions to remind people what is be ing 
requested. For instance, Cl3 has the caption "Total 1991 earned income." In 
addition . the blank answer space has a dollar sign and " .00" in it to keep 
people from reporting cents, since they weren't wanted. 

18. Utilize dominant graphical markings to provide the most important 
information needed by the respondent to guide them through the answering 
process. 

This principle is violated in Example 25, where the •return to• 
instruction is predominant. It is also violated in Example 28 where the black 
marks used to optically scan the quest1onna1re are quite dominant. In neither 
case do the dominant marks effect1vely gu1de the answer process. 

In Example 29, the dominant markings are the questionnaire's t itle, THE 
1992 NATIONAL CENSUS TEST, followed by the ARROW, and the PERSON l and PERSON 
2 headings. These dominant markings are meant to guide the respondent throuqh 

• 

the form. • 

19. Avoid the separation of questions through the use of lines and 
r~cl•ngl~• In favor of an open format In which the respondent's 
answer1ng path is clearly shown. 

Frequently designers of questionnaires utilize lines and rectangles to 
separate questions from one another. In general this practice makes 
questionnaires more, rather than less, difficult to answer. The use of 
rectangles, as shown in Examples 25 and 30, gives no clear indication of where 
to go next; the 11nes funct ion in much the same way as •stop" signs, requiring 
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one to stop and contemplate the next steps. Thi s is especially the case in 
these two examples, where it is not readily apparent which box comes next. 
Consequently, the boxes require additional information, that is, the prominent 
section numbers. Also, the use of lines is one additional use of ink on a 
pa9e wh ich must then be cogni tively processed by the reader, in contrast to 
wh1te (or other background color) space which one can pass over without 
pausing to think about what it means. 

In contrast, the formats used in Examples 22. 27, and 29 are opP.n, using 
lines mostly to Identify the page space In which answers are to be provided . 
These pages are easier for respondents to follow. Also, the respondent path 
is easily recognized, following the cultural norm of left to right within the 
defined answering space, and top to bottom on the page. 

20. Structure and organize tho questionnaire in such a way that it , first, 
makes sense to respondents and, second, avoids leaving the choice of the 
order in which questions get answered up to the respondent. 

On the surface, this principal seems obvious and easy to implement. 
However, this may not be so, if the Census l ong and short forms are any 
indication. The Census long form is probably one of the most complex 
questionnaires In existence. It has a fold-out flap which asks for a listing 
of household members, followed by a matrix of short-form information and 
finally two pages of sample population questions for each person. This form 
involves a complex sequence of tasks, the order of wh ich was traditionally 
dictated by Census needs to provide Congress with mandated information by the 
end of the census year. 

A split- panel experiment with the long form, known as the 1990 
Alternative Questionnaire Experiment (AQE), showed that the form's struct ure 
was not properly organized from the respondent's point of view (OeMaio et al., 
1992). Along w1 th the control form, which was identical to the 1990 Census 
long form, f ive experimental questionnaires were tested in the 1990 AQE. Two 
of the experimental questionnaires (Panels 2 and 3) incorporated many of the 
principles we have discussed concerning color, the consistent use of typeface 
and answer spaces, etc. However, three of the experimental questionnaires 
(Panels 4, 5, and 6) incorporated dramatic changes to the structure and 
organization of the form. Panel 4 became a matrix booklet in which the flap 
was eliminated and all of t he person items were placed together. Panel s 5 and 
6 became "kits• in which individual questionnaires for each person in the 
household were placed in a folder. 

The main f indi ng was that •small' format changes alone (as incorporated 
in Panels 2 and 3) did very little to improve either item or overal l response 
rates, but it took changes to the structure and organization of the 
questionnaire (as i11curµorated 1n Panels 4, 5, and 6) to make improvements . 
This suggests that •small" format changes are not enough to overcome the 
difficulty of completing a questionnai re that i s not properly organized from 
the respondent's point of view. In addition, the Simplified Questionnaire 
Test (Dillman et al, 1992) and the Appeals and Long Form Exper1ment (Bates, 
1993) confirmed this f ind ing. 



I I I. CONCLUSION 

Little information on the design of self-administered questionnaires 
existed until relatively recently. That which did was based primarily on 
co111Don sense and individual experience. Instead, it was the verbal language 
of 1nterv1ewer-adm1n1stered quest1onna1res that predominately captured the 
attention of researchers. 

The evidence presented in this paper demonstrates, however, that we need 
to P•Y serious •ttention to the visu•l l•ngu•ge of self-administered 
questionnaires in addition to the verbal. Toward this end, we need to develop 
a set of scientifically derived and experimentally proven graphic design 
principles to guide us in our quest to improve both response rates and the 
accuracy of responses. We hope that the principles we've developed are a 
first step in that direction. We have little doubt that the problems we've 
uncovered exist. However, because many of the solutions have not been tested, 
we openly admit that they are subject to challenge. Some of the solutions 
we 've offered will stand the test of time; others will not. Undoubtedly, this 
is an area in need of further study and creative insight . 

Finally, we also hoµ~ to expa11d uµon our work here by exploring 
literature that has remained outside the domain of survey methodology to 
date-- most notably, the eye-movement and the graphical design literature. 
Knowing what WQ do now, it certainly seems t hat thi s literature may offer 
further insight i nto the self-administered quest ion-response process. 
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Example 1. Cover Page of the Public School Questionna ire (Jenkios et al., 1992b). 
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Example 2. Oiagramnatical Representation of the Public School Questionnaire 
Cover Page's Reading Structure. 
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Exampl e 3. Redes igned Version of the Publ ic School Questionnai re 's Cover Page 
(adapted from Jenkins and Ciochet to, 1993). 
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Example 4. Diagrammatical Representation of the Redesigned Public 
School Questionnaire Cover Page's Reading Structure. 
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Dear Principal: 

The National Center for Education Statistics tNCESI of the U.S. Depanment of Education 
requests your participation in the field test of the 1992-93 Schools anti !>t•ffing Survey. Your 
school is one of 900 public and private schools across the Nation selected to be in the sample. 

The Schools and Staffing Survey, first conducted in school year 1987-88, and again in 1990-91, 
is an integrated set of surveys consisting of the Teacher Demand and ShortagP. Survey. the 
Sci1uol Survey, the School Allmon1strator Survey, and the Teacher Survey. These surveys are 
being conducted periodically to measure critical aspects of teacher supply and demand, 
the composition of the administrator and teacher work force, and the general status of teaching 
and schoolinl). The purpose of the School Survey is to obtain information about schools such as 
staff-pupil ratoo, student characteristics, staffing patterns, and teacher turnover. 

The U.S. Bureau of the Census is conducting the survey for the National Center for Education 
Statistics by the authority of Section 406(b) of the General Education Provisions Act. •• 
omonded (20 U.S.C. 122te). The data will be treated as confidential and will be reponed only in 
statistical summaries that preclude the identification of any individual participating in the 
surveys. 

Wo are conduc\i11y this field test wnn a sample of schools. While this minimizes overall response 
burden, the value of each Individual survey response is greatly increased because it represents 
many other schools. I, therefore, encourage you to participate in this voluntary survey 
by completing this Questionnaire and returnin!! it within 3 weeks to the Bureau of the Census. 
Curf'ont Projec ts Brooch, 12.01 East 10th !itteet.. Jeffersonville, IN 47132·0001 , 
in the preaddressed envelope enclosed for your convenience. 

Thank you for your cooperation in this very important effon. 

Sincerely, 

Emers:on J. Elliott 
Acting Commissioner 
National Center for Education Statistics 

INFORMATION ABOUT YOUR PARTICIPATION 

Public reporting burden for this collection of information is estimated to average one hour. 
including the time for reviewing instructions, gathering the data needed, and completing and 
reviewing the collection of information. Send comments regarding this burden estimate or eny 
other asnact of thi; colloction of informetjon, including suygestions tor reaucin9 this burden. to 
the U.S. Department of Education, Information Management and Compliance Division, 
Washington, DC 20202·4651; and to the Office of Management and Budget, Paperwork Reduction 
Project 1850-0598, Washington, DC 20503. 

E~ample 5. Introductory Information from the Public School Ques tionnaire (Jenkins 
et al., 1992bl. 
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INSTRUCTIONS 

Most of the items on this questionnaire are arranged Unless otheiwise indicated, all questions refer to the 
so that the quest ions are on the left side of the page 1991-92 school year. 
and the answer cate~ones or spaces for written 
answers ere on the r ght. Please answer the questions If you are unsure about how to answer a question, 
by marking the appropriate answer category with an give the best answer you can and make a comment in 
X, or recording your answer in the space provided. the "Remarks" space. Please include the item number. 
We suggest that you use a pencil or a typewriter. 

If you have any questions, call the Bureau of the rather than a pen or marker. 
Census at 1-800-221-1?0• 

Notice tnat at the end of some answer categories and 
answer spaces. there are instructions to skip to a later Return your completed questionnaire to the Bureau of 
i tem or to continue w ith the next item on the the Census in the enclosed preaddressed envelope. 
questionnaire. Please return it within 3 wAP.lt.~. 

Please keep count of the time required to complete this questionnaire. 
At the end of the survey, you sre asked to record the amount of time spent. 

a. Pleas e give your name, title. telephone number. Name 
and the most convenient dayl/llmes to reach 
you. This information WJll be used only if it ts 

Title necessary to c luify any of your responses. 

Telephone 
: AttlO \;UdG ! Number 

' ' . : 

If necessarv to : Days Time 
I •.m. 

reach you - Specify ' I p.m. ' 
b. Does this school serve students In ANY of ~ 10 Yes - Continue with c. 

grades 1 through 12 or comparable ungraded 1 2DN0 - Stop now and return this questionnaire 
levels7 1 to Ille &reau of the Census m Ille 

I · enclosed envelope. 
I 

' Thank you for rour time. ' 
c . Please check the Identification number on ~·OYes 

address label - Is this your School State , 2DN0 - Provide the correct number be/c/ 
Identificat ion Number? : 1012 1 

I 
t 
I 

Remarks 

' 

' 

Example S Continued. 
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A. Please record the current time. At the end of the questionnaire you are asked to 
record the amount of time required to complete this questionnaire. 

Current time: -----
B. Does this school provide instruction for grade 9 or above? 

O® 1QYes~ 10No~ 
What grading system ~--..:;._-----~ 

010 

- is used to compute a Skip to.information below 
student's grade point 
average (GPA)? 

10 0.0to4.0 
20 0to 100 
,0-1 to3 r '· '•· 
• O Other 

specify ___ _ 

Wrf( ARE INE CONDUCTING THIS SURVEY? 

This questionnaire is the last In a sertes of surveys designed to obtain nationwide 
information on schools, staffing patterns, and student characteristics. We will treat 
your data as confidential and only use it to prepare statistical summaries. 

WHO IS CONDUCTING THIS SURVEY? 

The National Center for Education Statistics of the U.S. Department of Education 
requests your participation in this voluntary survey. The Bureau of the Census 
is conducting this survey by the authaity of Section 406(b) of the General Education 
Provisions Act, as amended (20USC1221e). 

INFORMATION ABOUT YOUR PARTICIPATION 

Public reporting burden for this collection of Information is estimated to average thirty 
minutes, including the time for reviewing instructions, gathering the data needed, and 
completing and reviewing the collection of information. Send comments regarding 
Uiis burden estimate or any other aspect of this collection of information, including 
suggestions for reducing this burden, to the U.S. Department of Education, 
Information Managemert and Compliance Division, Washington, DC 20202-4651; 
and to the Ollice of Management and Budget, Paperwcr1< Reduction Project 1850- 0598, 
Washington, DC 20503. · 

Example 6. Revised Introductory Material Beginning with Questions Rather Than Prose 
(Jenkins and Ciochetto, 199~) . 
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~ ltom 15 - DOUARVALUE DF BUSINESS DONE IN 1989 M ill. : Thou. 

• · What was the value of 111 t.ons1ruction wOfk done by this tttl~ishment in 19897 
A~ rour tJ.st ••t.lintr• u$infJ ~ither bUHttQs. r•Vltflun, ~ts, or ott.r e1r.am1rt of vakl• 
of constfUrC'tlon w«k dOne. ~ftr to ...,O"UedoM for furth« ·~ 

-eddatabned ••• , Oea109• sO Receipu on - MnOOin 
~oprilr~ bO.K. a 0Revenutt • 0 Other - s,,.clfy 

IN Ci.UDE • New construction • Malnt•nance and • Building$ end other tttUCturu 
• Adclidons. •Iterations, repair w«k bull\ for nle, e>cduding the .. ........-

• .__ --Ind 
value of the land 

• SPf(iill u.o.s c:ontrect.-.; ••'iPO•tment • Const:rvction wor1I: °" own 
w ... • an. .. ...-nend~ ·-· of~nt 

MXCLVDE • TN Cott of Industrial incl 011\er specialized m1Chinerv which are not 1n integrel pt rt of• tttveture ,., 
b. W~t were your receipt• from kinds of Mlnes.s other then thott rtporttd in lint 1 above in 1989? 

IN CLUOE • Architectural Ind ...... ,,_ O Manufacwmo 
·•-•io~ • Relhy wvices • Transport.stion 

• ~rMMC*nlnt/ • Rwrt•I of maohil"ICf)', e ~~I• Ml4IJ IQ Qr;HIU"""Ot$ 
contUltlng Strvice1 equipment, or buildings • Sate of lend 

• Whott11te trade to othe:rt ... 
c. TOTALdolW w .... of ..... .__ ..... .,.,.ao _ ~.,..._•Mwl• 

"" 

Example 7. The Orioi nal Version of the Do l lar Value of Business Item from the 
Census of Construction Industries Questionnaire (DeMaio and Jenki ns, 
1991) . 
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Dollars in Key thousends CS> 

1 3a. FOt' thia ••tabllahment In 1989, -

Ct ) -het ~th• "• • • lpt:a or billinv- tor an contract construction wortr clone for 
otMra? Exclude the doJlet value of items purchased by this establishment th.Dt 
were instaJlod in a building but w ere not part of its structure, such 3$ p1oductlon 
machinery. fumiture, etc. . .. 

12> wh•t w•• th• ••dmatM Cloll•r value of apeculative construction work done on 
Nald1ntlal 1nd other bulldlng projecu which you sold or Intended to sell? 

Include the ••tim•ted dollar v•lue of - Exclude the ••tlmated doU•r Yalue of -

• wock actuarly done in 1989, whether 
build ings were sold or not. 

• work done before January 1989 and 
after December 1989. 

• wOfk in p.ugrsu. that was actually • land. Even though land would generolly be 
done in 1989. Included in the value of your building 

• ell improvements to land associated projects. the value of the land is not 
with these building ptojlcts done by eon5idered construction work done:. 
Of for you in 190$. • work done in 1989, for rent or leau. ,., 

13> what wes the utlm.ated doll.w V .. Ue of COMtruction wortt clone for this 
nt•blb:hment•1 own u1e, I.e., not intended for 1al1. rent. Of dona uftd., 
e.Ofttf'•ot f« oth•nf 

1 4) 

(4) wh•t w•• th• doll•r valu• of con1tructlon woft done 1 
Sum Unes 111 through131. 

m 

b. What w•• th• df.'llttr vatu. of NOftlpta Of" blUinv• tor all other bUtlne11 •ctivlti•-1 
dorM by thi.s ••tabli•hment In 19891 

Include -

• arc:™tectur al servic:es • rental of consuuction machinef'v 
• buiktlng on your own land for rent or lease or equipment to others 

• construction management aervicea • retail tr1de 

• engineering aerva1 • subdivldftg and preparing your own land 

• manufacturing into lots, for sale. rent. Of lease 

• mining • transportation 

• real estate agenti end manegers • wholesale trtde 
• othtf businetl eictivttin .,. 

c .. What waa the total dolter •••~ of •11 buain••• done by tttl1 utabliahment in 19897 
Sum r.net 13al41 and 13b. 

... 

Exampl e 8. The Revised Vers i on of the Dollar Value of Busi ness Item from the 
Census of construction Industri es Questionnaire (D~Ma io and Jenkins, 
1991). 
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• 

~ h•m 6 - NUMBER OS: EMPLOYEES -, ........ ~ . .. 
How many paid eml)lovee-s. permanent or tetnPof*'V, fu .. time or part·tlme. were on ' '• '-Nvmber ·of employees of this eStablishment during ·' the payroll of THIS EST ABUSHMENT dvrlng the pay period.s .shown at the tight? 1hi pay pec-iod including 1he 12th of -
Include those on pajd sick leave, paid hofidays, snd paklvac:stlons as welJ as those 

::::·. Mey actually working. If a corporation, inclvde salaried off1eers and executives of this .. . Merc.h .~:· A1.19""*t NOV•tnW.r estsbl1Shmenr. n uruncorporatea, ueluae propnerors or,pattners. JncJUde sa . 1989 . . 1989 1989 1989 ~yees for whom you fife quarterly withholdmg ,statements. Do not include yow 
wbconttactors or tMir trmP!o~s. . 

••• ,., ,., 
'"' -.. Construction workers - lm:lud• -

• Ltt>Orers • EQUipmem • Truek artvers ano rietpers 
• Appren1lces operators • On·Si1e record keepers 
• Joumeymen end • Others e~ed directly in constrvctiOn 
• Ctaftsmen mechanics operetiol'IS. including •upervl$0f1 v,p ihrough 

the working foreman level 

b. All other employees - lndude - ••• ... .. , • •• 
• EJC:ecutives • Accounting 
• Professionals • Personnel 
• T•chniclana • Offle• •t•ff 
• Purehaslng • Supervisol'$ abOve the wo~ fOfeman lievel 

••• ... ' " "' c. TOTAL NUMBER OF EMPLOYEES -Sumol,._.••ndbaboM 

Example 9. The Ori~ina l Version of the Number of Employees Item from the Census of 
Construct ion Industries Questionnaire (DeMaio and Jenkins, 1991). 
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Your answera to 6 through'9 should M ba•ad on all emploJeea for whnm yoo fl l•d withholding 
•tal•rn•nu cr.oeral Tax Hetum Form 9 41 ). Do NOT inc lu t your aubcontrecton or their employ• ••· 

5. During tho pay periods whll>ll Include tM 12th of Mwch, M1y, Number of employees 
Augus t, and November 1989, -

P1y period P1y period P1y petiocl 
lncluding inctuding Including 

• · how many conatructlon wortc.wa ....,.. on the payn>ll of the 12th of "" 12th the 12thot 

--~·7 
M.arr..h of M• v Auo«•• 
1989 1989 1989 

••• ,., 10> 
Inc lude -

• Wor1Ung foremen • Crafts men 
• Job-site record keeper• • Equipment operators 
• Laborers and mechanics 

• ·~...._tic .. • T rock driv•r* and helper-a 

•Journeymen • Others engaged directly 
in construction 

b. how meny other emplo'(M• w.,a on the payroll of this a1tabll.ahm-.nt? 101 10• 107 

lnctuda -

• Supervisofl • T echnlcl1ns 
• Job.site and home off a • Architects 
dtrical and maintenance staff • Engineers 

• Personnel ttt111ff • Prote11lonals 
• Purchasing egents • Executives 
• Accounting ttaff •Others engaged in non--

eonstructlon activities 

c . how many total employees wwe on~ payroll ofthl• a1teb&iabment? ... 110 " ' 
Sum lines a •nd b~ 

Example 10. The Revised Version of t hP. Number of Employees Item f rom the Census of 
Construction Industries Questionnaire (OeMaio and Jenkins, 1991) . 
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! , 1-~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~4 
What porcent of K-12 &tudentl5 enrolled in this 
school are male? 

4. 

Record the percent in whole numbers, not tenths; do not 
enter tt dec1mol point. Do NOT include prokindergerten or 
postsecondary studenrs. 

I 

;ossl 

4. What percent oft.he students enrolled in this $chool are male? 

Record the percent in whole numbers, not tenths; do not enter 
a decimal point. Do NOT include prekindergarten or 
postsecondary students. 

% 

4. Excluding prekindergarten or postsecondary students, what 
percent (in whole numbers) of the students enrolled in this 
school are male 7 

% 

% 

' Example 11. Horizontally Al igned Quest ion Format (Top View), Vertically ~.l i g ned 
Question Format with Stand Alone Instructions (Middl e View) , and 
yert1cally Aligned Question Format wi th Incorporated Instruction 
l Bottom View) . 

• 
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i--~~~~~~~~~-

2 . H ow many students (in head counts) were enrollod 
in THIS SCHOOL (the achool named on the 
questionnaire label) in gn1d .. K- 12 or comparable 
ungn1ded levels -

l11clude only students enrolled in the school named on 
the questionnaire Isbel. Do NOT include prekindergarten 
or postsecondary students. 

e . On or •bo..t Octobor t of THIS SCHOOL YEAR? 

b. On or about October 1 of LAST SCHOOL YEAR? 

. 
I 

I 
I 

:OAal StudentS 

Students 
. ·oDSchool not operating In Fall 1990 

Example 12. The Student Enrollment Item from the Public School Questionnaire 
(Jenkins et al . , 1992b). 
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I· 

~ SECTION 2 - STAFFING PATTERNS - Cont inued 

30. How many employees hold full· or part·time positions 
in this school in each of the following categories? 

If an employee holds a position in more than one of the 
categories, count that person as pan-time in each category 
that applles. : FULL-TIME PART-TIME 
INSTRUCTIONAL STAFF I 

a. lnetruotlon=-1 ttt:.ff ln1tructionol oide• :2651 ~ 
(paraprofessionals who assist cla.ssroom teachers) I oO None oO None . 
INSTRUCTIONAL SUPPORT STAFF I 

b. Instructional coordinators and supervisors :2s1I tli!l 
(including curriculum specialists) I oO None oO None 

I 

~ :2591 
c. Ubrarians/Media specialists I oO None oONone . 

:2s1 I tillJ 
d. Library/Med ia center aides I oO None oO None • 

I 

:2631 ~ 
e. Guidance counselors I oO None oONone 

i211s l ~ 
f. Vocational-technical counsel ors I oONone oO None 

SUPPORT SERVICES STAFF I 
I 

g. Administrators: :2671 :ill] 
(1) Principal(s) I oO None 1.tO N 01u: 

I 

:2691 fill 
121 Vice Principal(al I uO N0111j oD None 

I 

:2n l :ill) 
131 Other managers - e.g., business I oONone oO None 

. 
I 

fill h. Administrative support staff - Clerical and :2731 
nonmanagerial support ataff I oO None oO None 

i . Student support service• staff - ProfeHionals and . 
I supervisory staff providing n oninatructional :2151 ~ services t o stud•nts# including he.alt;h, 

psychology, social w ork, or attendance I oO None oONone . 
;. All other support staff (not reported In other I 

categories. such as hfu11tth aides. m•intenance, :2nl :fill bus drivers, security, and cafeteria workers) 
I oO None oO None . 

Example 13. The Cl~ssification of Employees Item from the Public School Questionnaire 
(Jenkins et al., 1992b). 
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PART·TIME EMPLOYEES 

26a. How many employees hold part-time positions in this school in each of 
the following categor ies? Please read through all of the categories 
listed below before starti ng to answer. 

INCLUDE AS PART TIME 
o Employees who work part- time at thi$ $Choo] only. 
o Employees you share with other schools within or outside of the school 

district. 
o Employees who per form more than one function at this schnol, e .g., • 

teaching principal would be counted once as a part-time teacher and 
again as a part-time principal. 

1. Administrators: 
(a) Principals 
(b) Vice Principal(s) 
(c) Other managers, such as busi ness 

2. l nH ruct lunal coordinators and supervisors, 
such as curriculum specialists 

3. Guidance counselors--
needs a definition . 

4. Vocational- t echn ical counselors- 
needs a definition . 

5. Librarians/Media special ists 
6. Teachers 

Do not include as teachers--
Other employees listed in this item, unless 

thoy •lso teach . 

PART-TIME 

0 None or 
D None or 
D None or 

D None or 

0 None or 

0 None or 

0 None or 

Teachers who teach only prekindergarten students 0 None or 

7. Student support services staff, such as school 
psychologists, social workers, occupational 
therapists, speech therapists, nurses, and 
truant officers 0 None or 

8. library/ media center aides D None or 
9. Teacher a Ides 0 None or 

10. Student teachers 0 None or 
11. Clerical and nonmanagerial support staff D None or 

Example 14a. Redesigned Version of the Classification of Employees Item from the 
Public School Questionnaire, Part A, Pa rt-Time Status (Jenkins 
et al., 1992b). 
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FULL·TIME EMPLOYEES 

26b. How many employees hold full-time positions in this school in each of 
the following categories? Please read through all of the categories 
listed below before starting to answer. 

I. Administrators: 
(a) Principals 
(b) Vice Pr1ncipal(s) 
(c) Other managers, such as business 

2. Instructlon~l cool'dinators and supervisors, 
such as curriculum specialists 

3. Guidance counselors-
roeeds a def1nlt1on 

4. Vocational-technical counselors-
needs a definition 

5. Librarians/Media special ists 
6. Teachers 

Do not include as teachers--
Other employees listed in this item. 

FULL-Tl HE 

0 None or 
0 None or 
D None or 

0 None or 

0 None or 

0 None or 

0 None or 

Teachorc who teach only prekindergarten students [] None or 

7. Student support services staff, such as school 
psychologists, social workers, occupational 
therapists, speech therapists, nurses, and 

D None and truant officers or 
8. Library/media center aides D None or 
9. Teacher aides D None or 

10. Student teachers D None or 
11. Clerical and nonmanagerial support staff 0 None or 
12. Cafeteria workers 0 None or 

Example 14b. Redesigned Version of the Classification of Employees Item from the 
Public School Questionnaire, Part B, Full-time Status (Jenkins 
et al., 1992b). 
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KAYB STEWART 

MARIE LEARY I 

;;wmE FLANIGAN I 

STUDENT CLASS SCHEDULES WITH SELECTED TEACHERS 

1. Bxcluding 
study 
hall• and 
free 
period.a, 
doe• John 
Jone a 
currently 
have thie 
student 
tor 
class? 

[ I yes 

t I yea 

I I no 

( J yea 

( J no 

JOHN JONES 

2. Bxcluding atudY halls and 
tree periods, please liat 
the classes in wnich Jchn 
Jones currently has this 
student. 

1. 

2. 

3. 

1. 

ffi 
<··:<< 

1. 

2. 

3. 

3. Hov many 
ti11<10 per 
week doee 
th!e claua 
meet? 

4 . Hov 1W1Y 
total 
atudent.o 
are 
enrolled 
in thio 
ct.aao? 

Exallple 15. . .. 
Questions Developed for the Student Records ~uestionnaire Using i Matrix ronnat 
{.lenkins and Ciochetto, 1993). 
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' 

• 

I I STUDENT 1 's NAME I 
I 

1a Excluding homeroom, study halls, and free periods, do you currently 
teach this student? 

010 1I YesJ 2'.:]No-i, 

b. Do you teach multiple subjects to this 

i I 
student all or most of the day? Skip to Item 2a 

011 10Yes~ 20 No J 
.., 

c. Excluding homeroom, study halls, and free periods, please 
Skip to Item 2l list the classes that you teach this student and the 

number of times per week that each class meets. 

Class name 
Meetings 

oerweetc 

I I STUDENT 2's NAME I 
I 

2a Excluding homeroom, study halls, and free periods, do you currently 
teach this student? 

012 10Yes-i, 20 No -i, 

b. Do you teach multiple subjects to this 

I l 
student all or most of the day? Skip to Item Sa 

013 10Yesl. i0NoJ 

c. Excluding homeroom, study halls, and free periods, please 
Skip to Item 3E list the classes that you teach this student and the 

-

Example 16. 

number of times per week that each class meets. 

·'" . . ·--&;;- -- . 

Redesianed Version of the Questions Developed for the Student 
Records Questionnaire Using a Siflgle Question Fon11at (Jenkins 
and Ciochetto , 1993) . 

502 



~ SECTION 1 - SCHOOL CHARACTERISTICS - Continued 

23a. Does this school offer a general program for students 
who do not plan to attend college? 

~ 10Yes- Contlnue wlthb 
20 No - Skip ro nem 24a 

b. How many students In grades lG-12 are enrolled In ' 
thio program? :21sl Students 

I oONone I 

' 24a. LAST SCHOOL YEAR, how many students were I 
enrolled in 12th grado? :2161 Students - Conf;nue with b 

I oONo 12th graders in 199G-91 -
I Skip to the note above Item 26s I 

b. How many students w ere graduated from the 12th :211! Students - Continue wrth c grade last year? Include 1991 summer graduates. 
I 

oO None - Skip ro the nore above Item 26a I 

c. How many of last year's graduates applied to two· or ;21al Graduates four-year colleges? 
I oONone . 

25a. Does this school offer job placement services for 
graduating oeniors7 ~10Yes 

20 No 
I 

b . Does this school have a "Tech-Prep" program, I.e .. :22ol 1DYes vocational .. technical Instruction in the last two years 
of high school designed to prepare student.s for two I 20No 
years of vocational Instruction at the poirtsecondary I 

level? I 
I 
I 

~ SECTION 2 - STAFFING PATTERNS 
' 

NOTE: For items 26-28, INCL UDE itinerant teachers and 
long·term substitutes. DO NOT INCLUDE studenr 
teachers, teacher aides, short-t1mn substitutes. 
teachers who teach ONLY prekindergarten or 
postsecondary students, and other non-teaching 
staff (administrators, other professionals such as 
counselors and librarians, and support staff) 
unless they also teach part-time. Report in head 
counts, not FTEs. 

268. How many K- 12 teachers have FUU.-TIME teachi ng :2211 Full-time teachers positions at THIS school? 
I oONone I 

b. How many K- 12 teachers have PART· TIME teaching 
i222I positions at THIS school? Part-time teachers 

I oONone 
• 

- Mll:I..- :.- .....,_ ·--·• -·----- _.. .,. •..,. ___ ... __ -· ..... r ... I 

Example 17. Transitional Heading "Section 2 -- Staffing Patterns" Fal ling in the ~iddle 
of a Page on the Public Schoo l Questionnaire (Jenkins et al . , 1992b). 
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• SECTION 1 - SCHOOL CHARACTERISTICS - Continued 
NOTE - Items 2-7 refer to g rades K through 12. Do not include prekindergarten or postsecondary 

students or n rades in answerina these questions. 
2 . How many students (in head counts) were enrolled 

T 

I 
i n THIS SCHOOL (the school named on the I 
questionnaire label) in grades K-12 or comparable I 
ungraded levels - I 

I 

Include only students enrolled in rhe school named on I 

the questionnaire label. Do NOT include prekindergarten I 
I or postsecondary students. 
: 0481 Students a. On o r about October 1 of THIS SCHOOL YEAR? 

b . On or about October 1 of LAST SCHOOL YEAR? 

10491 Students 
I 

oOSchool not operating in Fall 1990 I 

3. How many K-12 students in this school are -
I 

I 

' Do NOT include prekinderganen or postsecondary I 

stud&nts. I 

a. American Indian, Alaokan Native (Aleut, Alaskan ;osol Students 
Indian, Yupik, lnupisr/1 I oONone . 

b . A:illean ur Paeiflc lalandor (Ji1p11nr;se, Chintt-3tt, Filipino, ' Korean, Asian Indian, v;etnamese, Hawaiian. :os1 I Students Guamanian, Samoan, other Asian}? 
I oONone . 

c. His panic, regardless of race (Mexican, Puerto Rican, I 

Cuban, Central or South American. or other Hispanic !oszl Students culture or origin/1 
I oONone 
I 
I 

:053 j Students 
CL Black (not of H isp a nic ortgin)? I oONone 

' I . :054j .. Students 
e. White (not of Hispanic origin)? I oONone 

4 . What peTCent of K- 12 students enrolled in this I 

school ere male7 I 
I 

Record the percent in whole numbers, nor tenths; do not I 
I enter a decimal point. Do NOT include prekindergarten or :ossj l:.o, I % postsecondary students. 

5. How meny K-12 students were •bsent the most 
I 
I recentschooldey7 I 

Include oor11 excus«! and unexcus«! al>sences. Do NOT ;os&f St uchtnts 
include prekinderganen or postsecondary students. I oONone 

6 . How many days are In the school year for students I 
in thle echool? I 

Example 18. Transi t ional Heading and Advanced Instruction Coming at the Top of a Page 
on the Public School Questionnaire (Jenkins et al., 1992bl . 
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29a. Were thero tooching vacancies In this school tor 
this school year, i.e., 1uchin9 posllions for which 
teachers were recruited and Interviewed? 

b. Did this school have any leaching vacancies this 
school year that could nol be filled with a teacher 
qualified in the course or grade level 10 be taught? 

c. Which of lhese methods did this school use 10 
cover the vacancy(lea)7 

M3rk IX) 4/1 that apply. 

I 

I 

; 230 I 1 O Yes - Contmue with b 
20No- Skip to item 3() 

~23 10Yes - Continue with c ~ 
1 20No- Skip 10 item 29d 

10Cancellecf planned course offerings 

20Expancled some ciass sizes 

•DAdded sections to Olher teachers' 
nonnal teaching loads 

• DAssigned a teacher ol another subject 
or grade level to teach those classes 

sDUsP.rl long.term and/or GhOrt· term 
substitutes 

: 237 I sOUsed part·time or itinerant teachers 

: 238 l 10Hired a less qualified teacher 

:239 I sOOther - Specify 7 

Example 19. Conventional Skip Instruction from the Public School Ouestionnaire 
(Jenkins et al., 1992b). 
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1. _,,,.,.... ... ~ ....... • --. .. .... OI•---- •_,.(1111...,._. o- •----........ 
.,_., ,,_,..__.,..,.,.. .. ._.,.... ~--~ ......... •n:i.· 
~OHllOk. 

,Ov·-· ~ liOol.ll ~....,ft~ JOU~ e ti... ;£a$$ d ...... OI -- c:ootr.. e $1101. ,,,aq.,o.:,., • ...,.,... ·~ses,..,.._.~_,1r;n~ 
.......... ,.,., alO .... ,... "ant..,_ )'Oii drank.,~~, ___ ,_, ... 

YOUfll INitOHTH IWllNNct OAT£ SS! __________ .:_ 

s. n.. ..................... ~ 12lfl0r"lh_.,.pt'!tocl 11'0!'! f'HtOel•wrc.i llDow up to Wld --· Oid'J'OUMIOllt . ...... ~ .. ~ 12 ~·7 
MAAK OM! 10X. 

10 v..-a. °"""OhPMI tZl'l'IClrllts.,...-,.,StnoMdc::tQ.ar.-.fftlflr'/*f0tllmost~ 
Gr; kV two.,,,.... .....uh a row? 

• l":' M.A.AK~nox. 

GOTO 
OU!STiOHC 
OHl'AOLI, 

Example 20. 

•Ov .. •D ... 
b °""'O "9 Piil 12 montf'll.. hlW J'OU Jiii 1111 )'OU ""1IHd or ...... dtptnotN Otl 

dQ11'$'11"? 
MAAX OHi eox. 

•D•• •D ... 
c. Oult'O ht~ tz ll'IOl'llhl. .... ,_, l'IMdt>d i.;er ~ c1 ~., e-i ~ 
__ , 
MAl!K oNf IOX. 

•Ov .. •O .. 
4. ~hPMf12l'nOl'ICl'9.,.._..J"Cl'llW¥t"°"'rild100J1~onJ'O"°UM Of ... __ . 

MAN( OHi IQ)(. 

•D•• •D"' 
•. °""""' ...... 12--. ...... JOl.I ... ** ..... ....,......~~ 

J'O'I llopped er CMIOOiM\en.....,., 
M.AAK Of'IE IO)l 

•Ov., •0"' 

Branching Instructions in Questions 1 and 5 of 
the 1990 National Household Survey and Drug 
Abuse Questionnaire (Turner et al., 1QQ2) . 
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SECTION 1 - SCHOOL CHARACTERISTICS - CONTIN UED 

11. Please indicate whether each of the following programs or services is currently available at this 
school to the students lncluded In item 6, either during or outside of regular school hours and 
regardless of funding source. 

.. , 

... 

... 

a. English •• a Second Language - Studenb with limited English proficiency are provided 
with intensive instruction in Englleh. 

r
10 Ves 
20 No 

SKIP to b. 

How m•ny student• participate in this program? 

o O None or--- -- Students 

b. Bilingual education - Native language is used to varying degrees In instf'uct:ing •t.udento 
wtt:h limlt•d Engll•h pro11cfency. for example, transitional bilingual education and st.ructured 
immersion. Do not include foreign language classu or foreign language immers;on programs. 

lr;g~~ 
1 SKIP to c. 

How many student• participate in this pn>gram7 

o ONone or _ ____ Students 

Example 2l. "Salient" S~ i p Instruction (adapted from Jenkins and Ciochetto . 199~). 
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Page 1 

PART A- Employment Status During the Week of April 12-18, 1992 

A1. 

PGM:2 

Were you working for pay or profit during 
the week of April 12- 18, 19927 This includes 
being sett-employed or temporarily absent 
from a job (e. g •• illness , vacation or parental 

·leave), even if unpaid. 

001 10Yes - SkiptoA6 

r- 20 N0 

A2. Did you look for work at any time during 
tho 5 weeks bo'twoon Mareh 8 a nd April 12, 
19927 

o~ 10 Yes 

20N0 

A3. What was your MAIN reas on for not 
working during the wee k o f April 12-181' 

Mark /Xi Ono 
003 10Retired-Skip toA5 

20on layoff from a job 

30 My work is seasonal 

•DStudent 

sO Family responsibilities 

sO Chronic illness or permanent disability 

i O Could not find work or believed no suitable jobs 
available in my field 

·~:. 

sOWaiting for new job to begin within 30 days 

90Waiting for school to begin 

Jo0 Oid not need or want to w ork 

1100ther Specify 7 

A4. Had you previously RETIRED from any 
position (e.g •• mandatory retirement or 
early retirementj7 

AG. During the week of April 12- 18, 1992 w e re 
you working full t ime or part time? 

009 i 0 Full time (usually worked a total of 35 
or more hours per week) - Skip to A9 

I 20Parttime (usually worked less than 
' 35 hours per week) 

A7. We re you seeking full-thne work during 
the week of April 12- 18, 19927 

010 10Yes 

20No 

· AS. What was your MOST impo rtant reason for 
holding a part-time position during the 
week of April 12-18, 19927 

Mark /Xi One 
on 10Fu11-timo pocition not availabto 

20Worked part time to accommodate 
spouse's/partner's job o r career 

30Woriced part time for other familv-related reasons 
.i OPreferred part-rime position for other reason 

Specify 7 

A9; Although you were working during the 
w eek of April 12- 18, 1992, had you 
previously RETIRED from a ny position (e .g., 
mandatory re tirement, early retirement)? 

012 
r•DYes 

i 20No - SkiptoA11 

A10. When did you retire? 

013 

A11. 

Month Year 
I I 

---'-- - 19 ___ ! __ _ 

For whom did you work during the week 
of April 12-18, 19927 (If YOU HAD MORE 
THAN ONE JOB THAT WEEK: Please 
answer for the job you considered your 
principal employment.) 

Employer Name 
004 

l 'Oves 
' ': i · ~0No- Skip to Part Bon Page 4 

. AS. When did you retire? 

014 
sire~----- - ------- - - - -----

oos 

Month Year 
1 I 

---'- -- 19 ___ , __ _ 
~~fio~n -------------------

St8teff0r8i{in-c0Unlry- - - - - - - - - - - - - -

01S x0MARK /Xi HERE IF YOU WERE SELF-EMPLOY.ED 

Ezample 22. "Int:ennediate" Skip Instruction fran the Survey of Colle~e Gradua tes 
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Fill in the first student's name from the cover page on the line below. 

SiODENI i'sNAME 
'--~~~~~~~~~~~~J 

1. Wha t 1s th1s student's current status at this school? 

Enro 11 ed Q.} "Ski to 2 J 
Suspended lJ " 
Expelled 0, 

Transferred 0. Skip to NEXT 
Dropout/Chronic Truant STUDENT 011 PAGE ... 

1 (See definition below) [], 
Deceased 0. 

Other D, Specify 

2. Is this student male or female? 

Male 
female 

3. What is this student's race/ethnicity? 

American Indian or Alaskan Native 
Asian or Pac1f1c Islander 

Hispanic, regardless of race 
Black (not of Hispanic origin) 
White (not of Hispanic origin) 

Sldp to 2 

4a. Excluding homeroom, study halls, and free periods, is this student 
currently taught by [Teacher l]? 

Yes 
No 

Q [ skip to 4b 
0, Skip to Sa . 

4b. Does [Teacher l] teach this student all or most of the day? 

4c. 

Yes 
No 

QI Skip to Sa 
D, . Skip to 4c 

Example 23. "Natural Reading Sequence" Skip Instruction (Jenkins and Ciochetto, 1993). 
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------4..QS D 

Example 24. Diagrammatical Representation of the Conventional (Top View) and 
"Natural Reading Sequence" (Bottom View) Skip Instruction 
Reading St ructures. 
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-IPE01MC-2 
U.S. OUMTMEHT OF COWl(Ja: 

.... AUt# ,,.-c::n-A 
ACT..a Altau.la-G ~ ,.,.,,. 
u.c. P<'AJn"Mtlr(fCW COUCATJOH 

t1A ~ C9'1'" M:lfll t:OUCA..noll l'T.t. T1ST1CS . ..4, 
INT£GRATED POSTSECONDARY.

EDUCATION DATA SYSTEM; ... 
INSTITUTIONAL 

CHARACTERISTICS SURVEY 
1991-92 

llOTl - lJoi& -·~:la~ l20U.S.C. 12llo-tl. V.'I* you--""'*td .. r...,.,..i.""" It oooclod to .......... - ol 11111 _., 
.~ • '"" ;...· .. .. . ·, · ·.,· .~ 

1. Ne me of institution covered by this repo<t 2. UNITIO 

1 ~erol infonn1tion 
I . Telephone numbers ~ § 

1ZIP Code 

§] 

1 Title 

:!!!I 

I. Cotlgreulonal district 
000 

1 Telephone ""1'nber 

!011! 
rl'lenclll lld office Admluionl office 

Example 25. Cover Page of the 1991 -92 Integrated Postsecondary Education Data 
System Questionnaire. 
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Port 11 - EDUCATION ANO TRAINING - Continued 

11. If you •n • atudent • tt•ndln9 • coll• g • °' 
unlv•,..lty, nurtc your 1uitv1. 

12• . Whl'h of th••• klndt of tJ• lnlnO did'°" 
p• r1~1pate In during 1980 Of 19811 

M•rt I X' rhe •PP'OP".lff Yt•r for e1ch ry,,. of 
r111n1ng rov 1ec11ved 

b . W•r• conttnuln9 education unht (CEU'1J or otMr 
fo,m• "' r•cognlr•d c.redlt un1lt ••rned •• • 
r•tuh of th• a bove tr•lnlng (in Ite m 12eJ7 

~ ' 0 Stvden1. tvl·~• 
1 i 0 Sludtnt. Ptrt·lim• 

l 0 Not currenUy a stvdtnt 

b1t80 
~·0 

,.., 
!IEJ,o 

l lHO OJ TllAINJNO 

Military ltflning applieablt to 
present c1v1han occupa1ion 
E•ten.s10t\ or correspondtnc e 
COUfffS I Pl)h c:ablt to pttltftl 
c1v1b1n OCCUPittOI\ 

I • 

I 10 
I 
I 

' I 
I 
I 
I 
I 
I 
I 

I 
I 

,o 
•D 
•O 
.o 
10 
oO 

; 1980 
i..@ 1 D Yu 
: 10 No 

• 
10 

,o 
• D 
•O 
.o 
,o 
oO 

Courses a1tt'l'lployer' s1r11n1ng 
f•ca1ty 

Coursts 1t 1duCt education cel\ttr 

Courses presented in con1unct1on 
Wtth ptOftSSlONI mee1.ngs 
Courses presen11d by t)toless1on11 
training 0191n.za1lons tccmme1c11I 
Of non·ptOf1U 

Other cr11n1ng 
None , .. , 

m:!J,oy .. 
20No 

Part Ill - EMPLOYMENT S TATUS 

13. Our1no the •••k of Mey 9. 1982. wtrt you - ~ I Q Working ful b'ne t35 hours Of' tnOft l)ef week: in It 

1 least one position) - SKIP ro 11• 
• .t D Work....,'i P¥l Une - GO to l 4 
: J 0 Not WOtk..-.g, but seek.no wor\ - SKIP to Part IV 
~ '0 Not wotklf'IO ¥ad not setk1ng wofk - SKIP to 1 S 

14. Wtrt you tttklno h.itl·time wcwttl •131110 Yu} 
; 10. No SKIProll• . 

15. Old you look fot work et any tlm• durtng ,.,.. 3 •••kt ~ t 0 Yes 
PllltOR to the w••k of Mey 9. 1982> : 1 0 No 

16. What w•• tht MAIN re•ton you wtrt not wortdng 
o• not • ••"lno wortt during the week of Mart. 
19827 

l 0 0n YICltl(W'I Of'Oll"lfllrwi$• 1•""c>a'attly CO ftl t '* ~ 1 0 On layofllrom 1 job } 

Mtrt IXJ Ollfy one bo•. 

17a . Dur"'g th• week of M•Y t. 1982. wtrt rouwoflc.lnt 
et lor on layoff fromJ • pot ltlon related to~ 
n • ti,,t-• l t cl•nO-e•, • <Klei a e lenc:e•, 0# e ngineering? 

I 

' I 
I 

' 141 

absent ftom •job fo, health 0t ~tSOft3.I 

''''°"' JO Athted 

• 0 Student 
I 0 F1tl"lily ttSOOI r"t ft4s 

• 0 Ctwonie mness °" pe,manent dis1b1hty 
7 0 COUld not find w0tk Of btltt~d no 

job$ av~ in my ~rticu&lf' f"Jtld 
a 0 Oid no1 wtnt to wOfk 

t 0 New job to b.tgin w ithin 30 dJy'S 
'a 0 W-.l""'V fer ad'lool to "9.n 
11 0 Other - S...cilr 

I 0 Yes - SKPtoP111 IV 
,Q No - COtob 

Example 26. A Page from a Conventionally Designed Questionnaire. 
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Pe9e 7 

C7. 

C8. 

120 

Do you c u rrently be long t o any n a t ional 
professiona l socie t ies or associat ions? 

10Yes 

20No 

In the 2 years betwHn April 1990 a nd 
April 1992, did you a tte nd a ny 
work-relate d w orkshopa, Hminars, or 
other w o rk-related training aC1fvttie s? 

• Do not include coll~ COUf'S4S - theu will lNt 
discuu«J in P•n D. 

• OQ not fnclut:M prol••SJ<>nal tnffllng• unless you 
arundod a Sf)«lll tn1ining usslon conducted ar 
rho m-inglconferet>CtJ. 

r-10Yes 

i 20No- ~roc12 

C9. In which of th• fo llowing ..... did you 
attend work- related workshop•, •eminera, 
or other work-related training •ctlvlties7 

121 

122 

123 

124 

C10. 

125 

"'' 
127 

128 

12S 

Mark IXJ Y•• or No for ••ch v .... No 

~ ~ 
•• Management or supervisor training .. 1 0 20 
b. Technical tralnin8 in my 

oceupational liel .............. 1 0 20 
c. General profoaalonal training (e.g .. 

public a peaking, business writing) .. , 10 20 
d. Other work-related trolnlng Sp.clfy 7 10 20 

--------------------- --· 

For wfllch of the following Neson• did 
you attend trelning activities betwMn 
April 1990 a nd April 19927 

Marlr (}() Yes or No for Helt Yes No 

L To .cquiro further llkills or knowhdge ~ ~ 
in my current occupalionol fiekl ••..• 10 z 0 

b. To .cqulre alcills or knowledge 
;,, o diffo.,.nl fiold,,, .... , •...•. 10 20 

c. Forlicensur~flc8lion ...•...•. 10 20 
d. To increase opportunities for 

promot1on1a11va,,..,,,entll\lgher selary 10 20 

t. To loam skills or knowi.dge needed 
for a reoently .cqulred poSltlon (o.;., 
orie.nt11tinn' •.• •. -· ....... ..-.. - ·. t.0_ 2'0 

C1 1. What were your TWO most important 
re as ons for attending t raining activities? 

Most IMPORTANT REASON 
___ from Question ClO - /Enter LEITER! 

SECOND most IMPORTANT REASON 
from Oueetion C10 tEntor LETTCnJ 

C12. During th e 52 weeks of the 1991 
calendar year, h ow many w eeks 
w e re you-

13• 

13S 

136 

m 

NUMBER 
OF WEEi<;S 

Working, inc luding weeks of 
1 paid vacation, P8id sick leave, 

___ 1 __ _ and milrtarv service? 

1 On an unpaid IA.Ave o r 
_ __ 1 _ __ absence from a job? 

I 
I 

_ __ , __ • Not working but seeking worl<? 

I 
I 

___ , _ _ _ Not working and not seeking work? 

I 

_.s_:J __ TOTAL 

C13. What was your TOTAL EARNED income, 
BEFORE deductions for 19917 

$ 

138 .00 
Total 1991 earned income 

Exant>l" 27 . 1\ P<19c fran a Redc1Si9ned ~tionnaire. 
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9• 2 

I 

Pkase fill OMco4umn ... 
b' each penon k1ed t:n 
Question la on p11ge 1. 

2. How it this person relattd 
to PERSON I? 

fWONEcOdolw..m-

lf Other rtl•ttYeof pertOn In mlumn 1, 
• fiD Clrcle ond print ex&d re:lodonsh'lp. suich 
as mocheMn·law. gran~)fl,.rn1 vin.ift-~. 
ni«c. CO'*', and so on 

• 

13 , s.. 
Al ONE-beach-. 

4. Rece 
AIONEclrdo lw lh<,_ INt thopenon 
ccnolden hlmsd/haMll to be. 

ti .-.. (Amer.). - "'" .,..,,. " lh< .......... ...,.,... _ _____ _ 

U O<hor Allan cs Plldk hloDdor (AJll). 

---· '°'~ Ho.x.g. Fl;en. Uot!on, Thal, Tongan.~. 
Ca.mbodM.n, •nd soon.------~ 

u Other fK«. pdnl tll« 

5 . ,.,.. ..... _olblnh 

o.. Pmt uth pmon's 191 at IMI tMrthday. 
f'oll tn the mal<Nns drde below oach bm. 

b . Pitt .cit penon•s ,.. of~ Ind• the 

malC""'9 - below - ..... 

l 

• 

PLEASE ALSO ANSWER HOUSING QUESTIONS nN PA 
PERSON 1 PERSON 2 ,__ 

--
STAAT., lhoc.....,_lhc""-"old 
~ (or OM <i ihe mtm~ tn wboM twWM 

the home IS OM'lotd, bting bougln. or re:ntitd. 

U th«. It no tudl pet:')On, __,r, thbWwmn w!U1 

"l'lflduahouocholdmcmba. 

• 
0 Mae 0 f.,,..i. 

0 Whtt 
0 illod<«Newo 
0 lndlon (Amet.) ll'>tnt tho nome of lhc 

.. ~!'!f'.!'~_'!."!!:7 _____ , 
' ' ' ' 0 ~-----· ________ ___ , 

o Al•w• ~orPdlcWonder(API) 

0 Odncw 0 J~_. 
o ~ • 0 -~ 

• · Ai< 
~ i i : 
I I • ' 
L. .... - .... ..J..--..J 

0 0 0 0 00 
1 0 1 0 1 0 

t 0 20 
3030 
4 0 4 0 
5050 
6 0 60 
7 0 70 
8 0 8 0 
9 0 9 0 

o s.-
0 Guom ...... 

b. YfMof~ 

1 j : 1 ! 
----.. --...L---...1...---' 

1 • 800 0 0 0 
9 01010 

2 0 2 0 
3 0 3 0 
4 0 4 0 
S O S O 
6 0 6 0 • 
7 0 7 0 
8 0 8 0 
9 0 9 0 

0 s.p..alod 0--

---
If a. RELA TCVE or Person t · 

0 HUlbflnd/wk C B:rocha/ldler 
3 NMw~n (,,; f Mher/moehft 

°' .oopc~ C Ci.nckhlld 
ton/daughte:r C 9!11-•! !9..i..~! .:,. , 

0 $1tp$0ft/ I I 

' ' --·---~!------·~~~~~~~====~ WNOTREl.A'Tll>,.P..,..1: 

O R-. booodtt. C Unmam.d 
nr fnct.,. rh~ pannet 

0 Housema1e, • 
room"""4 

0 M.i. 

0 \Yhite 
o Btadl or Nego 

0 F....i. 

O lndloA (Arna.) (Prlnl dwt namio nl .n. 
~!'! f'.!' _!f_!•~;'J-- --- --- , 

' ' 0 ~------------ ---------· 
0 AM:ut Alan or Pdlc ~(APO 

0 °""... 0 "--
0 ....... • 0 ,.._ lndien 
v Hewdan 0 S.mowt 
0 Kortan 0 Gua.m.nktl 

0 ~·~-----~ -~-~'.7 .--, 
' ' ' ' 0 ~ .... jj>;,N-.-J ·------ ----· 

•. A9C 
j I i I 

: : l : __ __ ._ __ ,,.,._ _ _ .J 

0 0 0 0 0 0 
1 0 1 0 1 0 

2 0 20 
3 0 30 
4 0 4 0 
5 0 50 
6 0 60 
7 0 7 0 
8 0 8 0 
9 0 9 0 

b. Y~ot~ 

/

I 1 I I 

: : : ~ 
~- ..... ______ .J ...... .J 

1 • 8 0 000 0 
9 0 1 0 1 0 

2 0 2 0 
3 0 3 0 
4 0 4 0 
5 050 
6 0 6 0 • 
7 0 7 0 
~ 0 8 0 

9 0 9 0 

If a REL 

HNOT I 

( 
( 

a.Age 
; 

' !--· 
0 { 
1 ' 

( 

t 

Exanple 28. Original census ~estionnaire Using a Matrix Pomat. 
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THE 1992 NATIONAL CENSUS TEST 
Four very brief questions about each person living in your household on April 1, 1992. 
Please complete both sides of this questionnaire OMB No. 0607-0728 
and return in the postage-paid envelope. Approval Expires 09/30192 

A . Please answer t he four brief 
questions for each person 
llvlng at this address ---
as of Wednesday, April 1, 1992. 

DON'T INCLUDE PERSONS WHO: 

•Usually live somewhere clso 
•Aro away in an institution such as a prison. mental 

hospital, or nursing home 

•Are college students living somewhere else while 
attending college 

·Are Jn the Armed Forces and live somewhere el5e 

•Stay somewhere else most of the week while working 

(Su.n with th• hou$11ho/d mem"-r, or one of the 

• 

houstlhold meml»rl. in whose name this 
house or apanmenr is owned, being bought 
or rented. If there is no such ~rson. stan 
with any adult household member.) 

PERSON 1 

4916 Livingstone St. 
Brerer, WA 90001 

BE SURE TO INCLUDE PERSONS WHO: 

•Usually live here, such as family members, housemates and 
roommates, foster children, roomers, boarders. and llve·ln 
employees 

•Are temporarily away on a business trip, on vacation. or in 
a general hospital 

•Are COiiege students staying here while attending college 

·Are in the Armed Forces and live here 
•Are newborn babies still in the hospit.al 
•Are children in b0ard1ng schools below the college level 
·Stay here most of the week while working, even if they 

have a home somewhere else 
•Hav• no othor homo :ind •r• .uying here on April 1 

4. What is this per9on'a raet? 
0Whito 

B Block or Negro 
American Indian (Print name of enrolled or 

principal lriNI-> __________ _ 

B=o 
NAME 

~//lri,~n~Q--~c:a-n~--------~F=irst~---TrililiT" 

1 . ...... ;. thie penon'• •• , 

B Fetn1le 
Mole 

2.- .. ---. - al-1 

WWl l l 
Month Dav Year 

PERSON2 

NAME ~~--
tP.rilit> ~ --

(tr it ilnportMd t.o flMIN'M 

!!gJ!! a.-ions 3 •nd 4) 
3. lathio-af 

Sp.niltJIE ; nnic origin? 

B No. not span;~nk: 
Yes. Mexican, 

Mexic:a:n-Am., Chicano 

§ Yes, Puerto Rican 
Yes, Cuban 
Yes, other Spanish/Hispanic 

/Print group) ... ____ _ 

Bou .ia:.=e 
8 Filipino 

Man hldi.n 

8 Hawaiian 
Samoan 

B Korean 
Guamanian 

B Vtetnamesa 
Other Asian or P1cilie lslan<Mr 

(Print race)_, ___________ _ 

D Some other race 
(Print r.JOI) ... 

4.§: io ..... _ •• ..-1 

Bladt or Negro 
American Indian (Print Nm• of enrolled or 

_ _ {Hlflclpal rr/00/ .. ------- ----· · • 

Exartt>le 29 . Ra:leSigned t;ensus ~estionnai.re Using An Individual Space Femat. 
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DISCUSSION 

Jared B. Jobe 
National Center for Health Statistics 

These excellent papers approach the topic of self -administered 
questionnaires from different perspectives: Lessler and O'RPilly 
discuss the use of audio computer-assisted self-administered 
questionnaires for sensitive questions; Jenkins and Dillman 
describe the use of graphic design principles, as well as cognitive 
and motivational factors in the design of paper and pencil self
administered questionnaires. Its a privilege to have the 
opportunity to discuss their results, relate their findings to the 
literature, and offer some suggestions for future work . 

Presentation by Lessler and O'Reilly 

Lessler and O'Reilly describe the evidence that self
administered questionnaires result in more reports of sensitive 
behaviors . They describe the disadvantages o! self-administered 
4uestionnaires; some ot these problems were discovered by cognitive 
testing. They describe computer-assisted self-administered 
interviews {CASI), and audi o CASI data collection, as well as some 
of .. udio CASI• o <>dvantages. Finally, Lhey presem:ed t:he results ot 
an experiment conducted during the National Survey of Family Growth 
(NSFG) Cycle 5 Pretest. 

The first issue that I'll address is respondents' ratings of 
their preferences o! method of administration. Lessler and 
O'Reilly describe a small-scale study by O'Reilly, Hubbard, 
~essler, Biemer, and TUrner (forthcoming) showing that respondents 
preferred the audio CASI method. A greco-latin square design was 
used. Thus, all respondents' ratings were unbiased for the three 
oclf -administration m.,Lhods test:ea. In the present study by 
Lessler and O'Reilly, respondents also recommended audio CASI for 
reporting abortions. However , such a finding should be interpreted 
with caution. Respondents could only compare audio CASI to the 
computer-assisted interview. Contrast that result with those from 
a collaborative study between the National Center for Health 
Statistics (NCHS) and the National opinion Research Center (NORC) 
(Jobe, Pratt, Tourangeau, Baldwin, and Rasinski, forthcoming). In 
the NCHS-NORC study, focus group respondents recommended focus 
groups for collecting sensitive information, and respondents in a 
CASI pret:esL 1ecommenaea CASI. Both the Lessler and 0' Reilly study 
and the NCHS-NORC study lack appropriate comparison groups. 

All thiai;ia studieo impooc large demand chardct:erist:ics on 
respondents {see e.g., Orne, 1969) . Therefore, my conclusion is 
that respondents will usually prefer the aciministracion method that 
they have just experienced. Thus, the audio CASI may not be as 
strongly preferred as Lessler and O'Reilly' s results would suggest. 

A second issue is whether method of administration effects 
occur when collecting data about sensitive topics . This is a 
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timely question. The O'Reilly et al. study, described by Lessler 
and O'Reilly, found that the two CASI methods, audio and video, 
produced more reports of marijuana and cocaine use than the paper 
and pencil self-administered questionnaire. Few differences in 
sexual behaviors were noted. In Lessler and O'Reilly's study, the 
1 78 respondents reported 48 abortions when using audio CASI, 
compared to 42 abortions during the regular interview . 

This resul t can be contrasted with results of the NCHS-NORC 
study mentioned above (Jobe et al., forthcoming) . we crossed 
computer-assisted and paper and pencil interview modes with 
interviewer and self administration. Computerization had no 
effects on a variety of reports of sensitive questions. Self 
administration, however, resulted in more reports of some sensitive 
behaviors: As shown in the top panel of Table 1, more sex partners 
were reported for the last year, last five years, and lifetime with 
self adminis tration. As shown in t he middle panel of Table l, more 
condom use was reported i n the last 30 days and past year 
(marginally significant) with self administration. As shown in the 
bottom panel of Table l, more respondents reported a sexually 
transmitted disease with self aaministration. Neither 
computerization nor self administration had any main effects on 
reports of abortions or drug use. 

Table l 

Mean sexual partners and rates of sexually transmitted 
diseases by method of administration 

Number of Sexual 
Partners 

Pas t Year 
Past Five Years 
Lifetime 

Condom Use 

Past 30 Days 
Past Year 

Sexually Transmitted 
Diseases 

Method of Administration 

Self
Administered 

l. 7 1 
3.87 
6. 5 1 

46.7% 
23.8% 

22.0% 

Administered by 
Interviewer 

l..44 
2.82 
5.43 

35.3% 
17 .9\' 

17.0% 

Source: National Center for Health Statistics 
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l. l.9 
1.37 
l.20 

1.32 
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Recently, Boekeloo, Schiavo, Rabin, conJ.on, Jordan, and Mundt 
(1994) reported that patients at a sexually transmitted disease 
clinic reported more high-risk sex behaviors to 2 of 16 questions 
for audio CASI compared to a written self-administered 
questionnaire. Both were superior to a face-to-face interview. 
They also found fewer missing responses with the audio CASI. 

Thus, the studies I have discussed and several others, 
i ndicate that self-administered questionnaires may result in more 
reports of sensitive behaviors than interviewer-administered 
questionnaires . However, not all sensitive behaviors are reported 
more frequently in every study showing self- administration effects . 
Moreover, there is some evidence that computer or audio CASI is 
slightly superior to other forms of self-administered 
questionnaires . We clearly need more studies comparing difterent 
methods of administration, especially comparing written, video, and 
audio self administration . My hypotheses are th,.t., ar.rmu: studiPs. 
the effects will be small and equivocal among those three, but that 
effects will be larger and more consistent for self administration 
over interviewer administration. 

A third i ssue raised by Lessler and O'Reilly's presentation is 
the use of incentives in sensitive surveys. They manipulated 
incentives as a va~·i.Wlto , l11 .iaalLlu11 tu audio CASI. Tal:lle 2 shows 
additional data from t heir study, reported by Mosher and Duffer 
(1994). Sel f administration and incentives worked in an additive 
fashion: The highest percentages of respondents reported an 
abortion with a $20 incentive and audio CASI (30%), and with a $40 
incentive and no audio CASI (29t). Intermediate levels of abortion 
reporting were found with audio CASI and no incentive (25tl. and 
with a $20 incentive and no audio CASI (22t). The lowest level of 
reporting was found with no audio CASI and no incentive (14%). 

Table 2 

National Survey of Family Growth Cycle 5 Pretest 

Group t Reporting No. in 
Abortion Group 

In-home, No $, NO Audio CASI 14t (n • 96) 
In-home, $20, NO Audio CASI 22t (n • 72) 
In-home, No $, Audi o CASI 25\- (n • 98) 
In-home, $20, Au<lio <.:Al:il 30\- <n = 80) 
Off Site, $40, No Audio CASI 29t (n • 147) 

Source: National center for Health Statistics 
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In t he NCHS-NORC study {Jobe et al., forthcomi ng), incentives 
were used onl y with neutral site interviews, and respondents 
interviewed in their own home were not paid. We found no main 
effects on t he incentive/site variable for any of the tested 
sensitive behaviors. Thus, in one study incentives had an effect, 
and in another study incentives had no effect . Clearly, more 
research i s needed on the effect s t hat incentives have on 
responding to sensitive questions. 

Presentation by Jenkins and Dillman 

Jenki ns and Dillman presented 20 principles for designing 
self-administered questionnaires. In her conclusions, Ms. Jenkins 
states, "Little information on t he design of self- administ ered 
questionnaires existed until relatively recently. That which did 
was based primarily on common sense and individual experience . " 
What is significant and interesting about t his statement is that it 
is so c lose to stacements researchers made about the design of 
interviewer-administered questionnaires before cognitive psychology 
began to make an impact a decade or so ago . 

I am excited by their approach. Their principles have a high 
degree of face validity. Potentially, attention to graphic design 
features as well as cognitive and motivational factor& could 
improve self-adminis t ered questionnaires as much as cognitive 
i n terviews have improved interviewer- administered questionnaires. 
However, in order for this to occur, two major differences must be 
overcome between how cognitive psychologists approached 
questionnaire design and how Jenkins and Dillman have approached 
self-administered questionnaires. 

The first difference is that, from the begi nning, cognitive 
psychologists involved in questionnaire design have utilized the 
theories ana results from cognitive psychology {tor reviews, see 
Jobe and Mingay, 1991 ; Jobe , Tourangeau, and Smith, 1993) . These 
scientific citations helped convince people that questionnaire 
des ign could be more of a science and less of an art. Researchers 
int egrat ed basic and applied cognitive research on language 
comprehens ion, memory encoding and retrieval, frequency and 
magnitude estimation, heuris t ics, and deci s i on processes. These 
are described i n articles and books dating back to the beginning of 
the survey research-cognitive science collaboration {e .g., Hippler, 
Schwarz , and Sudman, 1987; Jabine, Straf, Tanur, and Tourangeau, 
1984; Moss and Goldstein , 1979). 

A prime example is an excellent discussion by Fred Smith 
(Smith, l.991.). He described ho w cog n itive labor atory research on 
free recall, on frequency estimation, and on magnitude estimation 
applied to the respondent s' tasks of recalling their previous day• s 
intake, estimating the f r equencies with which they eat foods, and 
estimating the sizes of their portions . Awareness of the 
literature on cognitive theory and research has resul ted i n the use 
of t hese t heories and application of results in questionnaire 
design research. Re searchers who are not cognitive psychologists 
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have been able co this knowledge to design excellent cognitive 
experiments on questionnaire design. 

Jenkins and Dillman scace that a major reason for their papers 
is to encourage experimental research on the issues raised by their 
20 principles. Theirs is a laudable goal, and an attainable one. 
A paper with these well thought out prinr.iplps will encourage more 
research, if it is well grounded scientifically . A necessary next 
step for Jenkins and Dillman is co integrate significant research, 
some cognitive, some social, which is applicable co their 
principles. Relevant research has been conducced on reading 
comprehension (e.g . , Graesser and Bower, 199 O) , eye movement (e.g. , 
Carpenter and Just, 1983), respondent effort (Krosnick, 1991), 
politeness (e.g., Grice, 1975), and impression management (e.g., 
Schwarz, 1993 ), co name a few areas. 

The second differPnr'P between ehis preaeneation and the 
cognitive approach is that cognitive psychologists have well 
described the applicable methodology so that other people can use 
it. The mos t prominent example of this is the cognitive interview 
(e.g., Lessler, Tourangeau, and Salter, 1989; Willis, Royston, and 
sercini, 1991) . Although different cypes of cognitive interviews 
are used, the one most frequently used in questionnaire design is 
the concurrent chink .. 1vud wich probes. This meehodoJ.ogy has been 
described sufficiently so that the largest federal statistical 
agencies, university survey laboratories, and private survey 
organizations now use cognitive interviews and do it well. It is 
not very difficult to learn, although there are individual 
differences in skill at conducting cognitive interviews. 

Jenkins and Dillman have NOT described appropriate techniques 
for all their principles so that others can use them. For example, 
they refer to graphic design principles in their paper. But, after 
L~~ding chis paper and a much longer version of the same paper--! 
am unable to describe these graphic design features. In Principle 
two they state about Example 3, "This cover page uses natural 
reading format and graphical design features.• The same problem 
occurs on other principles such as numbers 11 and 12. Principle 11 
uses the same two terms, and yet they are never defined . For these 
principles to be helpful , they must not merely give examples of how 
the Census Bureau successfully solved questionnaire design problems 
for a particular survey (I am impressed with their success), but 
they must educate people so that they can use them on their own 
questionnaires. 

Several of the principles ARE self explanatory and easy to 
implement. ~or example, I develup~d a solution to the problem of 
multi-task formats identified in Principle 8 and illustrated in 
Examples 13 and 14. In the solution described by Jenkins and 
Dillman, the respondent must still perform two mental calculations 
at a time. In contrast, another solution would be to ask 
respondents to report the total number of employees in each 
category, such as teachers, guidance counselors, and teachers 
aides. Then the respondent can be asked to divide the employees in 
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each category into full time and part time wor kers. Not only does 
this solution require the respondent to perform only one mental 
task at a time, but it more closely matches how the information is 
likely to be or ganized in the respondent's l ong-term memory. The 
solution I just descr ibed also illustrates my earlier point that 
knowledge of relevant scientific literature can make these 
principles mor e e f f ective. 

A third issue, and one that ill ustrates t he effectiveness of 
the principl e s , i s t he split-ballot experiment . The one descri bed 
by Jenki ns and Di l lman used 5 experimenta l qu.,:;LluunalL.,:;, "nd is 
a dramati c example of how these principles can be tested 
experimentally and s hown to be effective. Thi s study demonstrated 
that large structural and organization resulted in large 
improvements in item and response rates. Note also that smaller 
changes produce smaller results. 

I can conclude by stating that these 20 principles have the 
potential to revolutionize the design of self-administered 
questionnair e s . However, the long-term effectiveness of these 
principles may be determineo, at least in parr., by how their 
scientific underpinni ngs are explicated, and by how their everyday 
use is described. 

AClCNOWLEDGEMENT : The aut hor is greatl y i ndebt ed to Douglas Herrmann 
for his many valuable suggestions on an e arlier version of this 
paper. 
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1. Introduction 

DISCUSSION 

Roger Tourangeau 
National Opinion Research Center 

Both of the papers in this session concern the impact of the 
mode of data collection--in particular, the effects of self
administration--on data quality. The paper$ £hare a more specific 
concern with the difficulties respondents may have in reading 
survey questions and following skip patterns and other instructions 
for completing the questions. The two papers explore very 
different approaches to addressing these problems. The paper by 
Jenkins and Dillman describes some procedures for making it easier 
to read questionnaires; the paper by Lessler and O'Reilly discusses 
a method that eliminates the need for the respondent to read the 
questions entirely. 

Although a good deal has been written about the impact of mode 
of interviewing on the results obtained (see, for example, Bradburn 
et al., 1991; deLeeuw and van der Zouwen, 1988; Groves and Kahn, 
1979; Hochstim, 1967), there is no general model of the effects of 
the different methods of collecting survey data. The various 
popular methods of collecting survey data--in telephone or face-to
face interviews or in self-administered questionnaires--diff er on 
several important dimensions; further, each of these basic 
procedures can be carried out on paper or using a computer. I 
suggest that the different modes of data collection vary on at 
le~st three key pcyohologioal dimcncionos 

1) Cognitive dema.nd_s. conventional paper-and-pencil 
questionnaires require either the respondent or the 
interviewer to read the questions and to follow the 
instructions; this requirement may sometimes exceed the 
reading abilities of respondents or interviewers. 

2) Level of privacy. By eliminating the need for 
respondents to tell the interviewer their answers, self
administered questionnaires may reduce respondent 
concerns about the interviewer's reaction or about other 
family members overhearinq sensitive information. 

3) Perceived importance of the study. Laptop computers 
are still a novelty for most of the population, and the 
use of laptops in face-to-face data collection may 
enhance the perceived importance or objectivity of the 
study. 
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A general model incorporating all three dimensions is depicted i n 
Figure 1. According to the model, features of the method of data 
collecti on (such as use of self-administered questions) affect the 
three psychological d i mens i ons (e.g., level of privacy), whi ch in 
turn affect data quality (willingness to report accurately about 
sensitive behaviors). Much of what is currently known about the 
dif ferent modes of data collection is captured in the model. 

Piqure 1 . Path Model of Mode Effects 

SOll
AdmUilalnUon 

Auollto17 
Pruent&Uon 

2. Paper by Lessler and O' Reilly 

i....e1 of ReporllD& 

RellabW 

11a1e or Jllalq, 

011l-<>f..ltaqe 'alua 

The paper by Lessl er and O' Reilly reports results from a study 
that compared computer-assisted personal i nterviews (CAPI) with 
interviews i n wh i ch the computer administered the questions 
directly to the respondent v i a earphones (audio computer-assisted 
sel f-intervi ewing, or audio-CASI). Thi s study was done as a 
pretest for Cycle v of the National survey of Family Growth (NSFG) , 
and the p retest comparison naturally focusses on the two modes of 
data collecti on most likely to be used in that survey. 
Unfortunately, the pretest was not designed to separate out the 
effects of the several key advantag es that audio-CASI offers 
relative to other modes of data collection (computerization, 
audi tory presentation, self- admi n i stration). By comparing audio
CASI and CAP!, the pretest mainly examines t he impact of self
admi nistrati on rather than the other variables distinguished in 
Figure 1. 

A fair number of studies have already shown that self
administration increases the level of reporting of sensitive 
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behaviors. For example, Turner, Lessler, and Devore (1992) 
demonstrated increases in reported drug use with self-administered 
questions, a finding replicated by Schober and colleagues (Schober 
et al., 1992). London and Williams (1990) find that more abortions 
are reported on a self-administered questionnaire than i n a face
to-face interview (see also Mott, 1985). A study recently 
conducted by NCHS and NORC demonstrates increased reporting of 
sexual behaviors in self-administered questionnaires (see Table l). 
That study compared face-to-face interviews and self-administered 

= questionnaires in both a computer-assisted and conventional paper
and-peneil fonnats; as ;,. apparent in Table 1, the effects of self
administration were larger and more consistent that those of 
computerization. 

• 

Table 1. Mode Effects in the women 's Health study 

Experimental Group Mean Reported sexual Partners 

Past Year Past 5 Lifetime 
Years 

Self-Administered Questions 1. 72 3.88 6.54 

Conventional (SAQ) 1.56 3.37 6.88 
Computer-assisted (CASI) 1.89 4 .40 6.25 

Interviewer-Administered Q's 1.44 2.82 5.43 

Conventional (PAPI) 1.56 2.86 4.58 
Computer-assisted (CAP!) 1.36 2.79 6.27 

Note: Each mean based on approximately 240 interviews; total 
rows for self- and interviewer-administration are based 
on approximately 500 completed interviews. 

The results of the NSFG pretest on the differences in abortion 
reporting by mode are not very dramatic--audio-CASI increased the 
proportion of the sample cases who reported an abortion to 27.1% as 
compared to 23.8% when those same cases were interviewed via CAP!. 
Moreover, the audio-CASI abortions questions were different from 
those in the CAP! questionnaire, and they were administered after 
the respondents had already completed the CAP! interview. So the 
rcculte from the etudy are perhaps better characterized as 
suggestive than definitive. In any case, they are certain to be 
useful to those charged with making practical decisions about the 
NSFG design. 
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Despite any weaknesses in the evidence regarding the 
advantages of audio-CASI, I predict that this technology will 
quickly be widely adopted by survey organizations. Having the 
capability, we will embrace the objective. The advantages of the 
new technology are, in some sense, too clear cut to require a lot 
of experimental conf irmation--computerization virtually eliminates 
skip errors, self-administration minimizes privacy concerns, and 
auditory presentation eliminates the need for respondents to oe 
literate. All in all, audio-CASI is a package that should prove 
irresistible. 

3 . Paper by Jenkins and Dillman 

The paper by Jenkins and Dillman proposes 20 principles for 
improving the readability of self-administered q1.1estionnaires. The 
sensible tone of these recommendations reminded me of the 
admonitions in Tufte •s The Visual Display of Quantitative 
Inrormation and of the advice offered to writers in Strunk and 
White's Elements of Style. I did, however, wish that the authors 
had followed one additional principle; here is my proposed addition 
to the list: 

Principle 21. Pellow tbe Lord's example; never present more than 
ten commandlllents at any one time. 

I am not advocating that Jenkins and Dillman abandon any of 
their principles! But I do think that they might try to formulate 
some larger principles frQm which their more specific guidelines 
follow . As I re'1d their paper, it seemed to me that their 
recoll1lllendations reflected four key underlying axioms. First, the 
flow of a questionnaire should follow the natural reading order of 
the respondents. In English, this means questions should flow ft"om 
left to right and from top to bottom. Second, questionnaires 
should use familiar, readily-understood graphical conventions. For 
instance, the same design element should always cue the same 
respondent action. Third, the questionnaire should call attention 
to the key information {via boldfacing and other methods) . 
Finally, there should be a clear path for respondents to follow. 
Graphical features should emphasize this path. Table 2 groups 19 
of the 20 principles discussed by Jenkins and Dillman under these 
four general themes. 

I found almost all of their recommendations quite compelling. 
The one major exception involved matrix items--for example, 
questions that are asked for each family member or for each event 
of a given type. Jenkins and Dillman argue against giving 
respondents the choice on how to proceed through the matrix, and 
this may be the best way to ensure that they answer every question. 
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Table 2. Four Unde.rlying AXioms 

1) Where possible, take into account the natural reading sequence 
(left-to-right, top-to-bottom). 

--Include key information in the question, not after it (5) 

--Align questions and answers vertically (6) 

--Make top headings more prominent than those in the middle (10) 

2) Use easily understood graphical conventions. 

--Use familiar formats (1) 

--use same design feature to request the same action (13) 

--Avoid variability (14) 

--UlOG different l"youts to distinguish different types of 
questions (16) 

3) Call attention to the Jtey information (1.5). 

--Present only the most relevant information (2) 

--Feature questions rather than explanations (4) 

--Put instructions where they are needed (7) 

--Put captions, units for answers where they will be seen (17) 

4) Establish a clear path through the questionnaire (12). 

--Avoid multi-task questions (8) 

--Avoid matrix questions (9) 

--Use graphical instructions (such as arrows) to make the path 
salient (11) 

--Use graphical features to emphasize the path (18) 

--Avoid separating questions with lines and boxes (19) 

--ProvidG .. tructures th"t make sense leave the R no choice! (20) 

Note: Numbers correspond to those used by Jenkins and Dillman. 
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The counterargument is that there are sometimes good reasons for 
letting respondents follow their natural chain of associations in 
recalling specific incidents. For some respondents, it may be 
easiest to recall events that involve one person before recalling 
those involving the next person; for others, however, an event 
involving one family member 111ay trigger the recall of similar 
events involving a different fa111ily member . As a result, there 
could be advantages to luttlng respondents ro11ow wnatever order 
the flow of memories seems to impose. Only further work can 
determine whether the advantages of imposi ng an order on the 
questions outweigh tho&<> of latting the respondonto ooloct the 
order they find most congenial. 

The work that Jenkins and Dillman are doing is, in my view, 
quite important. Mail questionnaires are likely to remain a major 
method for collecting survey data for the foreseeable future. As 
this paper demonstrates, our current practice in developing these 
questionnaires often talls rar snort of the ideal. At NORC, 
i .nstructions on self-administered questionnaires are sometimes put 
in boxes to distinguish them from the questions. During cogni tive 
pratasts, I hava found that raspondcnte often ucc the box aB a cue 
for identifying material they need not bother to read. So, I agree 
with Jenkins and Dillman in thinking that bad graphical design can 
lead serious errors. 

4. A Final Point 

The method developed by Lessler and O'Reilly and the principles 
articulated by Jenkins and Dillman share an underlying goal--that 
of improving data quality, primarily by reducing missing data. one 
of the main advantagcc of audio- CASI over other methode of eelf
administration is that the software automatically computes which 
item the respondent is to answer next; this eliminates data that 
are missing due to incorrectly skipped i tems. Similarly, many of 
Jenkins and Dillman'& principles stress methods to make sure that 
respondents answer all the applicable questions by making it easier 
for the respondents to figure which questions they are supposed to 
answer. Although audio-CASI has other noteworthy features and the 
principles proposed by Jenkins and Dillman will help address other 
response problems {such as questions that are misunderstood rather 
than missed entirely), a major objective of both approaches is the 
reduction of missing data. Valuable though this endeavor is, I 
cannot help but wonder whether this is the most pressing data 
quality issue that we face. The development of computer-~ssisted 
data collect ion methods has greatly increased the capital 
requirements of survey organizations; I sometimes wonder whether 
the gains in terms of data quality have provided a return 
commensurate with the investment. Perhaps it would make more sense 
to worry about whether respondents answer the questions accurately 
than to worry so much about whether they answer at all. 
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Session 10 

STATISTICAL USES OF ADMINISTRATIVE RECORDS 



Improving Data Quality Through Increased Data Sharing 

Edward A. Trott' 
Bureau of Economic Analysis 

In th1s t1me of major cutbacks throughout the federal government the Bureau ot 
Economic Analysis (BEA), along wi th other statist ical agencies, is being asked 
to illlflrove the quality of statistical information and its availability. This 
is a big challenge. It will require a lot of thinking •outside the lines,• 
followed by action. 

To emphasize this point, I offer the following quote; 

"In a rapidly changing world, the best solution is not to keep 
redesigning the organizational chart; it is to melt the rigid 
boundaries between organizations. The federal government should 
organize work according to customers' needs and anticipated 
outcomes, not bureaucratic turf. It should learn from America's 
l.J~>L · ru n companies, 1n wh1ch employees no longer worl< 1n separate, 
isolated divisions, but in project- or product- oriented teams. 

To do so, tha govornmant must make three changes. It must give federal 
workers greater decision making authority, allowing them to operate 
effectively In cross-cutting ventures. It must strip federal laws of 
prohibit i ons against such cooperation. And it must order agencies to 
reconsider their own regulations and tradition-bound thinking.• ' 

One of t he recorrmendations of the Nat ional Performance Review is the 
elimi nation of legislati ve barriers to the exchange of business data among 
federal statistical agencies. This recorrmendat ion is referenced as DOCII and 
cites t he Census Bureau, Bureau of Labor Statistics, and the Bureau of 
Economic Analysis as parltcipaling agencies. It further recorrmends the 
reduction of reporting burden on American business. 

Today l will mention several areas in BEA's international , national, and 
regional accounts that utilize data from the Internal Revenue Service (IRS}, 
Bureau of the Census (BOC}, and Bureau of Labor Statistics (BLS} - -where we are 
today--and then take a look at where we could be if more barriers to 
Information exchange are removed. 

1The author is the Assistant to the Chief, Regional Economic Analysis 
Division, Bureau of Economic Analysis, United States Department of Co11111erce. 
He is grateful for the contributions of Ralph Kozlow, International Investment 
Division; Brooks Robinson and Kenneth Petrick, National Income and Wealth 
Division; and Wallace Balley, Regional Economic Measurement Division to the 
various parts of the paper. 

'"Creating a Government That Works Better and Costs Less; The Report of 
the Nat ional Performance Revi e91.• Penguin Books, USA, 1993. 
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I.Current Uses 

International Accounts 

BEA and the Census are authorized to exchange certain confidential statistical 
data with one another for the purposes of augmenting and improving the quality 
of BEA's Title Z2 (direct investment and international services) data and 
Census' Till~ 13 (economic census and related programs) data, under the 
Foreign Direct Investment and International Financial Data hnprovements Act of 
1990. Under the same act, the Bureau of Labor Statistics is authorized, for 
the purposes of •ugmentlng and improving Its data, to have access to selected 
information collected by BEA. Only data collected directly by BEA can be 
shared with Census and BLS; thus, for example, data BEA obtains from Census 
cannot, in turn, be shared with BLS. Similarly, only data collected directly 
by Census can be shared with BEA. Thus, BEA cannot have access to 
administrative records data obtained by Census from the IRS. 

BEA and Census have made extensive use of their limited authorization to 
exchange data with one another and, as a result, have significantly augmented 
and improved the data collected in their business statistics programs. 
Several data exchanges have been fur the purpose of obta1n1ng detailed, 
establishment-level data on foreign direct investment in the United States. 
In 1992, BEA information on the identity of enterprises, or companies, that 
were foreign owned was linked to the Census' establishment-level data on the 
Standard Statistical Establishment list covering all U.S. establishments, to 
obtain detai l ed BOC data (State by 4-digit SIC) for 1987 on the number, 
employment, payroll, and shipments or sales of foreign-owned and all U.S. 
establishments. In 1993, BEA and Census released detailed data (mostly at the 
3-digit SIC level by State) for 19S9 and 1990, covering nearly all the data 
Items on Census ' Annual Survey of Manufactures (ASH) for foreign-owned and all 
U.S. manufacturing establishments. In 1994, SEA and Census will release 
detailed 19SS and 1991 ASH data for foreign -owned and all U.S. establishments. 
These exchanges have enabled statistical analyses that offer Important new 
insights into the operations of foreign-owned companies and their Impact on 
particular sectors of the U.S. economy.• 

Other data exchanges between SEA and BOC have been for the purpose of 
supplementing the mailing lists for BEA's mandatory international surveys. 
BEA obtained confidential Census data on the identity of companies that are 
foreign owned, of companies that have foreign affiliates, and of companies 
that export services, in order to supplement malling lists for BEA surveys of 
Inward and outward direct investment and of international services 
transactions, respectively. The use of Census data to supplement the mailing 
lists for BEA surveys of International services transactions were particularly 
useful, because a significant number of potential new respondents were added 

' See, for example, "Foreign Direct Investment in the United States : 
Es tab 1 i shment Data for 19S7," in the October 199Z issue of the Survey of 
Current Business, and "Characteristics of Foreign-Owned U.S. Manufacturing 
Establishments,• In the January 1994 issue of the Survey. 
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to BEA' s mailing list as a result. (To further this purpose, questions on 
whether a given company or establishment sold, or exported, any services to 
foreign persons were included on a number of addi tional 1992 economic census 
surveys at BEA's request.) 

In addition, BEA and the BOC are currently studying the feas1b1lity of linking 
BEA's data on foreign-owned enterprises to Census ' establishment-level product 
and product class data from the economic censuses, and product-by-country 
merchandise export data from its Exporter Data Base. The feasib11 ity of other 
data link projects between the two Bureaus is al so being discussed. 

As mentioned above, in a parallel data link project, BEA' s data on foreign 
direct investment in the United States have been linked to BLS data on all 
U.S. businesses. The initial results of that link, released in 1992 by BLS', 
provided data for 1989 and 1990 on the number, employment, and payrol l of 
foreign-owned establishments. In October 1993, BLS released information on 
the occupational structure of foreign-owned manufacturing P~tabl ishments for 
19895

• 

BEA and the Department of the Treasury are also implementing limited data 
exchanges. BEA collects its data on direct investment and international 
services transactions, and Treasury collects its data on portfol1o investment, 
under the same act (P.L. 94-473, as amended) and, in many cases, from the same 
U.S. companies. In order to ensur• lhal companies are reporting correctly to 
both agencies, the Secretaries of Commerce and Treasury obtained DHB 
authorization to exchange and compare certain data. OMB approval for t he data 
exchanges was obtained in January 1993, but BEA and Treasury are still working 
out the details necessary to implement the data exchanges. Note that any 
additional data exchanges between BEA and Treasury will require this same slow 
implementation process (beginning with letters from the Secretaries of 
COlllllerce and Treasury requesting OHB authorization, followed by negotiation 
between the agencies on the details for sharing the data.) It is hoped the 
time and resources required to implement data exchanges would be greatly 
reduced or eliminated if broad data sharing legislation were enacted. 

National Accounts 

BEA currently is accessing both noncorporate and corporate Statistics of 
Income (SOI) data via letters of agreement between IRS and BEA and the 
Secretary of Commerce and the IRS Co11111issioner as pennitted by statutes. The 

'united State~ Oeparlment of Labor. Bureau of Labor Statistics. 
"Employment and Wages in Foreign-Owned Businesses in the United States, 
1989. • Press Release, USDL 92-473 (July, 1992). and (ibid) "Employment and 
Wages in Foreign-Owned Businesses in the United States, Fourth Quarter 1990." 
Press Release, USDL 92-663 (October 1992). 

5United States Department of Labor. Bureau of Labor Stat1stics. 
Research on Occupations in Foreign-Owned Manufacturing Establ1shments 
United States." Press Release, USDL 93 ~455 (October 1993). 
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Bureau's relationship with IRS has been in place for many years--dating back 
to 1944. At that time the Secretary of the Treasury, Henry Morganthau Jr., 
signed an executive order granting Commerce staff access to both noncorporate 
and corporate returns for statistical purposes. This executive order was 
superseded by statute in the early 1980's and access to SOI data from then 
until now has been limited in scope. ' 

Following is a list of some of the specific topics that were recently 
researched via corporate return access--unless otherwise noted, adjustments to 
data resulting from this analysis improved the current year NIPA estimates of 
profi ts, interest, and dividends by adjus t ing extrapolating series to better 
conform to SOI definitions: 

Identified discrepancies between SOI tabulations and trade association 
data in profits reported by life insurance companies for 1986-1987. 
Once identified, the SOI tabulations could be adjusted for changes in 
the tax law. 

Identified differing reporting practices for commercial bank bad debt 
losses in SOI and FDIC tabulations and adjusted the current year FDIC 
series. 

Reconciled pension and profit-sharing reporting practices between SOI 
and IRS Form 5500 preparatory to revising estimation methodology and 
data sources. 

Separated business and interest receipts of credit agencies to more 
accurately measure interest flows. 

Identified public utili ty joint partnership formations to ensure 
unduplicated reporting of new plants . 

Analyzed captive finance companies ' consolidation practices by parent 
corporat"ions to ensure undupl icated reporting of Income items. 

Made adjustments to shift data for individual corporations to different 
industry classifications, which are more consistent with NIPA 
definitions and other data sources. 

A secondary use of the individual company reports has been in the analysis of 
peculiar movements in SOI data. Because BEA has direct access to the IRS' 
corporate tax return information (not for the Foreign Direct Investment 
project), company by company panel comparisons have been compiled to review 
several questions regarding reporting practices , consolidation methods, or 
compilation errors. 

Currently, actual use of noncorporate tax information has been 1 imi ted tu a 
study to determine the reporting patterns of partnership "pass-through" income • 
reported on schedule K and by the individual partners on their Form 1040's. 
Results of the study led to a revision of the NIPA estimates of noncorporate 
partnership income and a redes ign of the Form 1065 to explicitly determine the 
amounts of Schedule K income distributed to partners. 
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An additional area of data sharing between BEA and another federal agency--the 
Census Bureau--involves the use of the Quarterly Financial Reports (QFR) to 
adjust and analyze the quarterly NIPA estimates. Through a memorandum of 
agreement with the Census, BEA's sworn Census employees have continued to 
access individual company reports since 1982. Prior to 1982 BEA had access to 
the reports through an agreement with t he Federal Trade Corrmission. 

~rimary use of this access is for the quarterly NIPA estimates. Each quarter 
BEA staff provide a list to Census of large non-recurring income or expense 
items which have been noted in a company 's individual QFR. These items-
mainly capital related and not associated with current production--are not 
treated as current income or expense items in the NIPA's. Census reviews the 
company report to determine if the questioned item was reported as a component 
of the indicator used to estimate pretax profits, or if it was excluded via 
several other reporti ng options. If the amount was included, Census 
identifies the exact pretax impact, which often differs from the amount in 
published after-tax profit reports, and the industry where the company i< 
classified in their tabulations. The QFR also is used to augments the BEA 
company list with additional companies Census discovers dur ing the review 
process of the quarterly reports. 

In 1989 BEA entered into another cooperative arrangement with the Bureau of 
the Census; to explore the feasibility of using BOC data to prepare 
construction price indexes. In 1989, DEA staff--af ter being sworu 111 dS 
Census agents--and the Census staff of the Construction Statistics Division 
(CSD) began to work on producing improved construction price indexes. The CSD 
provided micro-level construction data that were either collected through the 
Survey of Construction or the Value of New Construction Put in Place Survey. 
BEA staff used the data to test prospects for producing hedonic price indexes 
for residential and nonresidential buildings. 

BEA staff produced a multifamily structures hedonic price index in 1991 for 
1978-1989, and BEA began using it to prepare constant dollar estimates of the 
11Ulllfamlly structures component of GOP at the tilllll of the 1991 comprehensive 
revision of the NIPA' s. Prior to this time, BEA used the BOC's Single-family 
Hedonic Price Index for Houses Under Construction. An article that describes 
the development of the index was published.' 

Regional Accounts 

For the preparation of BEA's estimates of personal income by State and county, 
the Regional Economic Measurement Di vision (REHO) receives several stat ist ics 
tabulated by county from IRS form 1040. The data are coded geographically and 
tabulated by the Census Bureau; the IRS, SOI Division provides these 
unpublished tabulations to BEA. The sample used by SOI for the Form 1040 
statistics that they publi sh is too small to yield data for regional use. The 

'see U.S. Department of Connerce, Bureau of Economic Analysis. "A Price 
Index for New Multifamily Housing.• Survey of Current Business. Washington, 
DC: U.S. Government Printing Office, February 1993. 
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tabulations of dividends, taxable interest, and gross rents are the principal 
bases for REMD's estimates of the monetary components of property income. The 
tabul at ions of wages and salaries are vital for adjusting the components of 
personal income that are initially estimated on a place-of-work basls--wages 
and salaries, other labor income, and most of personal contributions for 
social insurance-- to a place-of-residence basis. The tabulations of number of ' 
returns, number of exemptions, and adjusted gross income are used for REMD's 
qua11ty control of the tabulations that are used directly in the estimates. 

Proprietors ' income and employment are important parts of the State and county 
estimates of pcrson~l Income and employment prepared by REHO. Annual filings 
to the IRS by sole proprietors and partnerships are the only direct source of 
data for regional nonfarm proprietors' income and employment. The 
sample-based statistics from these filings that are prepared and published by 
the SOI Division are used for the calculation of national nonfarm proprietors' 
income. For the State and county estimates, REHO has acquired, under a 
contractual arrangement, individual records for sole proprietors from IRS Form 
1040 Schedu I e C and for partnerships from IRS Form 1065. These records were 
then geographically and Industrially coded, tabulated and combined to form the 
basis for REMO ' s State and county nonfann proprietors' estimates. REMO-SOI 
data contracts h4YI! been 1n place for tax years 1981-83 and 1987· 91. 

II.Future Uses: How BEA Programs Would Be Improved Upon Implementation of 
OOCll 

For illustrative purposes, several examples of how BEA's economic accounts can 
be improved with increased data shari ng are given below. These are only a few 
of the examples that could be cited. 

International Accounts 

First, increased data sharing would improve the data obtained in the data link 
projects on foreign direct investment in the United States that BEA conducts 
with the BOC and BLS. As discussed earlier, BEA has shared !Ls lnformallon on 
the identity of foreign-owned companies with both Census and BLS, to obtain 
those agencies' detailed data, by industry and State, for companies that are 
foreign owned. However, at present, Census and BLS cannot share their data 
with one another either directly or t hrough BEA. For the data Items released 
that were defined most simi larly by both Census and BLS (number of operating 
establishments and employment), there are very large unexplained differences 
between the two agencies' data for foreign -owned establishments. For example, 
within manufacturing, the differences between Census and BLS data for 1990 are 
often at least 20 percent at the 2-digit SIC classification level; at the 3-
d iy i l and 4-d1g1 t SIC levels, the differences are often even 1 arger. (Other 
industries may show even larger differences than manufacturing.) With such 
large unexplained differences, the results of the data link projects, and the 
conclusions b~scd upon them, m~ be questioned. Reasons for differences may 
Include different definitions, differences in industry coding, errors In the • 
data, or that one agency was better able than the other agency to link its 
establishments to a given foreign-owned company. Because Census and BLS 
cannot share these data with one another currently, the exact reasons for the 
differences cannot now be determined. With increased data sharing, the 
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reasons for the differences would be learned, and appropriate corrections to 
the data sets, if necessary, could be made. 

Second, BEA's ability to analyze the data from the BEA-Census data link 
project would be improved if BEA had access to IRS data on Census' file of 
foreign -owned establishments. BEA employees are allowed to obtain limited 
administrative records data directly from the IRS, but they are not allowed to 
access the same data at the Census Bureau, because redisclosure of 
administrative record data to BEA is prohibited. (For 1987, IRS data account 
for about lSi of the estimate of employment for all foreign-owned 
establishments combined.) The Coanerce Department must analyze and report to 
Congress on the employment, market share, value added, productivity, 
profitability, etc. of foreign-owned business enterprises compared to all U.S. 
business enterprises (P.L. 101-533 section 3(c)(l)). In order that BEA may 
efficiently perform these analyses, they need access to the full foreign 
direct investment (FD!) data file at Census. (The IRS has said it will 
support a regulatory change that will allow BEA access to the full FD! file , 
but this change may take considerable time to implement and will only 
facilitate this one project.) 

Third, rull d•la sharing would 1mprove BEA's direct investment data if it 
permitt ed BEA access to complete IRS data on foreign -owned U.S. businesses and 
on U.S. businesses that have foreign affiliates. Both BEA and the IRS have 
relusad data on the net income, assets, sales, and number of foreign-owned 
U.S. companies and of U.S. companies that have foreign affi l iates, and the 
data of the two agencies frequently differ substantial ly. Some of these 
differences might be eliminated if BEA were able to obtai n information from 
the IRS for comparing with its own information on wh ich companies are foreign 
owned and which companies own foreign affiliates. Also, appropriate 
corrections to BEA's data sets could be made, and BEA's sample frames could be 
improved. 

National and Regional Accounts 

First, for companies that own more than one establishment, Census and BLS both 
annually •map" all the individual establishments on their registers to the 
owning enterprises. Census obtains data needed for this purpose from the 
mandatory annual Report of Organization survey; BLS obtains the needed data 
from the Multiple Worksite Report (executed by each of the States and funded 
by BLS) and from conmercial sources, such as Oun and Bradstreet. Under data 
sharing, only one agency would need to gather the information and share it 
with the other. This change would result in one set of C0111Pany/establishment 
relationships that BEA could use to allocate data available only for co11panies 
to an eslabllsh111ent Industry level. 

Second, REHO currently makes intensive use of tabulations of ES-202 wage and 
emplo.Ylll"nt data in cst1•at1ng the wage-related components of personal 1ncome 
and employment for States and counties. Any improvement in the geographic or 
industrial classification of the ES-202 data that might result from 
ES-202/Standard Statistical Establishment List integration would increase the 
accuracy of BEA' s regional estimates. 
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Third, full data sharing between Census and BLS would improve the derivation 
of the sampling frame for BLS' Producer Price Index. BLS uses the ES-202 f ile 
for its sample frame. The price indexes would be improved if the probability 
of inclusion in the sample were based on its shipments or sal es, because it 
would allow for more precise weighting of the data that are collected. 
Producer Price Indices are used extensively in preparing constant dollar 
estimates for several expenditure components of GOP and for the industry 
distribution of GDP. 

Fourth, with full data sharing, the industry coding used for calculating both 
the BLS producer pdce indexes and the Census shipments data c;ould be fully 
consistent. At present, BEA must apply BLS' price indexes, which are based 
upon BLS' industry codes, to Census' shipments data , which are based on 
Census' industry codes, in calculati ng real GOP by industry . 

Fifth, increased data sharing will improve BEA's I-0 tables and estimates of 
gross State product and GOP by industry. In developing its detailed industry 
and State estimates, BEA utilizes Census data on establishment receipts and 
value added, and BLS data on employment and payrol l. As discussed in 
connection with BEA's estimates of real GDP, the accuracy and usefulness of 
Lhe 1-0 tables and of BEA'S estimates of gross State product and GOP by 
industry would be considerably improved through consistent industry coding of 
establishments. These estimates would also be improved with full BEA access 
to unsuppressed Census Bureau estimates of value added, cost of materials, 
etc.; BEA now must indirectly estimate these items for suppressed Census 
Bureau data ce 11 s. 

lastly, REMO has identified additional statistics from the Individual Income 
Tax Retur ns (see under "Current uses") that would strengthen its current 
estimates and would help to extend its current estimates to prepare for the 
adoption of measures more consistent with the System of National Accounts 
(SNA). 

The transfer of these data series to BEA do not require additional legislative 
action, only that the data be requested from the IRS. A relatively new and 
growing income entry on the individual tax form--interest from municipal 
bonds--wil l yield data to replace proxy information currently used to estimate 
the nontaxable interest component of personal income at both the State and 
county level. The tabulation of pensions and annuities received would be 
essential for the estimation of the corresponding components of the SNA 
aggregates. 

III Conclusions 

From the current uses section of this paper, it is apparent that even the 
limited amount of data sharing permitted under existing legislation has 
already produced a remarkable increase in the amounl and quality of data and 
analyses, with no increase in respondent burden and minimal increased costs to 
the statistical agencies. The examples of future uses suggest improvements in 
data sharing that will benefit both the customers and staff of BEA as the 
reco1m1endations of OOCll are met. 
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It is apparent that significant duplication and inefficiency exist in business 
statistics data collection programs currently. It is particularly important 
that we continue our efforts to promote fuller data sharing in light of the 
dual challenges of limited agency resources and having to monitor developments 
in a ripidly changing world. 

The opportunity to improve the accuracy of the income and product accounts 
produced by BEA is here. I believe that with the i~plementation of DOC!!, 
estimates prepared not only at BEA but throughout the government will be 
improved as to their accuracy, timeliness, and will be less costly to produce . 
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Health Reform Information Systems: 
Great Expectations, Uncertain Prospects 

Edward L. Hunter 
National Center for Health Statistics 

Introduction 

In I.he opening keynote address, Graham Kalton described Roger Herriot (wbo organized this 
session and died suddenly this spring) as someone that had a vision beyond what we did every 
day, a person that encouraged us to look up from our work occasionally and check for 
shifting paradigms. Roger recognized that the types of information systems proposed for 
health reform may well represent such a paradigm slllft. The purpose of this paper is to 
convey a sense of the great expectations that have accompanied discussion of heallh reform, 
the importance of these proposals for research and statistics, and to discuss some of the 
uncertainty over whether these expectations will be realized. 

Health reform 

The national debate over health care reform is reaching a c.rcsccndo this summer in 
Washington. More than a dozen congressional committees are weighing decisions that might 
• or might not - lead to wholesale changes in the U.S. health care system and, as a result, in 
our Nation's health information systems. The work of these committees is focused on piecing 
together legislation that can pass both Houses before members leave the Capitol to face voters 
in November. 

While each health reform proposal may get there by a different route, most share the same 
common goals: improve health insurance security for the 38 million persons without health 
insurance; and for those that have insurance but risk losing it due to illness or unemployment; 
improve access to health care; control and even reduce health care costs, and even improve 
the health of the American people. 

Among the questions yet to be resolved: 

I) Will health reform result in universal coverage for health insurance, or will more 
incremental approaches be adopted? 

2) If there are standard health insurance packages, bow generous will the benefits be? 

3) How will coverage for the uninsured be financed? Options include a mandate that 
employers provide coverage, a mandate that individuals buy insurance, or broad-based 
tax increases. 

4) To what exteot will the Government be involved in regulating activity in the health 
care system? 
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Major proposals still under consideration include modifications to the President's proposed 
Health Security Act and more modest or market-oriented alternatives proposed by moderate 
Democrats and Republicans. At this point in the debate, it is not yet clear what type of 
reform - if any - will be enacted. 

Role of information in the current health reform debate 

It does seem clear, however, that issues of health reform will continue to dominate our 
agenda for the coming years regardless of what happens tills session of the Congress. And it 
is clear that information - or the lack thereof - bas become central to the emerging debate 
over health reform. Questions, such as who lacks health insurance and why; bow and why 
do businesses cover employees; bow is insurance related to use of services, and to health; 
what drives health costs up; and what will expanded benefits cost, have become central to 
crafting a legislative package. Yet, these are questions for which our current information 
systems - both survey and administrative - can provide only partial answers. 

Importance of information in a reformed health system 

Nearly all advocates of health reform visualize a new health care system in which information 
plays an increased role. Since reform will almost certainly be implemented at the State level, 
State governments will need better information to tailor their approaches. Health plans will 
need better data to select member institutions and facilities, and manage the quality and cost 
of patient care. Consumers will need far greater information on quality of services, 
satisfaction, and outcomes in order to make informed choices between competing plans. 
Further down the road, States will need to assure that health plans are meeting standards -
and the Federal Government will need to assess the expected and unexpected impact< of 
refonn . Finally, there will almost certainly be a debate over what went right - or wrong -
that can only be conclusive if there is adequate information. 

There is a growing, and encouraging, consensus among the sponsors of competing health 
refonn proposals regarding several key information provisions. Most important among these 
are the need for administrative simplification - digging health providers and payers out from 
under the ever-growing pile of forms, and the need for greater uniformity in the way health 
transactions are recorded and reported. Nearly all parties to the debate recognize that we 
need to hold providers and health plans more accountable, that we need better information on 
health outcomes to guide practice, and that consumers will play a greater role as information 
users. 
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The Health Security Act: a national framework for hea}th information 

President Clinton's proposed "Health Security Act" ' includes the most ambitious - and 
controversial - infonnation proposals of any plan currently being considered. The balance of 
this paper will outline these proposals, and address some of the implications if current 
legislative deliberations result in enactment of provisions resembling these proposals. 

• The architects of the Health Security Act regard the availability of health information as 
essential to the success of managed competition, the basi.s for the Act. Toward that end, the 
Act calls for a national framework under which standardized, nationwide information would 
be collected for all patients, providers, and encounters with the health care system. This 
system would be built on a consensus around core, minimum data sets that can be used by 
multiple parties; standardization and simplification of currently burdensome systems of 
administrative and payment records; unique identification of individuals and providers to 
facilitate linkages; national legislation to protect the privacy of records in the system; and 
regional data centers to process the records and provide for access for research and statistical 
purposes. 

Information on individuals enrolled in health insurance plans 

There are three major elements in this design: enrollment, encounter, and administrative 
data. In the first, infonnation would be obtained on each individual eligible for health 
insurance when they are enrolled in a health plan. At a minimum, this information would 
include identifying information (including name and address); a unique identification number; 
and additional demographic information such as age, sex, and (hopefully) race/ethnicity. 
Information on the individual's source of coverage would be included, as would any other 
information deemed necessary to adjust premium payments to health plans based on the 
individual's risk. It is possible that this list could eventually expand to include infonnation on 
the individual's health status and nu:dical bi~Lvry. 

Data on encounters with the health care system 

In the second element of the framework, a standard, minimum data set will be collected at the 
point of each encounter with the health care system. This data would begin with that now 
provided on claims forms, such as reason for visit, diagnoses, procedures, prescriptions, 
followup, and disposition. But since care will increasingly be delivered by prepaid systems 
that do not require individual claims, information would also be obtained for all such 
encounters. Demographic data will already have been obtained for individuals through the 
enrollment system, so it would not be necessary to collect such infonnation at each encounter. 

' HR 3600, "The Health Security Act of 1994", Title V. 
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Debate over implementing this eacouoter data system will focus on the length and content of 
the minimum data set, the extent to which an encounter might be used to obtain risk factor or 
other information not immediately relevant to the clinical encounter, and the types of coding 
and classification systems that will be used to translate recorded infonnation into usable 
statistics. To make this information of maximum use for research purposes, encounter data 
will need to go beyond what we currently collect through the payment system, and be of 
better quality. 

Data on plans and providers 

Third, in order to facilitate the operation of the health care system, including payment of 
claims, certification of plans, etc. , administrative data on the characteristics and operations of 
health plans and providers will be included in the system. This may range from the multiple 
affiliations that plans and providers will have with each other, to the types of services 
provided and patients served. 

Privacy and data access 

To summarize, the infonnatioo framework envisioned in the Health Security Act provides for 
demographic infonnation on all individuals eligible for health insurance, information on the 
characteristics of all health providers, and a small set of information on each encounter an 
individual has with the health care system. 

Such a system has enormous potential - the potential to meet a wide range of research needs, 
and the potential - if badly designed or implemented - to jeopardize privacy protection that 
Americans have come to expect. 

As a result, privacy protection is being given a great deal of atteotioo by those currently 
debating the Health Security Act. The Administration is committed to the enactment of 
strong confidentiality protection! and there are serious efforts being made in the Congress to 
craft comprehensive privacy legislation for medical records.~ 

The privacy debate over the health refonn information network is critical to the eventual 
ability of researchers to use data that may be part of the network, for a variety of reasons. 
First, without addressing the public's concerns through enactment of strong protection, the 
Congress may not be willing to create such a network in the first place. Secood, if the 

2 Testimony of Nan D. Hunter, Deputy General Counsel, DHHS, before the 
Subcommittee on Information, Justice, Transportation, and Agriculture, Committee on 
Government Operations, U.S. House of Representatives, April 20, 1994 

' HR 4fJ77, "Fair Health Information Practices Act of 1994," introduced by 
Representative Gary Condit (D-CA) , is one example of pending legislation. 
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public doesn't have confidence in the privacy of their medical records, it will be impossible to 
assure the quality and accuracy of the information they provide to the health care system. 
Third, in an effort to reassure the public on privacy, it is possible that the Congress will 
over-react and place restrictions on access to data that will unnecessarily restrict research and 
statistical uses. And fourth, even with the best of intentions, it is a tough job to craft 
legislation that balances privacy with access to data, and we must make efforts to ensure that 
there are no inadvertent limits are placed on our ability to use these sources . 

Statistical µses of ADMINISTRATIVE recorcls? 

The Federal statistical community argues that information produced through any system, 
including purely administrative data systems, should serve multiple purposes, and be put into 
a form that is conducive to research and compilation of statistics. It is an encouraging 
development that the Administration and the Congress are giving serious consideration to 
ways in whicb tbe health reform information framework can be put to maximum public use. 

In fact, it is not at all clear that this system should be considered an ADMTNTSTRA1TVE 
system - since research and statistics are among the most important uses the system is being 
designed to meet. 

Federal statistical agencies have a strong history of making data available to the public, while 
protecting privacy, by producing anonymous, person level public use files. It is encouraging 
that this history is guiding policy development for access to data in the health reform 
network. As envisioned by the authors of the Health Security Act, regional data centers will 
be responsible for creating general-purpose files, as well as responding to individual 
re<>earcbers with special requirements, while being given special privacy authoritie<> to assure 
the protection of in di vi dual records. 

Potential uses of data from tbe health reform network 

Public health provides a number of useful examples of how this network might serve research 
needs. The network will be broad and comprehensive, but will Jack detailed diagnostic and 
clinical information typically included in patient charts. In effect, it will be a "mile wide and 
an inch deep." But this "mile" of data can fulfill many important public health needs, 
including ones we have great difficulty meeting today. 

It can provide a broad picrure of the population, and reai;onahly complete <X>vernge of the 
delivery of health services. The existence of a population base for these records also 
provides greater opportunity to link medical events to denominators, and develop better 
incidence/prevalence data on certain diseases. It allows us to address subgroups of the 
population with greater confidence . 



Examples of health applications 

One specific example is the tracking of progress in improving the immunization of preschool 
children, a national public health priority on which we will spend hundreds of millions of 
dollars in the coming years. From enrollment files, we will know the ages of children that 
should be receiving vaccines - and will be able to use encounter data to determine 
immunization rates by health plans and local areas. Likewise, we will be able to monitor our 
success in promoting other preventive services, such as encouraging women of certain age 
groups to have a mammogram, and men of appropriate age.~ to have chole~r.eml ~rP.ening. 

With this information, we will be able to better target intervention programs to prevent 
disease. 

If a major health reform is implemented, we will also experience significant change in nearly 
every aspect of health care and, potentially, the health of the public. The data in this network 
will help us to mouitof health status aud outcomes, produce toutille measu.-es of quality of 
care, and assess changes in the organization, financing, and delivery of health services. 

Potential uses in other areas 

Since the network will include information on a broad population basis through the 
enrollment records, it may prove to be a valuable tool for demographic research. These files 
will, at a minimum, include a variety of demographic and geographic items, may provide us a 
picture of the family status of individuals, and may even record changes in individual 
circumstances over time. 

Since enrollment for health insurance will be primarily employment-based, the network will 
include considerable information about the employment status and occupation of covered 
individuals and their family members. This may prove to have applications for labor market 
and employment-related research. 

And, the network will include detailed infonnation on health care providers, including 
facilities, professionals, and other organizations. This will provide the basis for research on 
the establishments and workforce of a large segment of the economy. 

Potential uses for Census 

The broad population coverage anticipated for the enrollment file has obvious potential uses in 
conducting censuses of populations. Congressional testimony by the Administration reflects 
current thinking that m access to identifiable information in the network by statistical 
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agencies may be appropriate.' As the Bureau of the Census looks toward the use of other 
administrative sources of data for population censuses, the health insurance enrollment file 
may prove to be among the most complete source of demographic information of the 
population. This is said, of course, with full recognition of the limitations of this system, 
which will be discussed briefly below. 

It is possible that some provisions allowing for access to identifiable records for such 
purposes may be built into the health security act as it is considered by the Congress . 
However, it is also likely that these sons of uses will be carefully specified to ensure that the 
public is not left with the perception that there will be widespread sharing of identifiable 
records for non-health related purposes. It is also important to remember that the Act was 
written with privacy protection in mind, and limits use of identifiable files to health 
applications except in limited circumstances. 

Applications for survey resean;h 

To this point, this review bas not focused on the limitations of the proposed health reform 
information system, but clearly, there are many. For example, it is likely that even a 
universal entitlement to insurance coverage will not entice all eligible individuals to 
participate - leaving enrollment files short of complete population coverage. We know that 
certain population groups are likely to be underrepresented, or excluded. We know from 
other administrative data sets that we have reason to suspect the quality of reporting of certain 
types of data. 

Finally, since the framework relies principally on the reporting of encounters with the health 
care system, it will lack information on events, conditions, and other health issues of interest 
that occur outsjde the health care delivery system. 

For the purposes of this paper, however, as we speculate on wbal Lbis system might do for 
research and statistics, it is assumed that we can devise methods to compensate or adjust for 
these limitations. For example, it will be critical to augment the network with surveys and 
other data collection mechanisms to fill critical data gaps and provide quality checks on 
administrative reporting. 

The information framework, then, will both rely on data collected in surveys, and can at the 
same time facilitate the conduct of surveys. 

' Testimony of Nan D. Hunter, Deputy General Counsel, DHHS, before the 
Subcommittee on Census, Statistics, and Postal Personnel, Committee on Post Office 
and Civil Service, U.S. House of Repres,entatives, March 16, 1994 
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Surveys required for health reform 

At the National Center for Health Statistics, and elsewhere in the Federal statistical 
establishment, we also face an enormous task in developing surveys co provide information 
for implementing and evaluating health reform, and we have reason to hope that new systems 
will facilitate this work. These surveys will be essential to augment information available 
through the network, since no single data source will be able to provide the depth of data 
needed for the types of analyses we will need to be performing. We are already beginning to 
address some of these needs with development of new surveys, such as the National 
Employer Health Insurance Survey. 

Sampling frames 

The first, and most significant benefit of the new system will be in the construction of 
sampling frames. Many current surveys rely on sampling approaches that are time consuming 
and inefficient. The three components of the network will facilitate sampling as follows: 

I) Population sawpling from the "nrollment data base, allowing for selection of 
sample individuals by demographic characteristics such as age, race, sex, geographic 
location, occupation, and possibly other proxies. Sampling and screening for rare and 
non-clustered population groups, currently difficult and expensive, would be greatly 
facilitated. Similarly, it would be possible to quickly identify and survey selected 
population groups, allowing for quicker turnaround for topics of current policy or 
research interest. 

2) Provider sampling from administrative rtt0rds. Many current health provider 
surveys (e.g., hospitals, physicians, nursing homes) construct sampling frames from 
lists provided by professional associations, phone directories, licensing agencies, or 
private marketing firms. These lists are subject to considerable error and possible 
bias, and are costly and time consuming to create. Sampling from complete and 
accurate lists of providers, with detailed characteristics already included in 
administrative files, would make provider surveys faster, less costly, and of greater 
quality. 

3) Sampling based on conditions, diagn05eS, or procedures that can be identified 
through encounter records. For example, cohons of individuals that received specific 
medical treatments can be identified for followup or interviews to assess outcomes. 
Similarly, persons with certain diagnoses or conditions could be identified to conduct 
studies of access to appropriate medical care; persons with only limited use of the 
health care system could be identified and included in studies of barriers to access to 
care. 

547 

• 



• 

• 

In each of these examples, it is clear that extensive research will be required to assess the 
extent to which sampling frames created entirely from administrative records sysiems will 
adequately represent the universe, and approaches will need to be developed to augment these 
frames. lt is also clear that there will continue to be an important role for traditional 
sampling approaches where adnllnisuative frames are not adequate. 

Other potenthtl us..s - reoord linking 

Access to enrollment and encounter data in the network can also facilitate efficient linkage of 
detailed health stan1s, risk, am! behavior infom1atiou tbat we will obutln !hrougb population
based surveys to the utilization and outcomes data included in encounter files. 

These files can facilitate longitudinal studies, in which individuals could be enrolled in cohorts 
according lo characteristics in the enrollment files (e.g. , occupation), or based on encounters. 
Followup of theses cohorts could then be conducted through surveys and through analysis of 
encounter data. 

Conclusion: prosoeclJi 

To conclude, the information system described in the health security act, and touched upon in 
other health refonn proposal>, ltulds enormo""' potential for those of ui interest<!<! in research 
and statistics. Data from enrollment, encounter, and provider data systems will augment or 
replace existing approaches, and provide survey researchers with new tools for sampling, 
conducting longitudinal followup studies, and linking survey data with outcomes. Along with 
a variety of new survey approaches, this information system provides us with the opportunity 
to fill many long-standing gaps in our understanding of the health care system and public 
health, and there are a variety of potential applications beyond health. 

Getting rhere from here requires that at least four difficult questions be answered in the 
affirmative: 1) Can Congress actually enact a broad reform that will change the health care 
system? 2) In enacting any information requirements, can an appropriate balance between 
privacy and access 10 dala be found that will allow the system to be useful? 3) Can all the 
affected interests come together to agree on standards and minimum dala sets that include 
items of use for statistical purposes? and finally, 4) Can we develop and manage the 
technology for handling and protecting the volume of records that will result, and tum these 
records into usable statistics? 
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Improvements to Economic and Health Statistics: Discussion 

Miron L. Straf' 
Committee on National Statistics 

National Academy of Sciences--National Research Council 

It is a privilege and pleasure to discuss the two papers by Edward A. Trott, Jr. , 
and Edward L. Hunter. Both papers are excellent and exceptionally well prepared. As 
such they tributes to the memory of Roger Herriot, to which we have dedicated this 
session. On behalf of all of us at this conference and the many others who knew or were 
influenced by Roger, I thank our speakers for their quality presentations. 

Discussion of "Improving Data Quality Through Increased Daw Sharing: The National 
Ptirft>nntmce Review (NPR) /11itia1ive, •by Edward A. Tron, Jr. 

Ted Trott is being modest. The data sought are even more important than one 
might glean from his paper. As our economy becomes an increasingly a global 011", our 
current system of economic statistics becomes woefully out of date. Let me give you one 
example from the report of one of our Committee on National Statistics panels, Behind 
1he Nwubers: U.S. Trude in rhe World Economy (National Academy Press, J 992). The 
traditional balance of payments framework classifies transactions by geographical 
boundaries, so that when foreign affiliates of U.S. firms sell to other foreign firms, no 
effect is recorded in our trade balance (See Figure 1-1). By supplementing repons on 
exports and imports across geographic boundaries with information on other international 

. business activities, the..panel .estimated that the difference in what the U.S • .bought from 
and sold to foreigners in 1987 was $64 billion, less than half the reported $148 billion 
trade deficit for that year. 

Trott shows how sharing data can improve efficiency and accuracy, but the 
benefits are more. In most of the cases that he mentions, more data are or would be 
created than the sum of what we have in separate agencies. 

Sharing data also promotes new research and serves to test new theories and 
methods. It helps us improve our models and better understand sources of error. It 
furthers the use of empirical studies and other anal yses in public policy formulation and 
evaluation. And it respects the respondents who provided the data by seeing that their 
information benefits soci"1y in the most effective way. 

'The remarks herein are those of the author and not necessarily those of the Committee 
on National Statistics nor of the National Academy of Sciences--National Research Council. 
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Trou's paper is an excellem documentation of costly problems from not sharing 
and the benefitS from sharing data. It also provides some innovative approaches to the 
problems of missing data. One example raises a question asked in the session with 
George Duncan and Nancy Kirkendall on confidentiality and disclosure limitaiion. The 
Census Bureau can't provide detailed micro data to the Bureau of Economic Analysis 
(BEA) and so suppresses some cells in the cables provided. BEA indirectly estimates 
these missing daca. Suppose ii does so through a model based on some assumptions. 
The Census Bureau has the onginal data and can determine whether lhe model holds or 
lhe assumptions arc wrong. Should it inform the BEA? 

My friends who arc into Transcendental Meditation provide some imponant advice 
for missing data. Once, when I was delivering a lecture on multiple imputation methods 
for nonresponse, one of them intonated to the audience that the methods were 
unnecessary, because, if you search really hard, you can find the missing data wichin 
yourselves. 

And, 10 me, tha1 is Tron's message to the federal statistical system. Only, as he 
points out, you really don't have Lo search very hard. 

Thus, we arc led 10 ask if what we need is really going co be achieved by a data 
>hari11g agr<:<:rncm in fulfillment of recommendation 11 to the Department of Commerce 
from the National Performance Review. Perhaps, but not likely in our lifetime. 

Whal is needed is a new framework to provide the incentives for finding the ways 
for data sharing to occur while fulfilling the incem of confidentiality law. the Committee 

· -0n National Statistics explored one approach recently with a number of scatistical agency 
heads. The basic issue is that there needs to be a quid pro quo for one party to share 
information with another. Truly cooperative agreements are rarely built on one-way 
streets. But wha1 can be offered in recurn for data provided? One approach is to return 
analyses that depend on the daca. Bue more can be offered. 

A statistical agency can engage in designing, developing, and even managing a 
data collection program of anocher agency, so 1ha1 i1 can obtain imporcant data for 
scatisticaJ purposes. Wha1 is more 1he data program of 1he 01her agency could be for 
administrative purposes. Thus, BEA or lhe Census Bureau could design for the Treasury 
a cax daca base for cax policy or even for enforcement purposes that could also provide 
scatistical data. It's no1 far fetched. As David Binder has reminded us here, Statistics 
Canada already due> it. 

Discussion of •Health Reform lnformarion Sysrems: Great Expectations, Uncenain 
/'rospects, • by &/ward L. H1mtu . 

Hunter's paper is a consummace exposition of one of the grea1es1 challenges 10 the 
federal statistical system: 1he information syscem tha1 may arise in a reformed health care 
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system. Ed Jays out, in as much detail as has been developed, the data to be collected 
and the potential uses of them. I want to complement his description with another 
perspective that raises some issues for the federal statistical system. 

The structure of the data is in three parts: enrollment, encounter, and claims. In 
addition, data would be compiled on health care providers. Consumer information would 
be issued as some son of repon card on plans and providers. Here measures of the 
quality of health care services become important. 

The regional data centers may be entirely new public-private ventures. They may 
be the places where public-use files are compiled and where linkages to other data, such 
as surveys, are performed. Here privacy and confidentiality are crucial. 

The health care infonnation system envisioned can provide many benefits. The 
information is needed for physicians to make accurate diagnose• ano recommencl 
appropriate treatment. But the information is also needed to monitor trends that affect the 
costs of health care, to plan for the changes in the needs for health care, and to achieve a 
better understanding of how behavioral and social factors are related to health and health 
care coverage. 

lt is important to note however, that, although health care information alone may 
provide information on health outcomes, it is not possible to understand what may have 
caused the outcomes unless data can be combined with other data. such as from surveys. 
The information serves ocher purposes too, including being a valuable source of social, 
economic, and demographic characteristics of our population. However important these 

. purposes are, however, the health care information system would be driven by the needs 
to implement the health care system and not by research and statistical needs. 

So that the public might benefit from access to the information for research and 
statistical purposes, the Committee on National Statistics expressed concerns to the 
Congress about legislative provisions that were proposed. As Hunter points out, some of 
these provisions could preclude data for important research and statistical purposes. 

The Committee's first and foremost concern is that privacy and confidentiality of 
health care information be adequately protected. It is not necessary 10 sacrifice either 
confidentiality or the benefits of information: both are possible if legislation provides for 
responsible access and demonstrated, effective means to protect confidentiality . The 
Committee also argued that health care legislation can protect confidentiality of 
information and yet permit important research and statistical uses of that information by 

• Prohil>iting data about an individual that are collected or maintained for 
research and other statistical uses from being used in any administrative or 
enforcement action affecting that individual. This principle is referred to 
as functional separation. 
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• Extending confidentiality protection to identifiable data about individuals, 
wherever the data are maintained. 

• Providing sanctions against unauthorized disclosures by any user . 

• Authorizing access to health care data about individuals for research and 
statistical purposes whenever confidentiality can be assured . 

• Creating an independent federal advisory body charged with fosterin~ a 
climate of enhanced protection for all federal data about persons and 
responsible data dissemination for research and statistical purposes. 

The Committee conveyed lhese points in letters to members of Congress working 
on health care legislation. The result is that bills were modified to permit access to 
health care information for public health research and for research on behavioral and 
social factors affecting health. Without these changes, the viability of several of our 
major national surveys would be threatened. 

Many difficult problems remain, however. Who, for example, rules on access? 
One proposal is that Institutional Review Boards grant permission for access. Some 
panics, such as the lnsthute or Medicine, would not even permit access with consent. 
The concern is that, if access were allowed with consent, then employers might require it 
as a condition of employment. 

Hunter talks about the system enhancing the legally mandated reporting to local 
· and· state heallh departments. Not everyone wants to facilitate· providing this information, 
however, because of confidentiality concerns. 

Hunter also shows the many benefits of the data in and of themselves. We mu.<t 
take care however, that people do not get the impression that a single, large anonymous 
file can serve most needs. Such a public-use tape might do so for public health purposes, 
but many policy purposes require different data to be combined or data to be combined in 
other ways. And public use tapes cannot be combined with funher data that may be 
needed, such as information from Social Security earnings records. 

The examples Hunter gives of uses for demographic research, for labor market 
and employment-related research, and for providing information on health care providers 
show> the utility uf the llalll 10 other agencies: the Census Bureau, Ule Bureau of Labor 
Statistics, and the National Center for Health Statistics. What are these agencies doing to 
assure access to the data? I am not aware of any major initiative. 

Many serious confidentiality problems remain. For example, is it appropriate to 
screen the system to develop a sampling frame of people with a disease like AIDS? Are 
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we going to allow them to be contacted? How? Should we permit contact by a call or 
letter that might go to a member of their household? 

A specific confidentiality practice that can be harmful is when an agency specifies 
that information will not be used for purposes other than for which it was collected . 
That is a bad principle, and some bills before Congress have adopted it. Such a blanket 
proh1btUon denies many leg1uma1e researeh and statistical uses. No one can foresee all 
potential uses of data that would benefit society. lf such prohibitions were enacted and 
enforced. society would lack important information that it could obtain only at greater 
cost through new data collection that might further intrude on individual privacy. 

Despite Hunter's expectations, the administration may have missed the boat on 
privacy and confidentiality provisions. Bills are moving now qujckly through the 
Congress, and Representative Condit's bill can stand on its own with or without a health 
reform hill. 

Nevertheless, the challenges for implementing such an ambitious data system are 
before us, and 1he sta1istical agencies can offer a special expertise here. We can look 
toward a health care information system to allow through research and statistics the 
means of providing the information required by stakeholders represented by the six P's: 
policy makers, public health oritcials, ,.,aye1s, µrovi<.Jers, patienLS, anll the public. 
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FIGURE 1-1 The balance-of-payments framework and a proposcJ supplemental framework. 
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Small Area Estimation for the National Health Interview Survey 
Using Hierarchical Models 

DONALD MALEC 
National Center for Health Statistics; Hyattsville, MD 

J. SEDRANSK 
State University of New York; Albany. NY 

l. Introduction 

There is a cominu.ing need to assess health status, praccices and resources at borh the national 
level and subnational levels. Estimates of these health items help determine the demand for 
quality health care and the access individuals have co it. Although NCHS survey data systems 
can provide much of this intormation at the national level, little can be provided directly at the 
subnational level, except for a few large states and metropolitan areas. The need for State and 
substate health statistics exists, however, because health and health care characteristics are known 
co vary geographically. Also, health care planning often takes place at the state and county level. 

Using a hierarchical model, our focus is on the development of state estimators using data 
from the National Health Interview Survey (NHIS). Information on health status, practices and 
resources is collected annually in the NHIS and direct national estimates of these items are also 
produced annually. The NHIS is a multistage, personal interview sample survey. The current 
sample design uses 1,983 primary sampling units (PSU's) , each PSU consisting of a single 
county or a group of contiguous counties (minor civil divisions are used instead of counties in 
New England and Hawaii). The population of 1,983 PSU's is stratified and approximately 200 
are sampled with probability roughly proportional co their population sizes. Within each sampled 
PSU clusters of households are formed and sampled. Areas within a PSU with a high 
concentration of blacks are oversampled. The NHIS is a cross-sectional survey: each year, a 
new sample containing approximately 50,000 households and 120,000 individuals is selected. 
(For additional details about the design of the NHIS see Massey et al. 1989.) Although the total 
sample size is large, the sample size in most states is too small to produce direct estimates that 
are sufficiently precise. 

Malec and Sedransk (1985) have described Bayesian methodology appropriate for the analysis 
of some multi-stage sample surveys when the variables are normally distributed. We have 
ex.tended this methodology 10 accommodate binary random variables , the predominant variables 
in the NHIS. Our model is similar to that of Wong and Mason (1985). However, the objective 
in Wong and Mason (1985) is inference about parameters in the model rather than finite 
population quantities. While Dempster and Tomberlin (1980) investigate small area estimation 

555 



methods for binary random variables they, like Wong and Mason, provide an empirical Bayes 
rather than a fully Bayes solution. Since empirical Bayes procedures often account for only a 
fraction of the error correctly represented in a fully Bayes approach, we prefer the latter. Recent 
advances in numerical methods (e.g., the Gibbs sampler) permit the employment of a full 
Bayesian analysis; see, e.g., Gatsonis, et al. (1993), Malec and Sedransk (1993a), and Malec. 
Sedransk, and Tompkins (1993). 

The notation and model are described in Section 2 while the estimation methodology is 
presented in Section 3. Section 4 describes the techniques for fining the proposed models, and 
displays the final model using data from the 1987 NHIS on utilization of physician care. There 
is a comparison of alternative estimators in Section 5, and evaluation of the proposed 
methodology is described in Section 6. 

2. Model Specification 

The model in (2.1), (2.2) and (2.3) below includes the most important features of the sample 
design. Our objective is to produce accurate point estimates and appropriate measures of 
variability by accounting for geographic variability of me response and using available covariate 
information. 

Let Y;; denote a binary random variable for individual j in county i where i=l, .. ., Land 
j=l,. . .,N1• Within county i and conditional on the P;;. the Y,1 are assumed to be independent 
Bernoulli random variables; i.e., 

(2.1) 

Given the vector of M covariates corresponding to individual j, x;J = (X1J1, ••• , XiJM) , 

and A,, it is assumed that 

(2.2) 

To allow for the possibility of a linear regression between each element of jl; and a set of 
covariates, ~=(Z;1 ,. • ., ZJ, available at the county level, assume 

Ali - N(Ga.r) (2.3) 

where, conditional on !land r , the !L's are independent and G, = Diag(.!1'1
1

, ~2 , ••• , ~M) and.q~ 
is a row vector of dimension c; containing a subset of covariates from zt. Additionally. ri'= 

• 

' 

('!'1 11 , ••• ,Ti 1c,•flu , ... ,Ti2 c,• ... ,1JMi' •• . ,1J.Mc)• conforming to the dimensions ofG,, • 
and r is an MxM positive definite matrix. Finally, reference prior distributions are assigned to 
!l and r; i.e., 

p(!l,r) oc constant. (2.4) 
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Taking f=O provides a specification that is consistem with the basic assumption of synthetic 
estimation. In the following "synthetic estimation" refers 10 the use of (2.1), (2.2) with !!.=Gil!, 
and p{!z} ex constant. 

We include as variables in (2.2) those individual level characteristics that provide the best 
prediction for Pw· and are reliably estimated at the coumy level in non-census years. Candidate 
variables al the county level (i.e., G1 in (2.3)) include the variables used to define the NHJS 
strata (defined at the county level). By predicting for demographic groups within counties and 
then weightin.st by postccnsal population estimates. estimates are automatically weighted to fixed 
population totals. 

3. Estimation Methodology 

3.1 Bayesian Predictive Inference 

ln this paper, our objective is to make inference about finite population means. By first 
summing the Y w's within a councy and then within a state, the population mean within a state can 
be exp1eosc:d as 

(3.1) 

Formula (3.1) can represent either a mean for the entire state or for a subpopulation. The first 
sum is over the collection of counties within the state, while N, is the si:ze of the population or 
subpopulation in counl)' i. Here, E, N,=N. 

In (2.2) we use the variables age, sex and race because these are the only variables for which 
reliable estimate.\ are avail•hle •• the councy level for non-Census years. In this case, (3.1) can 
be simplified. Suppose that in the population there are K different values of the vector x_. Then 
write X. = X(k) for all ij having panem k (k= 1, ... K). 

From (3.1), 

(3.2) 

where Ni(k) and n,(k) are, respectively, the population and sample sizes in councy i with Ke = 

X(k) and 'Yl;61 is the mean of the nonsampled individuals with demographic characteristic k in 
county i . 

Lening y, denote the vector of sample observations, we emphasiz.e the first two moments of 
fJ, E(fJIY.l and Var(fJIY.). 
From (3.2), 
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'<" Y11 ,... J:.( N; (k) - n1 (k)) 

E(9 JC ) •L,u ., .. N +L, i.; E(P1xl.ll ) 
• '" J .t•1 N $ 

(3.3) 

and 

(3.4) 

3.2 Numerical Evaluation 

Since the posterior momems of 8 are nonlinear functions of {Ji;:i= I , .. .,L}, and the posterior 
distribution, 

f({Jl..:i=t, .... L},n,rll!J, (3.S) 

cannot be expressed in a simple form, numerical evaluation is needed. We generate from (3.5) 
Rsctsofparameters, 0 - {OC":r ~ 1, ... ,R}, whereOC" ~ {{ftj'>: i-1, .. ., L},!L"'.r"'}. Then we 
evaluate the pl;> using (2.2), and obtain estimates of E(OIY.) and Var(Oly,), 

(3.6) 

and 

(3.7) 

This numerical evaluation is accomplished using a Gibbs sampler; see Malec and Sedransk 
(1993b) for details. 

4. Variable Selection 

Using d4ul from the 1987 NH!S we select the variables to be included in (2.2) and (2.3) where 
the binary variable Y has Y =I if there has been at least one visit to a physician during the past 
iwelve months. We proceed in 1wo steps by first fitting an individual-level model using (2.1) 
and (2.2), and then considering the counry-level model in (2.3). 

Our initial objective is to ascertain the general form of (2.2). We do this by ignoring couniy 
variation and estimating D. in the "national" model, (4.1). If~ = X(k), (2.1) and (2.2) are 
replaced by 
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and 

In {p./(1-pJ} = X'(k)~. (4. l) 

First, we obtain estimates based on the saturated model where the sample proportion of 
"' individuals in class k, p,,, is used to estimate p.. Figure 1 shows the effect of age, race and sex 

on l u !Pk/ (1-j)k) J • 

• 

The variation in log odds in Figure 1 C-Orresponds to an expected panem. First, for a given 
sex and age, the probability of a physician visit is generally larger for whites than for nonwhites. 
Second, the general patterns are similar for both races for a given sex. For males, the 
probability of a physician visit decreases steadily until about age 22.5, and then increases 
steadily. (Recall that we are using five year age groups.) For females, physician visits decrease 
steadily until age 12.5 and then increase to about age 27.5. Physician visits remain roughly 
constant from 27.5 until 62.5 and then increase steadily. 

Due to the C-Omplex form seen from Figure l, various spline models, linear in age, were used. 
A fixed knot spline can be defined as a linear model (Smith 1979) and, he.nee, used in (2.2). 
We include the possibility of a knot at each five year age group. The general model investigated 
included all possible splines that are linear in age, a race effect, a sex effect, a race by sex 
interaction and, finally, all interactions between these categorical variables and the linear age 
splines. The set of possible variables is 

1) Categorical varlables: Intercept, race (r), sex (s) and race by sex (rs) 
2) Linear age splines: X,(k)=max(O, age(k)-a), a=0,5,10, .. . ,85 and age(k) is the age for 

individuals in class k. 
3) Categorical by age-spline interactions: r by J(,(k), s by X,(k), rs by X,(k). 

To determine a subset of terms to include in (4. 1) the SAS forward stepwise logistic regression 
procedure, PROC LOGISTIC, was used. This procedure selects variables for inclusion and 
exclusion using a residual chi-squared test. Since the sample size is approximately 120,000 
persons, variables possibly having only a small effect may be included in the model. To 
determine the total number of variables to use in the model a quantity like R1 was used. Define 
the deviance 01 for the model M, as (Dev(M,)-Dev(Mo))/(Dev(M.)-Dev(Mo)), where M0 is the 
null model (with only an intercept term) and M, is the saturated model (a parameter is fitted for 
each age by race by sex group). Note that 
0.:::;. 01.:::;. 1, and equals R2 for the linear model. The variables, intercept, sX15,. • .,r, listed in 
the table below were included in the model. Adding other variables does not increase the value 
of 0 2 appreciably (note the small C-Ontributions of the next best variables, rXo and sX.5, to 01). 

Variable IDl<"«J>I .Xu x. x., .x,, Xu x,.. r rX. .x., 
CumuP1~ 02 0.00 17.17 2.2.09 53.83 75.cn 87.4l 91.55 94.41 95.37 95.10 



To check the fit of the model, partial residuals were ploned. Corresponding to each observation there 
is the residual, r iJ • (y iJ - f)1j) If) ij ( 1 -J'l iJ) , which is then averaged over subsets of interest. 
A typical residual plot has, for a given domain (e.g .. sex by race), r0 averaged over all individuals of a 
given age plotted against age. The panicular form of the residual is used because it will estimate a 
missing term in the logistic model (see Fienberg and Gong's comment to Landwehr, Pregibon and 
Shoemaker 1984). The residual plot in Figure 2 indicates that the eight variable model provides a good 
fit tO the d=. The on~ large rem:Urung residu:>I (for Bladt males, aged 85 + ) com:sponds to an c:otimau: 
based on a very small sample size. 

The strond step in the dau 211alysis is to identify counl)'·level covariates that aff<ct an individual's 
probability of visiting a doctor, after having removed the effeccs due t0 the individual level covariates. 
To do this, we combined the individual level and county level models in (2.2) and (2.3) but set r=o. 
Then 

(4.2) 

To reduce the scale ofthls investigation we consider only the eight individual level variables identified 
earlier. As indicated by (4.2), we allow main effectS of county-level variables and interactions of these 
county covariates wilh the individual-level variables. The collection of county covariates that we 
considered are ones lnCJu<led in the Area Resource rile or county monality file. and thought by subject
matter SpCCialislS co be relevant. We have also included county variables related co the formation of the 
NHIS strata. The procedure we used was to force lhe eight iodividilal-level variables into the model, and 
lc:t the SAS st<pwisc logistic regression procedure add variables. 01/e have also used graphical methods 
as described in Malec aod Sedransk 1993a and Malec, Sedransk, and Tompkins 1993.) We found no 
county-level covariates that Increased D' appreciably. However, there is still considerable rounty-to
rouoty variation to be caprured by (2.3) with G, ~ I. For other dependent variables (e.g .. health starus), 
rounty-level covariates play a more significant role. 

S. Comparison of Alternative Estimators 

In this section we use dau from the 1987 NHIS tO compare the Bayes estimates with the Standard 
alternatives, synthetic and dcsign-ba$Cd c:otimat<:O. 

For the largest States. the conventional design-based estimates should have relatively small variances, 
and there should be good agreement between them and estimates based on (3.2). In Figure 3 we plot, 
for each state and type of estimator (design-based. Bayes, synthetic), the estimated percent of the state 
population who visited a physician against state sample size. The Bayes estimates (based on a normal 
approximation to the posterior distribution) arc close co the design-based estimates for the largest states, 
as one would hope. For the same states, the synthetic estimates are always funbcr from the design-based 
estiDWts than arc the Bayes estimates. As the state wnple sizes become smaller the design-based 
estiimies become incr-ing:ly uorelioble, ond the Ba~ cstiman:3 look less like the design-based 
estimates, and more like the synthetic estimates. We have also used this same model ro produce state 
estiDWts of the percent visiting a physician for subpopulations such as persons 65 +, non-whites and 
females. Th= estimaiee exhibit the versatility of Boyes esthrulres; the betwccr> county variability.based 
on r, is different for these three cases, leading to different amounts of "gaining of strength". See Malec 
and Sedransk (1993b) for details and estimates. 

Corresponding to Figure 3, Figure 4 is a plot for the SI areas of posterior standard deviations vs. state 
sample sizes where we consider both the hierarchical Bayes (formulas (2.1) • (2.4)) and •synthetic" 
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estimates. For the states with smaller populations, the standard deviations based on the hierarchical Bayes 
model more properly account for the uncenaincy associated with inference about 0. 

6. Evaluation 

We have investigated whether the conventional sample weights are infol'lllative. Figure 5 is a partial 
residual plot similar to Figure 2. (For this analysis, 
ziJ = {y1J - E(p1,,lx.> l [E(P;J lx) (1 - E(P;J lxs) l 1-1 . l Theordinateofeachpointisthe 
•ver.ge resicfn•I for all individuals having a sample weight within the range cent•.r•.d at th• corresponding 
abscissa. There is no evidence that the model should include the sample weight as a covariate. 

Since the frequency of persons who visit a physician is not available for the entire NHIS population, 
it is not possible to compare the small area estimates with the rrue state values. However, by removing 
a ponion of the sample, cross-validation methods can be used to assess how well the model and estimation 
procedure predict the part of the sample that has been deleted. 

The cross-validation procedure that we plan to use is described below. Define the set of sampled 
elements that are Set aside as "A". Let :<... denote the vector of observations that correspond to the 
elements in A and~ the remaining sampled elements. Also, Lis the random variable (with observed 
value)'.,.) that represents the removed elements. The predictive distribution, f(XAIXcA>) , can be used 
to make comparisons between the observed d:U3, !£..., and the volues of Y. predieted from the model. 
Specific functions comparing L and y_.., denoted g (X A I J! A) , can be defined to evaluate features of the 
predictions. (See Gelfand, Dey and Chang 1991 for a general review of Bayesian model assessment.) 

We shall remove sets of sample elements in ways that permit us to see if our model captures the most 
imponant features of the NHIS data. Our evaluation will be based on bow well the model predicts the 
dcleled :sample, 

where the first sum is over all counties in state "U ", ~ denotes the set of deleted individuals in 
demographic group k and county i, and nAI(k) is the size of A ... Two choices for the error in prediction 
are 

g1u<.Y •• x); <0.w- E(SA"lx(A» >2 

and 

To evaluate how well the model can predict the error of the estimate one may use 
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Numerical results from this cross-validation will appear in a fonbcoming repon. 
• 

• 
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Relationship of log odds of a sample proportion and age for each race by sex group. 
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Figure 2: Relationship for each sex x race group of average residual and age using the model in section 4 . 
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Figure 3: E.~timated percent of population in a state who visited a physician in the pm year plotted against stme sample size: Hierarchical 
Bayes, synthecic and design-bMed escirnaces . 
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Figure 4: Posttrior staadard deviations ploned against state sample sizes: Hierarchical Bayes and synthetic models. 
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Figure 5: Relationship of average residual and sample weight using the model in section 4 . 
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THE ROLE OF DESIGN BASED VARIANCES AND COVARIANCES 
IN SMALL DOMAIN ESTIMATION 

Robert E. Fay1 

U.S. Bureau of the Census 

l. Introduction 

Two recent reviews provide the context for this paper. The 
Suboomznittee on Small Aroa Estimation, Federal Committee on 
Statistical Methodology (Schaible and Gonzalez 1993) surveyed 
applications of indirect estimators in official U.S. government 
use. The first chapter of their report noted the predominance of 
direct estimators in federal statistics. In other words, official 
estimates are almost always "direct,• through exclusive or almost 
exclusive use of data from both the time and domain of interest. 
Indirect estimators, relying heavily on data from either other 
domains or times (or both), are the exception in federal 
statistics. The report enumerates and discusses indirect 
estimators in current federal use. (That is, the report considered 
only those applications published as official estimates, not 
including methodological tests and discontinued series. 
Gener"li zati ons of survey variance> ogtimates, for ox=plo, thoso 
often included in source and reliability statements at the end of 
Census Bureau reports, were also not incl uded.) 

Although i nfrequently employed in federal practice, indirect 
estimation generally reflects an attempt to address a need for 
estimates that cannot be reliably produced directly given 
constraints on resources. The concluding chapter of the report 
urged caution in the use of indirect methods and eschewed advocacy 
of them as a general purpose and easily developed solution. 

Ghosh and Rao ( 1994) reviewed the statistical methodology 
underlying several types of indirect estimators. Their review 
included demographic and other methods specific to postcensal 
population est imation; synthetic, composite and related estimators 
for domain characteristics; and empirical best linear unbiased 
predictors (EBLUP), empirical Bayes (EB), and hierarchical Bayes 
(HB). This paper employs their review as a point of departure for 
comparisons of existing theory to practice. 

Several small domain appli catiom; that have appeared in the 
literature share enough common features to be studied as a group. 
One class of applications, which represents the scope of this 
paper, combines information from survey estimates at tho domain 

1 This article represents results of research undertaken by a staff 
member of the Census Bureau. The views expressed are attributable 
to the author and do not necessarily reflect those of the U.S. 
Bureau of the Census. 
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level with domain-level characteristics available from independent 
sources. Examples include estimates of 1970 census income for 
small places (Fay and Herriot 1979), estimates of 1980 census 
undercount (Ericksen and Kadane 1985, Cressie 1992), estimates of 
1990 census undercount produced by the U.S. Census Bureau in 1991 
(subsequently revised under a different methodology), and estimates , 
of median family income by state (Fay, Nelson, and Litow 1993). 

In some of these applications, independent data provide a 
basis for evaluating the methodology. For example, in estimating 
median family income by state, the decennial cencuc figures serve 
as a gold standard by which to judge the performance of the 
resulting small domain estimates. Although this comparison is 
available only every 10 years, the empirical results support the 
application. As a second example, the relatively small number of 
available soecial censuses taken after the 1970 census also 
corroborated the application to 1970 census income for small 
places. In other cases, however, including the analysis of census 
undercount, there is no gold standard by which to evaluate the 
resulting estimates. Consequently, the validity of the application 
of tho underlying theory for both the properties of th .. re~ulting 
estimates and the measurement of their reliability is of 
considerable importance. 

Comparison of these and other applications to the available 
theory generally shows that the explicit theoretical conditions are 
not completely satisfied, although to varying degrees. 
Consequently, each application implicitly requires that the 
departures from the theory do not pose serious consequences. As 
the title of this paper suggests, the theoretical results typically 
assume that the sampling errors ot the small domain estimates are 
known, whereas in practice they are frequently estimated from the 
data, either directly or through a model to generalize the 
variances. 

Section 2 reviews much of the existing theory for the class of 
estimators under discussion. Section 3 then compares the 
applications just mentioned to the requirements of the theoretical 
formulations to note implicit extensions of the theory that, for 
the most part, still lack a theoretical foundation. Section 4 
reports the results of simple .Monte Carlo studies to assess 
evidence in some of these areas. Although mathematical proof is 
preferable to computer demonstration, the empirical results present 
uccful oviclonoe on the significance of various issues arising !rom 
the practical application of these procedures and suggest 
directions for new research. 

2. Theoretical Results for a Class of Small Area Estimators 

As noted in the previous section, Ghosh and Rao (1994) 
reviewed several general small _area approaches. The class of 
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models of interest to this paper employs auxiliary data "'• • 

( X x ,_ ) , which are assumed measured without sampling JJ I •••1 -

, error. In their notation, the parameters of interest, 9
1 

, are 

.. 

assumed to be related to the ,., by 

j • l r • • • I .m, (2.1) 

Frequently, the model takes the simpler form: 
0, • ,.,13. v,, ! .. 1, ... , m, (2.2) 

where 13 is a vector of regression parameters, and the v, are 

independent, ident ically distributed (iid) random variables with: 
E(\1 1 ) • O, V(\1 1 ) • o;. (2.3) 

In (2.1), Lhe z
1 

's are known posltive constants. Ghosh an~ Rao 

( 1994) develop the theory in the general form ( 2. 1) . Results 
specific to the simpler model (2.2) are offered here because the 
formulas are more accessible. 

Tho 9 
1 

in ( 2. 1) and ( 2 . 2) represent the parameters of 

interest for the small areas, such as local area per capita income, 
the ratio of correction population to census population, the number 
of employed, etc. The model reflects a possible lack of fit 
between the regression ,.,13 and the actual value through random 

effect terms, v, . 

In this class of models, direct estimates, ~, are available 

at the domain level with 

~, • 0, • e,, (2.4) 

where the e, represent sampling errors with 

E(e119) • O, V(e1 I9) • 1jr1 • (2.5) 
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(In this section, the sampling errors are also assumed independent, 
but extensions have reflected correlated sampling errors. ) In 

other words, the 6, are design-unbiased estimators. Ghosh and 

Rao comment that these conditions may be quite restrictive. For 
example, the estimators may not be unbiased, as in the case of 
undercount adjustment. In addition, the sampling variances W, 
may not be known. 

The combined model, using (2.2) and (2 . 4), is 

(2.6) 

As Ghosh and Rao note, ( 2. 6), which is a linear combination of 
tixed and random et!ects, is a special case ot the general mixed 
linear model. 

Ghoah and Rao (1994) diocuoo the eotim~tion of (2.6) from the 
perspectives of EBLUP, EB, and HB; this paper will primarily focus 
on the EBLUP formulation. They cite Henderson (1950) as the 
originator of best linear unbiased predictors (BLUP) for modela 
such as (2.6), when the variance components are known . Ghosh and 
Rao express the BLUP of e, as 

(2.7) 

where 

( 2. 8) 

is the BLUE of ~ , v is the diagonal matrix with elements 

a!·W, , and 

v, . (2.9) 

When the variance components are known, the mean square error 
of (2.7) under model (2.6) is 

(2.10) 

where 
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(2.11) 

and 

g (02) - (1-y 12 ;r ( z • v-1z1-1x .• 
21 v J J. 1. .. (2.12) 

Because is typically unknO'.m, a two- stage estimator, 

arises by first estimating from the data and then using it to 

obtain ( 2. 7) . 

estimating o! . 

where 

and 

Ghosh and Rao reference several options for 

A simple moment estimator 0!
111 

- max !0!
111

, 0) , 

(2.13) 

13· - I z •.iri-1 JC• G 

is the ordinary least squares estimator of 13 , has the advantage 

of not requiring iteration . 

The remaining methods to be considered here each require 
iteration, unless the sampling errors $ 1 are equal. For a given 

trial estimate of a! , J3 is estimated through ( 2. 8) at each 

cycle for each of the methods. 

Fay and Herriot (1979) used an estimator ov l2>' based on the 

method of moments as the solution to the equation 

(2.14) 

or 0 in the case that no solution exists. If the sampling errors $
1 

are equal, then (2.13) and (2.14) have the same solution. 
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A third alternative, maximum l i ke l ihood, cv 
131

, maximizes 

L(l3,a!> • -1/21og( )V() -l/2 (6-zl3)'V "1 (6-zl3J, (2.15) 

which is the log-likelihood up to a constant. 

Cressie (1992) suggested the application of another 
estimator, ov ,., , based on restricted maximum-likelihood ( REML), 

which maximizes the adjusted likelihood, 

L•(13, o!> • - 1/2log( (v() -1/2 (log((z'v""zl) 
(2.16) 

- 112 (6 -zl3)'v·1 ce-z13>, 

where terms not involvi ng the parameters have been dropped. 
Cressie (1992) further describes thi s procedure, which was 
originally developed by Patterson and Thompson (1971, 1974). In 
short, however, the procedure examines the l i kelihood of the 
res i duals from the regression . When all the sampling errors w

1 

are equal, then (2.13), (2. 14), and (2.16) have the same solution, 

while (2.15) yields a generally smaller estimate of ~· 

Under normality of the error terms, Kackar and Harvil l e (1984) 
showed that 

E ( t1: . e J >2 • E ( t1~ -e J) 2 
• E ( t1: -11: >2' 

where, for large m, the second term may be approximated by 

where V(C!> is the asymptotic variance of C!. 

Prasad and Rao showed that an approximately unbiased estimator 
of the mean square error of the EBLUP estimator is 

(2.17) 

with bias of order lower than m4 . 
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The MSE estimators studied in Section 4 share ( 2. 17) but 

differ in the approach to estimate iftcei . section 4 describes 

these differences . 

3. Assumptions Made by Somo Provious Applications of EBLUP 

Section 2 , and the more complete review in Ghosh and Rao 
(1994), detail t he assumptions of the available theory for EBLUP. 
This section briefly reviews potential discrepancies between the 
theory and some previously published applications. 

One feature is common to all of the applications discussed 
here and can be assumed to occur almost universally for sample 
surveys, namely, that the sampling variances, lj1

1
, are estimates 

rathor than known valuco. The following discussion notes the 
consequent adaptations, which range from direct use of estimated 
variances to variance generalization. 

Fay and Herriot (1979) described a large-scale implementation 
of EBLUP/empirical Bayes estimation to estimate per capita income 
in 1969 for small places and minor civil divisions with population 
below 1000 persons. The sample estimates, GJ, were based on the 
long form sample of the 1980 census . Predictors included the 
county average PC!, 100' data from the census on housing value, and 
reported income from IRS returns. Because of computing constraints 
at the time, the authors refrained from any recalculation of the 
census sampling variances but instead employed the available 
variance generalization. Tho 9onorali2ation was a simplo national 
model without any allowance for geographic variation. Since the 
generalization yielded a linear relationship between ~ and 6!, a 
logarithmic transformation of G, gave a closer tit of the 
application to the theory. They employed (2 . 14) to estimate ~ • 
Generally, the compositing, (2.7), drew on both the sample 
estimates and the regression in approximately equal amounts, rather 
than relying almost exclusively on one of the two. The authors 
employed ( 2. 2) but observed some evidence of variation in o2 by 
size of place. The evidence suggested (2.1) with zs decreasing 
with increasing size, n1 , although at a rate closer to n;1 " than 
nj112 • The authors did not attempt MSE est imation, but presented 
some limited empirical evidence from special censuses favoring the 
EBLUP approach . 

Application of EBLUP to sample estimates of decennial census 
undercounts has been controversial, and the review here will simply 
tocus on assumptions incorporated in the implementations rather 
than systematically evaluating the merits of the work on this 
subject. As Ghosh and Rao (1994) comment in passing, survey 
estimates of undercount in both 1980 and 1990 have been subject to 
substantial sources of bias, and the existing theory does not 
provide a clear measure of how EBLUP behaves under such conditions. 
Furthermore, gains from EBLUP and estimators of MSE have figured 
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prominently in the undercount debate, since the 1980 PES estimates 
at the state level and the 1990 PEP estimates based on the original 
1392 strata have such high s ampling variability as to preclude 
adjustment without EBLUP or other s moothing . The estimators 
placed high weight on the regression and little on the direct 
estimates. 

In both 1980 and 1990, estimates of $
1 

have appeared to depend 
on G1 • The published 1980 analysis used the estimated variances 
in spite of this departure from the model. The 1991 analysis of 
the 1990 PES applied a variance generalization. Although opinions 
have been offered on the subject, a systematic analysis of the 
eff ect of the generalization on the 1991 estimates remains to be 
done. Furthermore, the 1991 smoothing was multivariate and 
employed large covariance matrices, formed from the generali zed 
variances and directly estimated correlations. Fay (1992) showed 
through stratified bootstrap samples t hat this approach induced 
substantial add! tional variability not reflected in the MSE · s 
computed by the Census Bureau. 

The 1990 PES estimates were subject to substantial amounts of 
missing data, yet no estimates of missing data variance are 
available, and the author is unaware of systematic analysis showing 
what possible effect this factor mi9ht have had on the 1980 
analysis. 

Ericksen and Kadane (1985) and the 1991 EBLUP for the 1990 PES 
both employed (2.2), whereas Cressie (1992) reanalyzed 1980 
estimates with z

1 
• n ·112 . Although Cressie argued for this choice 

on intuitive grounds, empirical evidence on this question is 
limited and virtually impossible to obtain from the undercount 
estimates themselves. The 1990 application employed (2.2); yet the 
sample estimates suggested that it failed to hold because o2 

appears much larger in minori ty poststrata than elsewhere. • 

The U.S. Census Bureau has employed an EBLUP procedure to 
estimate median family income for 4-person families by state from 
the Current Population Survey (Fay, Nelson, and Litow 1993). The 
model can be calibrated against census values every 10 years. 
These calibrations have favored continued use of (2.2) at the state 
level, distinctly rejecting proposals such as z

1
• n·ll2 (Cressie 

1992) in this applicati on. The authors account for different 
approaches to estimating $J and 0 2 over the evolution of the model. 
Over time, more emphasis ha~ bee~ pl~ead on direct estimates. 

In short, l) each of these applications has rested on implicit 
extensions of the existing theory, 2) some empirical evidence 
suggests that these procedures can be useful under some conditions, 
but 3) a more systematic approach to assessing effects of 
uncertainty for EBLUP is still needed. The next section does not 
fully meet this need, but it does suggest the value of large scale 
Monte Carlo simulation as a productive approach to some of these 
questions. 
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4. Monte Carlo Evaluation 

4.1 Basic Design of the Study 

As noted earlier, the derivation of the estimators of mean 
square error rest on expectations taken both over repetitions of 
the sample and over the random effects. The more usual perspective 
of finite population sampling considers the population as fixed but 
unknown. In order to bridge the consequences of these two points 
of view, this study generated several finite populations, e, and 
compared the properties of the mean square error estimates for each 
resulting population. Although the expressions in Section 2 
focused on errors for individual components, (2.17), this section 
studies the accuracy of the estimated sum over domains of squared 
errors, much as the literature on the James-Stein estimator. The 
actual MSE's are compared to (2.17) summed over i. 

Two values of m, 20 and 50, offer some indication of the 

effect of number of domains on the estimators. The first offers an 
approximate lower boundary on the range of usual application, while 
the second illustrates the effect of somewhat larger m. The 

primary emphasis will be on 50. Obviously, results for larger 
numbers of domains, such as 200, would also be desirable . 

The section reports results that share the following common 
elements: 

1) A set of population values for the domAina, 6 1 is drawn from 
some distribution. For normal applications, for example, the 
domain means are selected. 

2) 

3) 

4) 

5) 

6) 

Samples, ~. are drawn from the domain population and sampling 
variances estimated. 

One or more EBLUP's, ~·, are constructed. 

Steps 2) and 3) are repeated for a total of 2000 samples from 
the population defined at step 1). 

The MSE's of the EBLOP's, estimated as the average value of 
(~:- 0,) 2 , calculated from the 2000 sampl<>" and "umm<>d ovgr 
the domains, i, become the standard for comparison to the 
corresponding estimated MSE sums of (2.17) over i. 

The bias and mean square error of the MSE estimators are then 
derived, and also key frequencies, such as the percent of 
samples in which the estimated MSE understates the actual MSE 
by 25 percent. 

Steps 1)-6) generate one point in the Monte Carlo study. In other 
words, each point represents a specific population realized from 
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the superpopulation, where the performance, over repeated sampling, 
of each of the EBLUP estimators and MSE estimators is evaluated. 

Obviously, the MSE's at step 5) are not entirely free from 
sampling error themselves, but the relatively large number of 
samples provides practical justification for this procedure. The ~ 
results presented in Figures 1- 13 show that this procedure produces 
stable values. 

Thus, the perspective is similar to design-based finite 
population sampling, since the criteria assess the performance for 
individual over repetit.ions of the sampling design. 

4.2 Results for Normal Populations 

For simplicity, four X variables were constructed: 

1) The grand mean. 

2) An indicator variable dividing the domains into halves 
according to domain number, i = 1, ... m. For example, form 
= 20, the variable distinguishes the first 10 from the second. 

3) A linear term, increasing with the domain number. 

4) A similar quadratic term. 

The sample size, n, for each domain was fixed at either 10 or 
20, and the observations were scaled by n111 in order to give the 
sample means unit variance . Because the analysis is invariant to 
the true 13, these coefficients were set to O in generating the 
Monte Carlo samples. 

Eight combinations were studied: 

1) Use of known sampling variances, 1jr
1

• l , in combination with 

(2.14) and VIC!) from Prasad and Rao (1990, p. 167, (5.19)): 

2) 

3) 

v(c:) . 2m "[C!. 2C! L 1"1fm. Llif,lm l ( 4. 1) 

Use of generalized sampling variances assuming that the w
1 

are 
equal to some unknown constant, which is then estimated as the 
average of the sample estimates of 1jr

1
• The remaini ng 

estimation is done as in 1). 

MLE using known sampling variances, 1jr
1

• 1, and: 

V'cc:i • 2[.E <C!·w,l''']·1 
( 4. 2) 
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4) MLE using the estimated variances and the estimation approach 
of 3). 

5) REML using the estimated variances and V(~) from Cressie 

(1992, p. 82, (3.22) and p. 85, (4.11)). 

6) REML using the estimated variances and the more approximate 
expression (4.2). 

7) The method of moments estimator, (2 . 14), and: 

v(c!> - 2111[E <&. • i:r,>"]-: (4.3) 

8) The simple moment estimator, (2 . 13), and (4 .1 ) . 

Cressie's (1992) estimator studied included in 5) is the only 
one of the group to explicitly incorporate the effect of the 

rc9rc33ion in cstirne>ting v( C!J . All others depend on m being 

large compared top. In fact, however, differences between 5) and 
the simpler 6) were extremely modest . Potentially, similar 
refinements could be incorporated into the other estimators of 

V(C!> , but their impact is again likely to be small unless p is a 

substantial proportion of m. 

Figures 1-13 results for m = SO, n = 10, that is a 
comparatively large number of domains with comparatively few 
degrees of freedom in each domain to estimate the variance in each. 
Of course, no one choice of these values is appropriate to 
represent the usual situation in most small domain estimation. 
Comments will follow about the results obtained for m = 20 and for 
n • 20. 

A series of 28 populations a.re represented: 4 drawn from 
N(O, a!l with a; • .125, and 8 each from a; = .25, .5, and 1.0. 
FiqUres 2, 4, 6, 8, 10, and 12 each omit the pojnts for a2 • .125, 
which are generally far off the scale; further comments on this 
point follow. 

Figure l shows the actual HSE for 2) as a function of Ee:, 
which is called the •ss of true deviations• in the figures . over 
the ent ire range studied, the EBLUP improves on the direct sample 
estimates, but the improvement is most dramatic at the leftmost 
portion of the range, where a2 = . 125, and the true values e almost 
fit the regression line. The pl~ses and x's distinguish between 
different super population values of a; used to generate the e,, 
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but quite clearly this distinction i s unimportant once the results 
are conditi oned on I:e!. 

Actual MSE of Estimator 
3S 

30 
+++ + 

+ 
+ 

2S x 
++ 

20 ~~x 
rii 

"' :t:"" :.: 
15 ,...+ 

10 *'I(< 

s 

0 
0 JO 20 30 40 so 60 70 

SS of true deviations 

Figure 1 Actual MSE for "unbiased methods," general ized equal 
variances, m = 50, p = 4, 10 obs. per domain. 

If the actual MSE's of any of the alternatives were 
superimposed on Figure 1, there would be substantial overlap. The 
MSE' s and other performance characteristics of 1), with known 
variances, are virtually identical to 2). The actual MSE's of 3) , 
MLE with known variances, are also almost identical to those in 
Figure 1. When sampling errors are instead estimated, the actual 
MSE's are a bit larger: by about 15-30% for REML and 8- 20% for the 
othe r alternatives when the actual MSE is below 20, and by lesser 
amounts over the upper end of the range. 

Since the MSE of the sample means is 50, Figure l includes a 
broad range of outcomes. At MSE=30, EBLUP yields distinct gains 
that, nonetheless, many practitioners might choose to forego in 
favor of the greater simplicity and interpretability of the direct 

!580 

• 



.. -

sample estimates. At MSEalS, the gains from EBLUP may have a 
substantial impact on the utility of the estimates. 

Relative Bias in MSE Estimator 
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+ 
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Figure 2 Percent bias in Prasad-Rao MSE estimator, 
9cncr~lizcd cqu~l v~rionces, "unbiased methods," m - 50, p -
4' 10 obs. per domain. Note: The first 4 points have been 
omitted. 

Figure 2 reports the relative bias of the MSE estimator for 2) 
over the range of ~e~. The leftmost 4 points have been omitted 
from the graph because the bias increases dramatically, to around 
30-40%, in that region. As noted previously, the performance for 
1), with known sampling variances, is virtually identical to Figure 
2 . 

From the perspective of biao, the performance of the MSE 
estimator is quite satisfactory over a large part of the range, but 
it becomes upwardly biased under conditions where the EBLUP 
estimator has the most pronounced effect, that is , in the leftmost 
portion of the range, below MSE ~ 15 or so. 
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Figure 3 evaluates the performance of the MSE estimator in a 
different manner, by showing the proportion of times that the 
estimated MSE falls below the actual MSE by 25% or more. For 
example, when the actual MSE=20, the figure reports the percentage 
of samples in which the estimated MSE is below 15. 

Percent with 25% Understatement of MSE 
30 ., 

c: + Ill 

~ 25 +++ ., + + "' ., ++ 
II) ~ 
~ 20 

'"O X>OSc c: 
::> x .., IS 
'° x N 

.<: + ., x ..... 10 :. ., + ++ c: 
Ill s + + + u 
k 
Ill 
ii. x + 

0 

0 10 20 30 40 50 60 70 
SS of true deviations 

Figure 3 Percent understatement of true MSE by 25 percent or 
more, generalized equal variances, "unbiased methods," mg SO, 
p = 4, 10 obs. per domain. 

The findings of Figure 3 are not easily predicted from Figure 
2. In spite o! the low level o! bias in the MSE estimator over the 
range of MSE=20 and above, the probability that the estimator will 
substantially understate the actual MSE rises steadily as MSE 
decreases. Even mo.re striking, however, is the dramatic !all 
towards 0% at the right of the figure. In fact, in this lower 
range, the contributions of the more stable components of (2.17), 
namely its second and third terms, are able to prevent a large 
understatement regardless of the contribution of the far more 
erratic first term. 
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Figure 4 presents comparable results for 3), MLE with known 
variances. Figure 4 reports a consistent downward bias in the 
estimated MSE for MLE. This finding agrees with a comparison of 
REHL and MLE by Cressie ( 1992). Presumably, this downward bias 
could be even more severe when the ratio of p to m, which is 4 to 

• 50 in this case, is larger. 

• 

Relative Bias in MSE Estimator 
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Figure 4 Percent bias in Prasad-Rao MSE estimator, 
generalized equal variances, MLE, me 50, p = 4, 10 obs. per 
domain . Note: The first 4 points have been omitted. 

In spite of the general downward bias in the MSE estimate, the 
bias changes sign and increases up to about 15-30% for the 4 lowest 
points included in the study. 

Figure 5 presents results for MLE analogous to those in Figure 
3. Noting the change in scale between the two figures, Figure S 
shows even higher proportions of significant understatement of the 
MSE over a large proportion of the range. This finding is 
consistent with the general downward bias exhibited in Figure 4. 
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As in Figure 3, however, the probability of significant 
understatem.ent falls off dramatically near O. 
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Figure 5 Percent understatement of true MSE by 25 percent or 
more, generalized equal variances, MLE, m; so, p ~ 4, 10 obs. 
per domain. 

As noted earlier, shifting from known variances to estimated 
variances for each of the domains increases the actual MSE of the 
MLE by about 8-20\ for actual MSE's below 20, and somewhat less for 
larger actual MSE's. Figure 6 reports the performance of the MSE 
estimator in this instance, as an estimator of the actual, and now 
larger, MSE. Comparison of Figures 4 and 6 indicates some common 
features but considerable differences as well . on the right of 
Figure 6, the downward bias is even more pronounced than in Figure 
4. For decreasing MSE, however, the bias crosses O earlier than in 
Figure 4. The bias for the omitted points rises to approximately 
the same range, that is, about 15- 30%. 
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Fig~re 6 Percent blas in Prasad-Rao MSE estimator, 
variances, MLE, m • SO, p • 4, 10 obs. per domain. 
first 4 points have been omitted. 

estimated 
Note: The 

Figure 7 shows the effect on 25\ understatement of the actual 
MSE when the sampling errors are estimated. Compared to Figure 5, 
the results are much flatter, in t he range of 15-20%, compared to 
the much more dramatic swings in Figure s. Unlike Figures 3 and S, 
the combination of the extra variability from estimating the 
sampling variances and the somewhat larger actual MSE eliminates 
the phenomenon of the dramatic drop towards 0% at the riqht end of 
the scale . 

It was previously noted that REML applied to the sample data 
and estimated sampling variances yielded estimates with the largest 
actual MSE. Specifically, choice S) , with the estimator from 
Cressie (1992), appears here, although it was previously noted that 
the alternati ve 6) produces essentially identical results. Figure 
8 shows the bias in the estimated MSE for REML. Figure 8 closely 
resembles Figure 6 in shape but has estimated biases moved up by 
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roughly 5-10 percentage points. Again, results of this comparison 
to MLE are consistent with a greater downward bias in the MSE for 
the latter. 
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Figure 7 Percent understatement of true HSE by 25 percent or 
more, estimated variances, ~.LE, m ; SO, p e 4, 10 obs. per 
domain. 

Figure 9 resembles Figure 7, in showing a flatter performance 
over the range than Fiqures 3 and 5. Overall, however, the 

• 

comparison of Figure 9 to Figure 7 awards a significant advantage • 
to REML compared to MLE in preventing marked understatement of the 
true HSE . This finding is consistent with the relative shift in 
bias of the HSE estimators compared in Figures 6 and 8. 

As noted earlier, use of sample variances in the method of 
moments estimator produces an increase in actual MSE comparable to 
the increase for MLE. Figure 10 shows performance comparable or 
slightly better than that of REML in Figure 8 under the same 
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circumstances. Again, the MSE estimates exhibit less downward bias 
than for MLE in Figure 6. 
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Figure 8 Percent bias in Prasad-Rao MSE estimator, 
variances, REHL, m • 50, p • 4, 10 obs. per domain. 
first 4 points have been omitted. 

estimated 
Note: The 

Comparison of Figures 11 and 9 reveals that the sliqht bisa 
advantage of the method of moments approach compared to REHL, shown 
previously by Figures 10 and 8, is traded against more frequent 
understatement of the actual MSE by 25\ or more. Consequently, 
there is not a single winner in the contest of these alternatives • 

Generally, the method of moments approach does appear to 
outperform MLE in Figures 6 and 7. The method of moments is 
subject to less downward bias than MLE at the upper end of the 
range studied and exhibits less frequent understatement. 
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Figuro 9 Poroont undcrctatcmcnt of true MSE by 25 pe rcent or 
more, estimated variances, REML, m ~ SO, 
domain. 

p = 4 I 10 obs. per 

Figures 12 and 13 present the results for the last 
alternative, 8), which weights observations equally in estimating 
02 and which does not require iteration. The findings show a 
considerable downward bias in MSE estimation under these 
conditions. For example, comparison of Figure 12 to Figure 10 
shows a more consistent downward bias over much of the range 
studied. In t urn, the probability of 25\ understatement is higher 
in rigur., 13 than rigure 11. 

Generally, the findings show that the properties of the MSE 
estimators are affected to a si9n1flcant degree as a result ot 
estimating sampling variances when there are relatively few 
observations or degrees of freedom in each of the domains. These 
empirical findings do not appear to be a straightforward 
consequence of the available theoretical results. 
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Relative Bias in MSE Estimator 
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Figuro 10 Poroont biao in Prasad-Rao MSE estimator, estimated 
variances, method of moments, m ; SO, p : 4, 10 obs. per 
domain. Note: The first 4 points have been omitted. 

When n • 20 observations are instead available for variance 
estimation within each cluster, the effects of estimating the 
variances becomes less pronounced. In other words, the 
corresponding Figures 6 and 7 for m ; 20 become more like Figures 
4 and 5, and the pairs of Figures 8 and 9, 10 and 11, and 12 and 13 
each resemble Figures 2 and 3 more closely. Consequently, and not 
surprisingly, the effect on MSE estimation depends on the degree of 
precision of the sampling variances in the domain, and not simply 
on the fact that the sampling variances have been estimated. 

Translation of the implication of these results to application 
will, in the author's opinion, not be simple. Compared to the 
estimation of variance for standard estimates, such as the sample 
mean, the issue of the variance of the variance, that is, the 
design-based variance of a variance estimator, is a fairly arcane 
subject that has consequently received relatively little attention. 
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A simple count of the algebraic degrees of freedom will not 
typically provide an adequate indication of the expected 
performance of the variance estimator, except in the sense that a 
variance estimator based on a small number of observations or 
clusters is certain to be highly variable. Generally, non
normality of the indi vidual or clustered observations may increase 
the variance of the variance substantially compared to its behavior 
under normality. 
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Figure 11 Percent understatement of true MSE by 25 percent or 
more, estimated variances, method of moments, m ~ 50, p ~ 4, 
10 obs. per domain. 

Results for m • 20 domains follow many of the same patterns as 
m • so . overall, however, there is substantially less evidence to 
evaluate whether the EBLUP has yielded substantial declines in MSE. 
When m • 50, the MSE estimators begin to exhibit relatively extreme 
behavior, including their upward bias, when the actual reductions 
are 7 5 \ or more. For m ; 20, the same patterns appear much 
earlier, at around 50\ actual reduction. Similarly, the phenomenon 
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in Figure J and others where the MSB estimator suddenly stops 
overestimating the true MSE by 25% or more shows up much earlier 
for m • 20. Thus, effective MSB estimation in situations where the 
gains from EBLUP are substantial requires numbers of domains on the 
order of m • SO. Specific findings are available from the author. 
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Figure 12 Percent bi as in Prasad-Rao MSE estimator, estimated 
variances, equally weighted method, m = 50, p = 4, 10 obs. per 
domain. Note: The f i rst 4 points have been omitted. 

Except for separate FORTRAN programs to generate the sample 
data used in t he Monte Carlo study, the variance program VPLX 
calculated the EBLUP estimators and summarized the results. PC ' s 
with 486-class processors performed the calculations for m • 20, 
and a Sun SPARC 10 for m • 50, although selective problems were 
checked against each other to verify independence of results on the 
choice of platform. 
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more, estimated variances, equall y weighted method, m s 50, p 
• 4, 10 obs. per domain. 

s. Concluding Remarks 

Continued advances in computer technology is certain to have 
a continued impact on the practice of statistics. Figures 1-13 
summarize empirical results that the author would not have had the 
resources to undertake even a few years ago. Even so, such answers 
are not yet easily obtained -- for example, each set of points 
appearing in Figures 1-13 represents about 5 1/2 hrs. of 
calculation. 

The findings , although not generally remarkable, illustrate 
the subtleties of applying complex estimation methods to practical 
problems. Features appear that are difficult to anticipate from 
knowledge of the theoretical results alone. over time, Monte Carlo 
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assessment should become even more of a standard to complement 
theoretical findings. 

Substantially more work can and should be done. Section 4.1 
outlines a general strategy for useful additional s t udy. As 
examples, the effect of l inkage between e, and 1lt, can and should be 
studiQd in this manner. V4rianoo 9eneralization h~o ~ppcared in 
applications, but what are the consequences of applying a deficient 
model, i.e., a variance generalization that overpredicts some 
sampling variances and underpredicts others? What are the 
consequences of mis specifying ( 2 .1)? How should the variance 
effects of missing data be taken into account? Issues such as 
these may have a substantial effect on the behavior of EBLUP 
procedures, and further Monte Carlo work offers an effective 
approach. 
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DISCUSSION 

Phillip S. Kott 
National Agricultural Statistics Service 

For a number of years now, many of us in the survey sampling 
community have been grappling with the following question: 

"What is the proper role of models in survey sampling?" 

The answer for survey sampling purists can be found in Hansen, 
Madow, and Tepping (1983). Their Guiding Principle No . 4 states: 

"Models are appropriately used to guide and evaluate the design of 
probability samples [including the choice of estimators) , but with 
large samples the inference should not depend on the model ." 

This principle clearly justifies the use of model-assisted 
methods within a randomization-based framework, which is the basis 
for sarndal, Swens~on, and WrQtman's celebrated now textbook 
(1992) . It is in sharp contrast, however, to the approach that 
Hansen and his colleagues label "model-dependent." 

Unfortunately, it is not at all clear how Guiding Principle 
No. 4 applies to the issue of estimation in small doma i ns. In 
fact , in Guiding Principle No . 7, Hansen, Madow, and Teppinq 
concede: 

" ... model-dependent methods may have an advantage with quite small 
samples, for which probability-sampling many not be appropriate" 

This suggests that our original question needs to be turned around: 

"What is the proper role of randomization- based inference when 
estimating small domains?" 

To Bayesians like Don Malec and Joe Sedransk, the answer to 
this question is simple: "none." Others, like Bob Fay and myself, 
would like to estimate the value 0; in a small domain i with an 
estimator t 1 that has the following property: as the sample size 
within domain i grows arbitrarily large (but the sampling fraction 
stays fixed), t 1 approaches 81 in probability irrespective of the 
validity of the model used in choosing t 1 • 

We realize, of course, that the sample size within domain i is 
not arbitrarily large. In fact, in small domain estimation, the 
sample size within i is usual so small that a conventional model-
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assisted, randomization-based estimator, t i<rb>' has an unacceptabl y 
large standard error, hence the need for a more creative, small 
domain estimator in the first place! Stil l, we would not be happy 
using an estimator that did not work well when it should; that i s, 
when the sample size within domain i was large. 

One can write 

( l) 

where s 1 is the sa.mpling error of estimator ti«b>. Let us assume 
that the model-assisted randomization- based estimator tHrb> is (at 
least) nearly randomization unbiased so that EP(s;J ~ o, where the 
subscript p denotes that the expectation is with respect to the 
probability sampling process ("nearly unbiased" means that the bias 
i~ ~mall bacausa the sample cizc across a l l domains is large). Let 
us also assume that 0i<rb> is nearly unbiased under a model governing 
the elements of the population; that is to say, EM(s; ) ~ o, where 
the subscript M denotes that the expectation is with respect to the 
model . Finally, let us assume that the tl(rbl is randomization 
consistent; i.e. plim

0
m_(t;/0;) = 1, where n(i) is the sample size 

in domain i. 
In small domain esti mation, it is common to model the behavior 

of the domain values 0; as well as of the population's elements. 
For convenience, let us restrict our attenti on to the following 
domain-level "random effects" model: 

(2) 

where x 1 is a v~ctor of characteristics for domain i, µ has a known 
functional form (e.g., linear or logistic) but unknown parameters, 
and £ 1, the random effect, is a random variable with mean zero and 
positive variance. 

Let m; be a nearly unbiased estimator for µ(x;) . An estimator 
for t 1 of the form: 

is nearly moael unbl~sed . 

imately) minimized when 
Its mean squared error is (approxi-

var(s1) 
g = ~~~~~~~~~~~ 

Var(s1) + E( (01 - m1) 2] 
(3) 

Whether var(s1) is the model or randomization variance of s 1 depends 
on whether one's goal is to minimize the model or design variance 
of t 1<•>. The same holds true for the interpretati on of E( (t1 - m1) 2 ] . 
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From both a model and randomization-based perspective, 
Var(s1 ) and E[ (01 - m1) 2 ] are unknown . Sarndal, Swensson, and 
Wretman' s estimator for VarP(ti( rb> ) :::: VarP(s1) is also a reasonabl e 
estimator for the model variance of s 1 • A reasonable estimator for 
EP[ (01 - m1) 2 ) is illusive, but a good estimator for E• [ (01 - m1) 2 ] :::: 

Var(E1) i~ not difficult to devalop. 
Suppose one estimates var.(s1) and Var(£ 1) from the sample, 

plugs those estimates into equation (3), and then computes t 1<9>. 
Cdll the result: e 1' . As t:ne sample size in domain i increases, 
Var.(s1) decreases, while Var(e1) remains a positive constant. 
Thus, as n(i) grows arbitrarily large t 1' converges to tl<rb>' making 
it randomization consistent just like ti<rb>" In fact, t 1' is fully 
in the spirit with Hansen, Madow, and Tapping's Guiding Principle 
Nn. 4: models have been used in the choice of tho ootimotor, but 
the estimator itself, while biased, is randomization consistent. 

Let us now turn to the primary question addressed in the Malec 
& Sedransk anc:i Fay papers: how should the van.ance of a small 
domain estimator like t 1' be estimated? Both papers take a model
dependent approach. The problem with this approach, of course, is 
that models can fail . Since Fay ' s paper deals with simulations, he 
avoids the problem. Malec & Sedransk do not . 

Malec & Sedransk a re to be commended for their thoughtful and 
thorough work in developing complex models at both the element and 
domain levels that are appropriate for the survey data they are 
examining. I nave absolut:ely no problems with the determined parts 
of these models. What bothers me are the random parts. In 
particular, the authors build in random effects at the county level 
only . They allow no additional clustering effects within area 
segments or households . Moreover, they assume county effects are 
uncorrelated both across adjacent counties and within states . An 
example of counties in a state likely to be correlated are Kings, 
Queens, New York, and Br onx Counties -- the four big boroughs of 
New York city. I suspect that more than one of these counties 
are represented in the authors' sample . 

I t should be noted that the qoal of the Malec & Sedransk 
paper is to produce state not county estimators. Their domain
level model is on the county level, however. Thus, they estimate 
Q(Sta.te) - l:itStlte et With l:iE:State ti(M.$) 1 whore ti(MS) = ml for COUl1ties flOt 
represented in the sampl e. For counties represented in the sample, 
tH•S> is similar t o the t 1' discussed above. Nevertheless, because 
of how the other counties are handled, there is no easy way of 
modifying a Malec/Sedransk state estimator to make it randomization 
consistent. 
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If g were determined from an outside source, the model 
variance of t 1<t> would be 

( 4) 

Once estimators for var.Cs; ) and Var(£ ; ) are computed, an estimator 
for Var. (t1

1'» quickly prcocnt::o itself. 
When a g (approximately) satisfying equation (3) is deter

mined from the sample so that t;<t> = t ,", it is tempting to simply 
plug that value into equation (4) along with estimates of Var.(s1) 

and Var(£;)· A good deal of high powered statistical work has gone 
into showing why such a practice can be mistaken . I have a more 
prosaic problem with this approach to variance estimation: it 
relies entirely on the truth of the model; in particular, on the 
modal for tho c 1• rt i3 true that we modeled the <; in developing 
the estimator t 1• in the first place, but to my mind this fact only 
reinforces a need to be able to evaluate the accuracy of t 1' in a 
way that does not require the same model assumptions. 

The randomization mean squared error of t 1<9> is 

MSJ::p(t1'"'> "' (l - g) 2Varp(s,) + g2Ep[ (6; - ln;) 2
]. 

Let v(s1 ) be a randomization-based estimator for VarP(s1). One can 
estimate Ep( (91 - m1) 2 ] with (tl<rbl - m;) 2 -v(s;) . Unfortunately, this 
estimator is dreadfully unstable. It has, at most, 1 degree of 
freedom. For many domains, v(s1) will also be very unstable, since 
it has, at most, n(i) - l degrees of freedom. 

It may come as a shock, but few users of our statistics are 
all that concarnad with variances. With this is mind, pcrhapc we 
should abandon the search for a near perfect variance estimator for 
t 1". we do need to be assured that t 1' has some minimum degree of 
accuracy. One possibility is to model vP(s;) and (ti<rbJ -m; ) 2 -v(s1) 

across all the domains and to use the results to derive a 
conservative indication about the accuracy of t 1" for each i. 
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DISCUSSION OF SMALL AREA ESTIMATION PAPERS 
COPAFS CONFERENCE, MAY 26, 1994 

David A. Marker 
Westat, Inc. 

Both of these papers are imponant for their general approach 10 the problem 

of small area estimation: !hey attempt 10 understand the application of new methods 
through the explicit use of models. Ideally. one would always design surveys 10 allow for 

the production of accurate, direct, design-based estimaies. However, when such cstimaies 

CillUIOI be produced, one is lefl with only two choices: either don't produce estimaies or 
use models. 

Malec and Sedransk present the use of hierarchical Bayes procedures for 
small wea csli.Jnaliun. I find this approach to be more satisfactory than empirical Hayes 

procedures for at least three reasons. First, hierarchical Bayes procedures do not assume a 
panicular model to be true. To quote George Box, "All models arc wrong, but some aro 

useful." Second, by assuming instead that the truth comes from within a class of prior 

distributions, It is possible to examine the robustness of the estimates; although this is 

limited to the range of priors contained in the class. Third, hierarchical Bayes allows for 
the use of informative priors. While Malec and Sedransk do not make use of informative 
priors, this is a possible area for extending their results. Particularly for repeated surveys 
such as the NHIS, there is a wealth of historical data that can be used. These data can be 
lncorpora1ed for model selection, as variables in the actual model, or 10 construe! 
informative priors. 

Many authors, including Malec and Sedransk, use the Gibbs sampler to 
produce hierarchical Bayes estimaies. The advaniage of the Gibbs sampler is that it allows 

for computations from complex distributions. However, the experiences relayed by Malec 
and Scdransk and others indicate that this approach is extremely time intensive. in some 

cases taking months to produce stable estimates. This raises questions about the actual 
utiliry of this approach t0 produce timely small area estimates. 

One additional point is worth making regarding the Gibbs sampler. As 

mentioned earlier there is an abundance of historical NHIS data from which informative 
priors could be developed. It would be very interesting IO see the results of using the 

Gibbs sampler when beginning with informative, rather than uninformative, priors. 
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Malec and Sedransk develop their model using forward stepwise 
regression. While this is a reasonable approach, it can lead to suboptimal results under 

compleit situations. Therefore, it might be worthwhile to e::wnine alternative model· 

selection methods. In selecting their model, they disregarded the sampling weights. They 
reported that the weights would not have had significant impact based on analyses at the 

national level. My concern is that given Slate-to-state differences this might not imply that 
nothing is lost by disregarding weights when producing state estimaies. 

Fay uses simulation lO elWlline the real situation of computing the accuracy 

of small area estimJUes when the variances a.-e unblow::. The Pras<id and Rao approach 
that he evaluatei is limited to situations in which the mean and variance arc independent 

Unfortunately in many situations, including the binomial variable used by Malec and 
Sedransk, this is not true. Prasad and Rao developed a procedure for producing 
appro:Wnately unbiased mean square errors (MSEs) for model-dependent small area 

estimates. These MSE estimates are, however, conditional on the model. 

For government agencies there is a strong interest in producing design

based measures of accuracy, not ones conditional on models. A method for producing 

design-based small area specific MSEs was introduced by Marker (1993). This approach 
replaces th~ avc1ag~ MSE uf Oonzalez and Waksberg with a small area specific MSB, 

where the variance of the model-dependent estimator is computed for each small area i 
using replicated methods (jackknife or balanced repeated replication). The bias is computed 

by averaging across small areas. 

MSE (y;) = mr (yj) + avebias2 (y;) 

where 

avebiasl (y;) = aveMSE (Ji) • avemr (y;) 

Tbls estlmat0r Is not completely small area specific, but if the vanance term 

dominates the bias, the root mean square error will provide a useful substitute for the 

traditional standard error. If the bias term dominaies, the small areas can be grouped by 
expected similar biases. The average bias can then be computed separately for each group 
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of areas so that tbe MSE more accurately reflects small area differences. It would be very 

useful if both Fay and Malec and Sedransk could examine the utility of this approach. 
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EXPLORING NONRESPONSE IN U.S.PEDBRAL SURVEYS 
Maria Gonzalez, OMB; Dan Kasprzyk, NCES; and 

Fritz Scheuren, IRS 

Section l; Introduction 
Th.i." p<tper is intended to provide a broad summary ot 

nonresponse rate trends in U. S. federal government surveys. We 
have built directly on the work of a Subcommittee on Survey 
Nonresponse, commissioned in 1991, by the Office of Management 
and Budget's Federal Committee on Statistical Methodolngy 
(FCSM) . A particular debt of gratitude needs to be 
acknowledged for the role played by Bob Groves {Subcommittee 
Chair) , Mick Couper and the other members of that Subcommittee 
for their input into what follows (see acknowledgements for a 
full list of the members) . 

Highlights of the Subcommittee's effort s have already 
appeared in the April AMSTAT NEWS (Gonzalez, Kasprzyk, a nd 
Scheuren, 1994). A more extended treatment will be given in 
thig paper. Still other paperc b~ocd on the Dubcommittcc'o 

work will appear in the Proceedings of the 1994 meetings of 
the ASA. 

The present material is organized into four main 
sections, along with supporting figures, references, 
acknowledgements and an afterword. First, there is this short 
Introduction (Section 1) ; some background considerations come 
next. These considerations led to the establishment of the 
FCSM Nonresponse Subcommittee (Section 2) . 

Iu St«.:L.i.c.m 3, an overview ot the work of t he Subcomnuttee 
is given, including the principal findings on nonresponse rate 
trenda in federal aurveya. Naturally, a diacu3sion is given of 

limitations as well . 
Finally, the recommendations of the Subcommittee are 

revisited in Section 4 and comments made on the future steps 
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that we, as federal government statisticians, should take -
both as individuals working on our own surveys and by acting 
collectively to improve practice as a whole. 

Section 2; Some Background on Nonresponse in Federal Surveys 
Like the poor, nonresponse in surveys may always be with 

us. In the days of •representative• samples drawn purposively, 
nonresponse was present but not visible. (Quota sampling, 
even today, makes measuring the extent of the actual 
nonresponse u!!!l1;ulL -- maybe impossible) . With the ascent of 
the random sampling paradigm (Bellhouse, 1988), nonresponse 
hp.r;qm~" problem that needed to be "solved. 11 

In so far as U.S. Federal surveys are concerned, the 
turning point in government practice for t he randomizat ion 
paradigm came when Deming invited Neyman to lecture at the 
U.S.D.A. Graduate School in 1937 . Morris Hansen, using 
Neyman• s ideas and his own, and with many collaborators, did 
the rest (e .g., Hansen, Hurwitz, and Madow,1953). 

It seems clear that Hansen and the other early pioneers 
understood quite well that randomization- based inference was 
dhe1;Lly 1;he1ll.,nged by nonresponse. concerns about bias, for 
example, were evident from the beginning. In Cochran ( 1977) 
there is an example of an early treatment that simply widens 
the confidence intervals directly to account for the 
nonresponse bias. This conservative approach was consistent 
with the main focus of the random samplers of that era who 
were busy inventing ways to reduce nonresponse to the bare 
minimum. The U.S.Census Bureau in its Current Population 
Survey (e .g. , Hanson, 1978) still continues successfully in 
that tradition. 

Hansen and his collaborators, in addition to a primary 
emphasis on "prevention," developed designs which called for 
the subsampling of nonrespondents (e.g., Hansen and 
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Hurwitz, 1946). These were a natural extension of the basic 
randomization paradigm and called for more thorough fieldwork 
on a random subsample of nonrespondents. One of the results 
of this work was to introduce the idea of a weighted response 
rate. Such samples naturally also had their own nonresponse 
problems; so this approach too was seen =:rom the beginning as 
only a partial one. Post-survey adjustment techniques to 
compensate for flaws in the randomization due to nonresponse 
were also attacked as well. 

For those interested in more information, a special 
September 197~ iseue of the Journal of t.ht:: ALn~L lt.:c:t11 

Statistical Association is a recommended reference (Gonzalez, 
OgllF•, !::h"p; rn, "nr! T'"PP; ng, 1975) . This article provideg a 

useful summary of federal goverment (largely Census Bureau) 
practices on the reporting of sampling and nonsampling errors, 
i ncluding nonresponse (see also Duncan and Shelton (1978) for 
still more on the history of sampling in U. S. Federal 
surveys). 

While nonresponse in federal surveys has always been said 
to be an i ndicator of the quality of survey data, interest and 
concern has grown during the last two decades: 

• The Panel on Incomplete Data, established by the 
Committee on National Statistics in 1977, produced three 
volumes focussing on incomplete data in sample surveys 
(Madow, Nisselson, Olkin, and Rubin, 1983). 

• The Council of American Survey Organizations (CASRO) 
reviewed response rate definitions with the intent of 
trying to establish uniformity of definitions across 
surveys ICASRO, 19821 . 
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• Steeh (1981) and Groves (1989) reviewed trends in the 

response rates in nongovernment surveys, indicating a 

decline in response rates over time . 

• During the last ten years, the tight federal budget 

climate has prompted questions about the a b ility of 

federal statistical agencies to maintain high response 

rates with a constant budget. 

Theoretical developments in the handling of nonresponse 

have gi-own enoi-mously since the mid-1970' s ~ I11de~tl, Ll1~ 

problem has drawn the attention of some of the best 

statisticians now workino on st1rveys. The National Academy 

Panel's report on Incomplete Data (l983) was a culmination of 

sorts . A review of nonresponse adjustment techni ques was done 

by Kalton (1983) . Even so, in the ten years since the Panel's 

report, there has been a lot more done and no end is in s i ght . 

The book on nonresponse by Little and Rubin (1986) and a 

separate book by Rubin (1987) on multiple imputation are 

perhaps the two most prominent examples of the important work 

that continues. The treatment of Sarndal et al (1992) and 

Le:;:;leL arn.l Kal:;l;t0ek ( 19 92) c<l><u <:1re valuable for the way, 

among other things, they place nonresponse in context of total 

survey error . 

Within this general environment of greater interest in 

nonresponse, the FCSM decided to sponsor an effort to l earn 

what was known about nonresponse as a source of bias in 

federal survey estimates. Prominent factors in making this 

decision were --

• The lack of a systematic review of the topic s i nce the 

1983 Committee on National Statisti cs report. 
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• A growing perception among the members of the federal 
statistical community chat nonresponse in federal surveys 
had been increasing over time. 

In any event, in 1991 a Subcommittee of che FCSM was 
formed to study nonresponse in federal surveys. The initial 
charge of the Subcommittee was, simply stated, to •begin an 
effort to better understand unit nonresponse in surveys.• The 
proposed approach was to conduct a broad- based review of the 
level of unit nonresponse races, currently and over time, in 
federal su1-vcys. The dee.ails of cl1e Sul>cununiLL~e~ o work are 

covered in the next Section. 

Section 3; Work of FCSM Subcommittee on Survey Nonresoonse 
The Subcommittee was specifically charged with the 

mission to investigate for Federal surveys the levels of 
response rates, the measures used to compute these response 
rates , response trends from 1982-1991, perceived correlates of 
nonresponse, and other related information . 

In carrying out its mission, the Subcommittee obtained 
information from 26 demographic and 21 establishment surveys. 
These eurveye were not selected by 
because no machine-readable listing of 
sufficient auxiliary information 

prubabiliLy methods, 
Federal surveys with 

for appropriate 
stratification was available. The 4 7 surveys were chosen, 
however, to include Federal surveys that differed on a number 
of key design parameters: those conducted on an ongoing or an 
intermittent basis, those conducted by Federal agencies, and 
those carried out by contractors under Federal auspices. 

Because of the large differences in the design of surveys 
to collect establishment versus demographic data, separate 
questionnaires were construcced for each type and sent to 
respeccive survey sponsor or data collection agency. The 
incent of both questionnaires was to elicit information on a 
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variety of survey features that earlier literature has shown 

to affect nonresponse. I n addition, i nformation was sought on 

strategies for post- survey adj ustment for nonresponse. 

The Study itself incurred no unit nonresponse but did 

incur a small amount of item nonresponse in its data 

collection activities. Indeed, it was difficult to get the 

agencies to respond to the nonresponse questionnaire. 

The findings of the Subcommittee span the range from ~he 

expected to t he surprising. As in any research undertaking, 

of course, the concl usions drawn from an anal ysis of the 

qucstionn~ircs should be treated with caution. Thi$ point i$ 

particularly well taken here g i ven the purposive nature of the 

sample, the small number of surveys included in t:hP. cfat:;i 

col lection , and the wide variety of design differences that 

characterize these surveys. Some highlights follow. 

Despite the prior beliefs of 

community, there was little 

rates over time for either the 

Trends in Nonresponse Rates . 

many in the Federal survey 

ev i dence of declining response 

establishment or demographic 

Subcommittee's study: 

surveys i ncluded in the 

• Establishment Surveys. To analyze the response rates of 

establishment surveys over t ime , it is more meaningful t o 

limit the analysis to those surveys which reported 

response rates for several years. For this reason, the 

analysis of time trends in the response rates for 

establishment surveys cover only the nine surveys for 

which both weighted and unweighted data were available 

for at l east six reporting periods between 1981- 1991. 
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Figure 1 shows the average weighted response rate for the 
nine selected surveys. Figures 1-5 are based on work of 
the FCSM Subcommittee on Survey Nonresponse . As may be 

seen, the w.Aighted response rate was only slightly 
decreasing over the period covered by the data. The 
average decrease was about 1/4 percent per year. Figure 
1 also shows the mean unweiohted response rate for the 
selected nine surveys from 1984-1990. The unweighted 
rate was slightly increasing, but stable over the period. 
The average increase was about 1/2 percent per year. 

Figure 2 shows weighted response rates for the nine 
establishment curveyc. Five of thece weighted recponce 

rates are 90 percent or above . Two series have a 
weighted response rate between 70-90 percent and two 
series are around SO percent. More about establishment 
trends in response will be said in Osmint, McMahon, and 
Martin. 

• Demographic Surveys. Most demographic surveys used 
unweighted response rates rather than weighted rates for 
routine monitoring o! the data collection process and so 
we have followed this convention here as well. The 
analysis of trends over time for demographic surveys was 
restricted to those surveys with at least 4 data points 
in the period 1982 to 1991. Only 8 of the 26 demographic 
surveys included in our data collection met this 
criterion. 

The mean nonresponse rate by year was calculated for 
these eight surveys from the data provided, along with 
refusal rates and noncontact rates where available. 
Although the stimulus for the creation of the 
Subcommittee was the belief that response rates were 
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declining over time in demographic sur veys, Figure 3 does 

not support that belief. The mean nonresponse rates for 
the surveys included in the sample are minimally lower in 

1991 than in 1982. This figure shows that refusal rates. 
a major component of nonresponse, have remained about the 

same. More about demographic trends in response will be 

said in Johnson, Botman, and Basiotis. 

For the Current Population Survey a longer time series of 
data is available. Figure 4 shows that the level of 
nonreeponee hae been stable fol :oumt< years. Since the 

refusal rates seem to have increased, a possible 
implication iA rh~r more effort may h-ve been made to 

reduce other nonresponse component s -- so as to achieve 

relatively constant overall response rates . 

An examination of response rates for the more- f requently 

fielded demographic surveys reveals large vari ati ons 

across surveys. This variation can be partially 
understood by separat i ng the studies i nto two groups (see 

Figures 5) . One group has response r a tes in the 95 
percent range, while "' :oecond clust er lies about l.O 
percentage points lower. The studies in the 95 percent 

range consist of ongoing studies conducted by the same 
interviewer corps. The studies in the lower group tend 

to be less frequently conducted. Neither group exhibits 
strong trends over time. 

In summary, despite the prior beliefs of many in the 

survey community, there was little evidence of declining 
response rates over time among either the establishment or 
demographic surveys included in the study. This could be due 

to a greater effort in data collection but technological and 

other survey context changes make this hard to verify. One 

ow 

• 



: 

final point about these results may be worth making again: 
There were only a limited set of surveys on which time trends 

can be measured- -just nine establishment surveys and eight 
demographic surveys. 

Other Findinas. - - There are other findings from the 
Subcommittee's work; but only three are highlighted here. 

These involved issues in the definition of nonresponse, 

response rate documentation, and post- survey adjustment 

methods: 

• Definitions for Nonresponse. Despite the study's focus 
on nonreaponae ratea and deapite having contacts in the 

agencies, major difficulties arose in obtaining 
consistent information. Just as was found in an early 
(albeit more general} study, ... "rates have different 

names and different definitions in different places and 

times." (Bailar and Lanphier, 1978) This issue led, in 

part, to one of the study's major recommendations (see 
figure 6, Subcommittee Recommendation 3). 

• Rc::iipo11.t:1c RdL~ Du<.;utu~rlLdtior1. Reporting practices for 

documenting response rate components varied widely across . 
the surveys in the study. Common practice in 
establishment surveys is in contrast to common practice 

in demographic surveys. Sponsors of demographic surveys 
not only were more likely to maintain records regarding 

a wider variety of nonresponse components but also tended 
to maintain more historical information. For example, 

all of the demographic surveys in our data collection 
included some information about response/nonresponse 
components. In contrast, for the establishment surveys 

analyzed, 10 out of 21 did not track any nonresponse 
components. 
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• Post-survey Nonresponse Adjustment. Respondents were 

asked about a number of post- survey adjustment techniques 

designed to reduce the effects of nonresponse: post

stratification (e . g., simple ratio or raking ratio 

adjustment), regression modelling of the propensity to 

respond, and imputation . All surveys in the Subcommittee 
study used some degree of post-survey nonresponse 

adjustment. Some of the approaches were very 

traditional, while others reflected more recent research 

on estimation strategies. 

In the remaining secti on of this paper we cover the 

Subcommittee's recommendations and a few ideas on future 

steps. 

Section 4: Some Next Steps for Practice 

The Subcommittee made four recommendations that are given 

in detail in figure 6. 

recommended: 

Stated briefly the subcommittee .. 
• Survey practitioners should compute nonresponse rates in 

a uniform fashion over time. 

• I n repeated surveys, response rate components should be 

monitored i n conjunction with cost and design changes. 

• Agencies that sponsor surveys should publish how they 

compute response rate and their components in survey 

reports and their relevance to the quality of the survey 

results discussed . 

• Ongoing research should be conducted on nonresponse 

adjustment variables, costs and benefits of converting 

refusals, and similar nonresponse management concerns. 
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All of these reconur.endations seem rather obvious. They 
address some very basic survey management and reporting 
requirements; furthermore, the suggestions are close in spirit 
and substance to those made by other groups over the last two 
decades. 

It is true that every survey program examined by the 
Subconunittee calculated nonresponse rates in some fashion and 
had some auxiliary information about aspects of nonresponse. 
It is also true that most survey programs did not have readily 
available what the Subcommittee viewed as "basic" data on 
nonrespor1ee; ii.o:t.· dlU Lt:!-'t:c::lled surveys have a time series 

easily available of nonresponse rates and nonresponse 
components . 

What can we expect for the future based on the results of 
this small exploratory study? Some coniectures follow: 

• First , it is unrealis tic to assume that the 
recommendations by yet another subcommittee will be 
adopted uniformly by the agencies of the Federal 
statistical system. 

• Second, unless mandated, individual survey program 
m...nc1.9cLti dLc llk.,ly co remain 1nd1v1dualisc1c and 
independent with respect to their acceptance and adoption 
of recommendations concerning their surveys. 

• Third, it is important to recognize the diversity of the 
management of individual survey programs and build on 
each survey programs• strengths. In other words, these 
recommendations should be no more than guidelines in any 
case . 

• Fourth, the survey data collection manager and the agency 
that sponsors the survey need to work together as a team 
with the interests of the ultimate customer paramount 
recognizing that an information system producing data on 
nonresponse and its components i s mutually beneficial. 
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One need not assume the points made above are necessarily 

pessimistic. The underlying theme is the development of a 

fully professional partnership among data collection managers, 

agencies that sponsor survey programs, and ultimate customers. 

Mutual respect and understanding for each other's requirements 

{given budget constraints) is essential for improving the 

report i ng of nonresponse and nonresponse components. The 

current t heme of "reinventing government" speaks well to the 

prospect of i mproving these professional rel ationships through 

its t eam building and customer orientation emphases. 

Finally, we can expect i11c:t.~enle11tal l1npL·ov~ments in the 

issues discussed here through t he continuing work of the 
FenP.r~] ~ommir.r.P.P. on Statistical Methodology (Gonz•lez , 1994) 

and the National Science Foundation initiated "Program in 

Survey Methodology" offered by t he consortium of the 
University of Maryland, Universi ty of Michigan, and Westat. 

Both programs are dedicated to the improvement of t he quality 

of Federal survey data. Through these efforts and the 

individuals involved in Federal data collection programs, 
progress will be made. 

Most of this paper looks inward at the federal 
statistical system. Obv.i.Ou::ily, n1uch can be learned by 

examining private sector experiences and through international 

comparisons. The companion paper at this session by David 

Binder and his colleagues from Statistics Canada is an example 

of what we have i n mind. Clearly, too, the Statistics Canada 

approach to nonresponse rates is worthy of f urther study by 

those interested in this area (see Statistics Canada, 1993 and 
Hidiroglou, Drew, and Gray, 1993) 

In the spirit of •reinvention," a systematic 

benchmarking approach is needed . Some important beginning 

efforts that bear mention in this regard include the papers by 

Lyberg and Dean (1992) and Christianson and Tortora (1993). 
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Figure 1. 

Mean Response Rates, Economic Surveys 
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Figure 2. 
Weighted Response Rates, Economic Surveys 

Percent 

100 
7' 

80 I ____ .e e -
s .............._ _-e-o-- ~ 

60 
I 
1..:l-- - - ·-0 

.... 
8-~--~-- -B- -8 B ·- -- U- -El - Fl 

I 
40 

-~ 

' / 

/~ L-
7 

0 _r 
1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 

Year 

SOURCE. Federal Commit1ee on Statistical Methodology, Subcomm!lee on SuM!y Nonresponse. 



"' "' 0 

Figure 3. 

Mean Unweighted Nonresponse Rates, Demographic Surveys 
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Figure 4. 

Unweighted Nonresponse Rates, Current Population Survey 
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Figure 5. 

Unweighted Response Rates, Demographic Surveys 
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Figure 6. --Summary of FCSM Recommendations on Sur vey Nonresponse 

Recommendation l . Survey staffs should compute response rates in 
a uniform fashion over ti.me and document response rate components 
on each edition of a survey. 

The subcommittee chose not to recommend that every survey use the 
same response rate computations. Other groups have recommended 
such uniformity (see CASRO, 1982). In the Subcommittee's view, 
every definition o f r esponse rate components offers some useful 
information . Some response rate defini t i ons i n form the designer s 
about the rate of success of measurement of the average sample 
unit; others focus on different causes of nonresponse. One can 
distinguish between measures use ful as management tool s and 
measures t hat should be reported to dat a users so that they can 
assess the quality o f t he survey data . 

Recommendat i on 2 . Survey staffs for repeated surveys should 
monitor response rate components (e.g., refusals, not -at-homes, 
out-of-scopes, address not locatable, postmaster returns, etc.) 
over time, in conjunction with routine documentation of cost and 
design changes. 

The Subcommittee believes that response rate components are 
useful tools to monitor changes in the quality of survey 
statistics. Response rates should be easily accessible and 
timely. By themsel ves, they are not error measures; however, for 
repeated surveys, changes in response rate components may signal 
the need for supplementary study of nonresponse error properties . 
Such changes can alert the survey designers to changes in the 
"survey- taking climate" that affect completion of measurement, 
poi nt to changes in the administrative control s over response 
rates tha t 1nay .c 1~~u C1.d j us t mel1t, a11d 11elp measure t11e effects of 
any des i gn changes made. 

For ongoing surveys , graphs of time series of response rate 
components, juxtaposed with costs for each collection cycle, and 
indicators o f design changes i ntroduced i n that cycle, can be 
valuable management tools. Survey managers need better tools to 
diagnose the causes o f cost changes in data collection 
activi t ies. Falling response ra t es, especially those associated 
with cases requiring much effort prior to the ultimate 
nonresponse, magnify cost pressures on surveys . The 
subcommittee's study did not collect data on survey costs, 
because comparable cost information across surveys was not 
bel ieved to be available. 

Recommendation 3 . Agencies that sponsor surveys should be 
empowered to report the response rates of their surveys. The 
sponsoring agency should explain how response rates are computed 
for each survey it sponsors. Response rates for any one survey 
should be reported using the same measures over ti.me, so that 
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users may compare the response rates. Response ra t e components 
should a l s o be published i n survey reports. 

An agency that sponsors surveys should compute and explain in its 
survey publications the response rates for each of the surveys it 
sponsors. Surveys sponsored over time should report the same 
measure of response for all data collection periods so that users 
can compare these measures over time. The actual method used to 
compute response rates should be described in al l publications 
issued. 

The results of recommendations l and 2 should be shared routinely 
with the users of survey data, along with discussions of the 
relevance of response rates to evaluating the quality of the 
survey data. An analysis of the characteristics of the 
nonrespondents should be implemented routinely as part of each 
cycle of data collection. 

Recommendation 4. Some research on nonresponse can have real 
payoffs. It shoul d be encouraged by survey administrators a s a 
way to improve t he effectiveness of data collection operat ions. 
The Subcommittee believes that areas of resear ch most likely to 
yield payoffs include: 

• Studies of the relat i ve costs of final efforts t o raise 
response rates, through persuasi o n, r epeated callbacks , and 
other measures . When these costs are compared t o number of 
cases added to the respondent pool , the r elat i ve cost per 
case can be computed. Studi es o f the effects of these final 
cases can be made in an effort t o a ssess t he cost 
effectiveness i n terms of mean square error of t he final 
efforts. 

• Sl.u<.l.Ltot1 of the measurement error propercies ot i ntormation 
provided by the reluctant respondent cases , relat i ve to the 
nonresponse bias in statistics that would omit them from 
computations. This would address a key question in survey 
design: When data collectors exert great effort to persuade 
the reluctant to respond, is one type of error, nonresponse, 
merely exchanged for another type, measurement error? 
Perhaps, those persuaded to respond may exert less effort at 
providing accurate data? 

• studies on what variables should be collected to improve 
post-survey adjustment for unit nonresponse (see Madow et 
al, 1983: Recommendation 10(2)) . When observable or inferred 
ch~r~ctcriotico of nonrespondent units are related to the 
survey variables and to the likelihood of participation, 
then collecting and using these variables in post - survey 
adjustment models might be a cost effective method of 
reducing overall mean square errors. 



MODEL- BASED R.EWEIGHTING FOR NONRESPONSE ADJUSTMENT 
oavid A. Binder, Sylvie Michaud and Claude Poirier 
Statistics Canada, Ottawa, Ontario, Canada KlA OT6 

ABSTRACT 
Nonresponse in surveys is inevitable. Much has appeared in the 
literature on methods of compensating for this source of 
nonsampling error. There is a growing interest in attempting to 
understand the causes of nonresponse and studying the differences 
in characteristics between respondents and nonrespondents. In this 
paper, we briefly review some related literature, dlscuss modellin~ 
approaches for adjusting for nonresponse and present the research 
findings for two surveys conducted at Statistics Canada. In both 
the Survey on Labour Income Dynamics and the FaJ:lll Financial Survey, 
we examine differences in characteristics between respondents and 
nonrespondents and the suitability of adopting a modelling approach 
for compensatinQ for nonresponse . 

KEY WORDS : Generalized regression estimators; Logistic regression; 
Response propensity. 

1. INTRODUCTION 

I11 virtually every survey, no matter how carcf"ully it is 
designed, we must accept the fact that some data will be miss ing. 
Other than data that is missing by design, such as data from 
nonsampled units, data can be missing for many reasons; for 
example, non- contact with the respondent, refusals, late reporting, 
collection and processing errors, data deletion due to edit 
tailure, undercoverage, etc. 

Some measures must be taken to deal with such nonresponse. 
over the years, a host of techniques has been developed. The 
actual choice of technique should depend on a number of factors. 
These include the meU1od or estimation to be used, the lllllount of 
information about the nonrespondents that is available, the extent 
ot other sources of error such as sampling error and response 
error, the relative importance of the variables to be estimated, 
the resources available for exploring the problem, the nature of 
the analyses to be performed and the statistical inferences to be 
made from the survey, etc. . 

However, even with all of these criteria, there must 
necessarily be some subjective judgments on the nature of the 
nonresponse. As we shall see, many of the methods for coping with 
nonresponse make use ot models, either explicitly or lm~llcitly. 
Even the most a r dent advocates of the pure design-based school will 
resort to some model assumptions when it comes to adjusting !or 
nonro3poncc. Thie prcccntc a now GQt of problGms associated with 
the statistical inferences, since the randomization distributions 
on which the inferences are based are no longer purely design
based, unless the nonresponse mechanism can be considered to be 
part of that design. 

In this paper, we shall focus 
estimation method to be used and the 
the nonrespondents that is available. 
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prime focus of the survey is to obtain estimates of descriptive 
statistics, such as means, totals, differences and ratios . Often 
nonresponse is broadly categorized into unit-level nonresponse and 
item-level nonresponse. This categorization is often extended, in 
the case of longitudinal or follow-up surveys, to wave-level 
nonresponse, where wave nonresponse is usually unit nonresponse on 
a particular survey occasion. In fact, it is for the case of wave 
nonresponse where we have the richest source of data for the 
nonrespondents who reported in previous waves. 

unit nonresponse is usually defined as cases where only the 
frame inrormation is available for the respondents. In practice, 
this definition is extended to other cases where there is 
insufficient usable data from the respondents. The usual method 
for dealing with unit nonresponse is to use an "appropriate" 
weighting procedure to compensate for the nonresponse. (We define 
weighting procedures here broadly to include weight adjustments 
implied by regression, ratio or similar estimation techniques using 
auxiliary data.) 

on the other hand, item nonresponse is handled either through 
imputation at the item level, or by i~noring the usable information 
and treating the respondent like unit-level nonrespondents. For 
wave-level nonresponse to longitudi nal surveys, either reweighting 
or item imputation may be· suitable. In this paper, we focus on the 
method,; that u:;e welghting techniques. 

In Section 2, we discuss the basic theory underlying many of 
the adjustment methods and give a brief literature review. In 
Sections 3 and 4, we give examples of two surveys at statistics 
Canada where some of these models have been studied recently. we 
summarize our findings in Section 5. 

2 . SOMB GENERALITIES 

2 . 1 Estimation 

In general, we are interested in means, t otals, ratios, etc. 
of survey variables . We denote the value of the i-th survey 
variable for the k-th respondent as Y11t• In cases where the 
occasion, t, is relevant, we can use y 1 .. instead. A sample is 
selected according to some well-defined sampling plan. The 
sampling plan is usually based on. frame information such as 
geography, and other classification and size variables. We uses 
to refer to the selected sample. Unfortunately, in practice, after 
the k-th respondent is selected, a number of things can go wrong in 
the process of obtaining and recording they-values. Some of these 
are in the general category of response errors, where we obtain 
data, but they are not the y-values we were seeking. In this 
paper, we ignore these types of errors, except to point out that if 
these errors lead to large biases, the resources for nonresponse 
concerns may need to be trimmed in order to address the larger 
problem. The problem that we are addressing here is the case where 
the y-values are unobtainable. we denote by s'~ s the set of units 
for which we obtain usable y -values. (The subscript t is implied, 
where appropriate, for longitudinal surveys.) 
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First, we describe 
nonresponse. Associated 
survey weight given by 

the estimators in the case of no 
with each sampled unit, k, we have a 

where "• is Pr ( k I! s) , the u:sual first-order inclusion probability, 
and g;:(s) is a weight adjustment that makes use of auxiliary frame 
data, such as poststratification, regression and ratio adjustments, 
etc.; see, tor example, sarnual, Swensson, and Wretman (1992). Wa 
assume that the estimator of a total for a y- variable on the t-th 
occasion is given by 

Y1c • L W.t(s,) Yac· (2. l) 

l'.6'•r 

Note that this estimator could be made more general, if necessary, 
to allow for composite estimators and multiphase samples which can 
depend on y-values that are observed on other occasions, but we do 
not introduce this complexity here. Sufficient conditions tor 
(2.1) to be asymptotically design consistent are : 

1) the probability distribution of s depends only on 
the auxiliary data but not directly on the y-valuas 
for the current occasion, (2.2.l) 

2) the limiting expectation of g;:(s) is unity, (2 . 2.2) 

3) the variance of 9 is asymptotically zero . (2.2.3) 
We now consider the implications of nonresponse. Formally we 

assume that, given the sample, s, the set of responding units, s 1
, 

follow a probability distribution p(s'ls>. This is compltstely 
general, allowing for correlated response patterns. It also allows 
for the classical case, where it is assumed that the response 
behaviour is nonranuom and i:s an inherent attribute of tha Galacted 
respondents, just like the survey variables. We now consider 
methods of nonresponse adjustment which we refer to as generalized 
reweighting methods. Associated with each responding unit, k, we 
have an adjusted weight given by 

where gi(s1,s) is a weight adjustment that makes use of auxiliary 
frame data, as well as other information that mcy be avail~lc for 
the nonresponding units. This allows the weight adjustment to 
depend on survey values that were observed on previous occasions 
from a longitudinal curvoy. We assume that the estimator of a 
total tor a y-variable on the t -th occasion is given by 

Y}';"> • :E wi<s~, s,) Ync · 
.tE•~ 
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We let pk(s) be Pr(kEs'Js). In addition to (2.2.1) to (2.2.3) 
above, sufficient cond i tions for (2 .3) to be asymptotically 
consistent with respect to the original design and the response 
probabilities are: 

l) the probability distribution of s 1 given s depends 
only on the auxiliary data and the survey data from 
previous occasions, .but not directly on the y-
values for the current occasion, (2.4.l) 

2) the limiting expectation of gk(s1, s) is 

{E[Pk<s>Jr', c2.4.2J 
3) the variance of y<cR) is asymptotically zero. (2.4.3) 

If (2.4.2) is violated, then the expectation of y<cRl is 

(2.4.4) 

The form of this bias is important, because if one were to impose 
model assumptions on the y-variables, it is possible that the 
model-bios becomes small. However, for those who wish to make the 
fewest model assumptions, it is clear that one should restrict 
attention to adjustment methods which yield condition (2.4.2) as 
closely as possible. This implies that the weight adjustment 
should reflect the propensity to respond as nearly as possible . Of 
course, the probability mechanism generating these response 
probabilities are generally unknown, so the weight adjustment must 
necessarily be model-based. 

Another important feature of (2.4 . 2) is that if there are some 
"hard-core" nonrespondents -- that is, units where p.=o -- there 
would be no consistent estimates. 

2.2 Examples from the Literature 

The most basic form of reweighting for nonresponse that may 
lead to acceptable results is to simply use gk(s1 ) instead ofgk(s) 
in (2 . 1). This implies that 

This was suggested by Bethlehem (1988) for the case of the 
generalized regression estimators. In this case we have that the 
bias of the estimator is X P' -Y, where p• is the eA-pected value of 
the estimated ir-weighted regression coefficient with no nonresponse 
adjustment. We see then that even though this estimator is 
generally biased, if the regression model is reasonable, the bias 
can be small. 

Oh and Scheuren (1983) discussed weighting class adjustment 
methods, which is a poststratified estimator using weighting 
classes as poststrata . We see that this is consistent under the 
assumption that the response propensities are equal within 
weighting classes. In practice, this technique is in widespread 
use; see, for example Chapman, Bailey, and Kasprzyk (1986). It was 
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extended to generalized regression estimators by Sarndal and 
Swensson (1987). 

One of the difficulties with weighting class adjustment 
methods is that there may be too many weighting classes to control. 
Binder and Theberge (1988) showed that with a multiplicative model 
for response propensities, raking ratio estimators will yield 
unbia•Gd estimates. This is consistent with (2.4.2) . More compl9X 
weighting schemes are proposed by Alexander (1987) and Deville, 
Sarndal, and Sautory ( 1993) . These could be justified under 
various model assumptions for the response propensities . 

Many authors have proposed the use of logistic regression 
models to explain the nonresponse mechanism. This is a collll!lonly 
used model for binary dependent variables . Examples of this can be 
found in Ekholm and Laaksonen (1991), Folsom (1991), and Lepkowski, 
Graham, and Kasprzyk (1989). In the latter paper, the logistic 
regression model is compared to weighting class adjustment methods, 
where t .he wei9htinc; class.as are dotarmined throu9h somQ data 
analytic searching methods . 

In Iannacchione, Milne, and Folsom (1991), after weights are 
included to reflect the estimated propensity to respond, the 
weights are fine-tuned so that certain estimates correspond to the 
estimate obtainable with the nonrespondents included . This is 
possible for wave nonresponse where certain estimates can be made 
tor a previous wave using either the previous wave responaents or 
the current wave respondents. This technique should generally 
improve the estimates. The differences in the estimates can also 
be used as an diagnostic tool for the model. 

Judkins and Lo (1993) and Eltinge and Yansaneh (1993) used 
logistic regression to model the nonresponse propensities, but then 
created weighting classes based on the fitted values and used 
weighting class adjustment methods to reweight. one of the 
drawbacks of the weighting class adjustment methods is that the 
appropriate weighting classes are not always obvious, so that such 
data modelling is used to help define the classes. It is expected 
that this method should yield results that are similar to the 
weights based on the logistic regression. However, if the logistic 
model is correct, the method will tend to introduce a small bias 
since (2.4 . 2) will be violated. In practice, though, the logistic 
regressi on model is only an approximation to the true probability 
mechanism. 

As we can see, reweighting methods have a strong base in the 
literature. The theory we have given in Section 2.1 indicates that 
the validity of these methods are model-based. Therefore it can be 
important to study the characteristics of the nonrespondents to 
develop t h e most suitable model. In Sections 3 and 4, we perform 
such studies on each of two surveys. We see that the models help 
our understanding of the factors that contribute to nonresponse. 

An important side benefit of such studies is to help the 
survey manager pinpoint areas for improvement in the data 
collection phase. 
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3. SURVEYS OF LABOUR AND INCOME DYNAMICS AND 
LABOUR MARKET ACTIVITY 

3.1 Introduction 

Statistics Canada launched a major panel survey of households 
in 1994 called the Survey of Labour and Income Dynamics (SLID). 
The survey fol lows individuals and families for six years, 
collecting information on their labour market experiences, income 
and family circumstances. Its origins are in several surveys, ' 
including 1:he Labour 11arket Ac1:1Vi1:y survey (LMASJ. The LMAS 
served both as a longitudinal and as a cross-sectional survey. Two 
panels have been conducted to date, a two-year panel during 1986-
1987 and a three-year panel during 1988-1990. For each 
longitudinal panel, respondents who participated in the first wave 
were i nterviewed and traced. All persons living with them in the 
following waves were also i nterviewed but not traced . Different 
studies are currently being conducted on nonresponse to the LMAS in 
hopes of finding approaches that will minimize the impact of 
nonresponse on the SLID data. Here we discuss our study on model-
based reweighting. 

Similarly to its predecessor (LMAS), the longitudinal sample 
for SLID is selected from the sample of dwellings that participated 
in the Labour Force Survey (LFS) in January 1993. The LFS has a 
response rate of 95%. Out of those respondents close to 90% agreed 
to participate in SLID. This sub-sample of respondents, comprising 
15,DOO households, is defined as the longitudinal sample, 
representative of the Canadian population as of January 1993. The 
longitudinal sample will be interviewed for six years, with two 
interviews carried out each year . Note that a sub-sample of LFS 
respondents who had refused to participate to SLID has been 
selected for evaluation purposes. If they respond in subsequent 
years, we may be able to determine how different they are from the 
rest of the sample. Preliminary analysis could not rind systematic 
differences in the LFS characteristics between the nonrespondents 
and the respondents. More studies will be done by linking the full 
sample to administrative files to be able to evaluate if there are 
differences in terms of income characteristics. 

Attritional nonresponse will be compensated with a weighting 
adjustment. Imputation will be u.sed to compensate for some 
nonresponse; for example, nonresponse that is non-attritional. The 
weighting will include the following steps: 
i) calculation of the initial weight based on the sample design, 
ii) nonresponse adjustment, 
iii) post-stratification by province, age groups, and sex to the 

199 3 population estimates. 
The longitudinal panel of LMAS has been used "'" the recearoh 
vehicle for the nonresponse modelling and weighting adjustments. 

3 . 2 LMAS survey Design and Nonresponse 

For the first interview of t~e panel, I.MAS is conducted as a 
supplement to the January Labour Force survey (LFS). All eligible 
respondents from the LFS are included in the I.MAS sample. In the 
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subsequent waves, for the longitudinal component of UIAS, all 
respondents to the first wave are intervi ewed in January of the 
following year(s). People are traced if they have moved. 

LFS uses a multiple stage sample design. A stratum is defined 
based on geographic variables. At least two distinct PSU' s 

• (primary sampling units) are selected within each stratum. LFS 
initial weights go through a series of adjustment factors at the 
stratum level to produce a sub-weight. This sub-weight is then 
adjusted to population estimates by province/age-group/sex groups, 
plus an adjustment by Economic Region and Census Metropolitan Area, 
to produce a final weight . More details may be found in Singh, 
Drew, Gambino, and Mayda (1990). 

For the U1AS longitudinal sample, nonresponse adjustment is 
done at the stratum- component level, corresponding to a PSU or a 
group of PSU's, as defined for the LFS. A poststratification is 
then done to adjust the nonresponse adjusted weights to population 
G~timatG~ at thG province/age- group/sex level. 

When the U1AS file was evaluated, it was found that 
nonresponse was quite different among certain groups: 

movers, including people that could not be traced, had a 
nonresponse rate of close to 20% while nonresponse for 
non-movers was about 2%. This was by far the 
characteristic that presented the most differences, 
based on characteristics trom wave 1, persons that were 
employed in Wave 1 had higher response rates after three 
years than those who were unemployed in Wave l, 
similarly, persons that were married in wave 1 had higher 
response rates in Year 3, compared to those who were 
single in Year 1, 
persons who lived in non-urban areas in Year 1 had higher 
response rates after three years. 

The different characteristics between respondents and 
nonrespondents suggested that nonresponse adjustments should be 
done at some level different than stratum-component. Logistic 
regression was used to model the nonresponse behaviour . The 
multiple logistic response function is 

legit (p) = log [p/ (1-p) J z ll'r, 
where p is the probability of response to the 1987 survey for a 
1986 survey respondent, jl is the colwnn vector of regression 
parameters, and r is the vector of independent variables. 

3.3 Modelling the Response Probabilities 

The dataset for the 1986/87 panel of LMAS consisted of 66,817 
individuals, of which 3,385 (5%) were nonrespondents to the 1987 
interview. Demographic variables that were likely to be related to 
nonresponse were chosen from the 1986 LMAS master file as possible 
independent variables for the model. 

The variables examined for inclusion in the nonresponse model 
were: 

Province at 1986 interview 
Urban/Rural area indicator at 1986 interview 
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Household size at 1986 interview 
Type of dwelling (house; other) at 1986 interview 
status of dwelling (owned; rented) at 1986 interview 

Sex 
Age at 1986 interview • 
Marital status at l'l86 interview 
School attendance (full time; part time; none) in 1986 
Highest level of education at 1986 interview 

Any employment in 1986 
Any unemployment in 1986 
Any out-of-labour-force in 1986 
Number of jobs in 1986 
Any short tenure jobs (< 2 years) held in 1986 
Any long tenure jobs (2 years or more) held in 1986 
Any absences from work in 19S6 
Industry of job(s) in 1986 

Average weekly income (over all jobs) in 1986 
Received any unemployment insurance in 1986 
Received any welfare in 1986 
Moved (changed address between 1986 interview and 1987 
interview) 

All the categorical variables were converted to groups of 
dichotomous variables. The differences between respondents and 
nonrespondents with respect to the independent variables were 
analyzed . The correlations between all pairs of these variables 
were examined to find any potential multicollinearity. 

First, a stepwise linear regression procedure was used to 
identify potentially useful variables for the modelling. This 
reduction in the choice of variables resulted in fewer variables to 
be entered into the logistic procedures saving considerable 
computer resources. The variables given in the STEPWISE procedure 
were entered into the SAS procedure PROC LOGISTIC with the BACKWARD 
and FAST options. These options allowed LOGISTIC to use an 
approximate backward elimination method to eliminate nonsignificant 
variables. Different logistic regression models were fitted to the 
full dataset using combinations of the most significant variables 
identified from the sample file. A consideration in choosing the 
model was the number of variables. it was desired to have a model 
with a small number of variables so that utilizing the model would 
be simple. 

The model is used to make adjustments to the weights of the 
respondents in the second year (1987). For this model, the 
dependent variable was total nonresponse, and the independent 
variables were characteristics observed the previous year (1986) 
plus the current year's information (1987) on whether or not the 
person moved. 

The BACKWARD option of PROC LOGISTIC was used with the sample 
file to identify eight variables related to nonresponse. 

Male (MALE) 
Single (SINGLE) 
Rented dwelling (RENT) 
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Any employment 
Highest education=secondary 
Moved since 1986 interview 
Household size, to a maximum of 8 
Age 

(ANYEMP) 
(EDUCSEC) 
(MOVED) 
(HHS) 
(AGE) 

Before fitting the models on th<1 full datas:et, the two 
continuous variables (household size and age) were examined for 
linearity on the logit scale . As with the prediction model, the 
age variable was replaced by two dichotomous variables for age: 
AGEl for persons aged 25-54, AGE2 for persons aged 55-69 - the 
survey was conducted for persons aged 16-69 - and a transformation 
was applied to household size (HHSTRANS=lHHS-4.5 j ). 

Four models were fitted to the full dataset: (l) using all 
eight variables; (2) using all except RENT; (3) using all except 
EDUCSEC; (4) using all except EDUCSEC and AGE. Although all eight 
v~riobles were significant using the eample file, when the models 
were fitted to the full data file, certain ones no longer appeared 
important. However, it was decided to retain them i n the models 
anyway. The statistics for evaluating the fit of the models 
indicated few differences between the four models. The Pearson 
residuals were plotted against the fitted values and the residual 
plots were examined. The residuals from Model (3) indicated a 
slightly better f i t wi th fewer extreme vaJ.ues. Again using the 
sample file, the data were examined for the presence of two-way 
interactions between the variables i n the model. Two sets of 
interactions were added to the model: the (AGEl AGE2)*HHSTRANS and 
(AGEl AGE2)*SlNGLE. A summary of the fitted values for this model 
is given below. Note that the age and single variables as well as 
their interactions are not statistically significant. 
Nevertheless, when a model was fitted with these variables removed, 
it was found that there were more extreme values in the residuals. 
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Table 1 

Parameter Estimates for Weighting Final Model. 

Variable p s.e. x2 
INTERCEPT -3.81 0.14 702.59 

HHSTRANS 0.13 0.06 4.97 

MALE 025 0.04 41.98 

RENT 0.23 0.04 29.14 

SINGLE 0.11 0.16 0.43 

MOVED 2.31 0.04 3065.95 

AG El -0.15 0.17 0.75 

AGE2 -0.19 0.15 1.65 

AGE1 •HHSTRANS 0.02 0.07 0.07 

AGE2•HHSTRANS 0.05 0.06 0.55 

AGEl *SINGLE 0.13 0.18 0.52 

AGE2•SINGLE 0.11 0.17 0.40 

Using the estimated parameters from the final model, predicted 
probabilities of nonresponse were calculated for all respondents to 
the 1987 interview and a nonresponse adjustment was made. Finally, 
a poststratification adjustment to population control totals at the 
province-sex-agegroup level, yielded the 1987 final weight. 

3. 4 Evaluation of the Weights 

If the nonresponse weighti ng adjustment is adequate, there 
should be no difference in estimates obtained from t h e 1986 
respondents and estimates obtained from the 1987 respondents when 
tabulat i ng on 1986 characteristics. A number of demographic and 
labour-related characteristics were evaluated. Estimates were 
calculated using the 1986 weights, the 1987 model-adjusted weights, 

• 

and the 1987 regular weights, including a ratio-adjustment at low • 
geograph ic levels for nonresponse adjustment. For each 
characteristic a 95% confidence interval was calculated for the 
estimate based on the 1986 weights. The two 1987 estimates were 
compared for differences to the 1986 estimates as well as 
differences to each other. Tabl es 2 and 3 below show some of the 
results. Table 3 incorporates the poststratificati on adjustment, 
which, in general, improves the estimates. 
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Table 2 

Comparison of the estimates with the two non-response 
adjustments, before the post-stratificat ion, tabulated on 1986 
c haracter istics. 

1986 95% c.i. for 1987 1987 
estimate 1986 model- regular 

estimate based estimate 
estimate 

Marital Status 
Married 64.6% (64.1,65.1) 65.1% 65.7% 

Single 26.7% (26.3,27.0) 263% 25.7% 

Widowed 3.1% (2.9,3.3) 3.0% 3.0% 

Divorced 5.7% (5.4,6.0) 5.6% 5.5% 

liigb=st Edl.l'°lli!lD 
Grade 0-8 14.7% (14.2,15.2) 14.6% 14.6% 

Secondary 50.3% (49.7,50.9) 50.0% 50.0% 

Some Post-Secondary 10.1% (9.8,10.4) 10.2% 10.1% 

Post-Sec. Cert.(Dip. 12.9% (125,133) 13.1% 13.1% 

Univc:1 sity Degree 12.0% (11.6, 12.4) 12.2% 12.2% 

Ws:s:ks Em1212xs:d in 1282 
0 weeks 22.8% (22.4,23.2) 22.6% 22.5% 

1-26 weeks 12.0% (11.7, 12.3) 11.7% 11.6% 

27-48 weeks 12.2% (11.9,12.5) 12.1% 12.0% 

49-52 weeks 53.0% (52.4,53.6) 53.6% 54.0% 

Of a ll the characteristics compared, only one 1987 estimate 
was outside the 1986 confidence interval : weeks employed:49-52 
ucinq thG rGqular weighting. on e patt ern was cle ar, however. The 
estimates using the model-based weights were consi stentl.y closer to 
the 1986 estimates than those using the regular method of 
weighting . 
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4. PARM FINANCIAL SURVEY 

4.1 Introduction 

The Farm Financial survey (FFS) has been a regular 
agricultural survoy sineA 1980. The objective of the survey is to 
gather financial inforrnation on Canadian farrners. Tho survey 
collects information on revenues, expenses, assets and liabilities. 
Crop and livestock info=ation are also collected to measure 
physical characteristics of the farms . oue to the collection of 
sensitive data, a low response rate has always been observed for 
the survey. A study was initiated on the 1992 survey data to 
identify the causes of nonresponse and possible solutions to reduce 
its impacts on the estimates. 

The population of interest consists of all Canadian farms 
active for the reference yAar, excluding the multi-holding 
companies, the institutional farms, the community pastures, the 
farms on Indian Reserves and the farms with less than $2, ooo in 
sales. The survey population is represented by a list frame and an 
area frame. The 1992 list frame was a register of all of the 1~86 
Census farms without the farms defined by the above exclusion 
rules. The list frame was stratified within each province by farm 
type and by farm size. The farm size was defined by the total farm 
assets derived on the census. 

The area frame was used to compensate for the undercoverage 
due to the Ce.nsus itself or caused by new farms which started their 
activities since 1986. Basically, the area frame was a list of 
land segments outlined on topographic maps. Stratified replicates 
of segm=ts wAre selected from the area frame. All farrners 
operating some land in the sampled segments were enumeratea, and a 
register was created. There were 1,153 area frame farms that did 
not appear on the list frame. They were all contacted for the FPS 
as for other agricultural surveys. In addition to the aroa frame 
farms, a stratified sample was selected from the list frame to 
obtain a overall sample of about 12,000 farms. See Britney and 
Poirier (1992) for more details on the 1992 FFS sample design. 

Domain estilllation within each stratum was performed to obtain 
estimates of level from both the list and area samples. The simple 
expansion estimator was used on the 1992 list sample. The initial 
weighting was done by s tratum using the population size over the 
obseryed sample size, so that a nonresponse adjustme.nt is made at 
the stratum level. For the area frame, the estimation was done 
separately by replicate. For a given replicale, the data wore 
aggregated at the segment level by applying to the farm data, 
factors corresponding to the proportion of the farms within the 
segment. Then, the segment totals received Gxpan~ion weights (r) 
to represent the population. When nonresponse occurred for an area 
farm, the respondents within the same segment were reweighted on an 
area basis to compensate the farm land for which data were 
unavailable. For both the list and area units, partial 
nonresponses were donor imputed and used the same way the regular 
respondent were. Details are given by Maranda (1989). 

The nonresponse observed in the 1992 Farm Financial Survey was 
relatively important. The FFS questionnaire was relatively long 
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with many sensitive questions related to the financial balance 
sheet. The result ing t otal unit-level refusal rate of about 15t 
across the country was the highest of our agricultural surveys. In 
addition to the total refusals , the no-contacts represented another 
St of the sample. Some provinces presented higher nonresponse rate 

• than others. In Saskatchewan, data were unavailable for almost 30t 
ot the sampled farms. Table 4 shows the nonresponoc diotribution 
across the country. 

; Table • 

• 

• 

1992 Nonresponse Distribution 

Province Sample Total No-
Size Refusal Contact 

Newfoundland 211 20 16 
P.EL 528 64 14 
Nova Scotia 668 74 11 
New Brunswick 537 48 18 
Quebec 1311 124 51 
Ontario 1513 250 84 
Manitoba 1756 321 109 
Saskatchewan 1880 424 126 
Alberta 1868 312 109 
B.C. 1448 175 138 

Total 11720 1812 676 

4 .2 Non.response Models 

A part of our study was first to identify the causes of 
nonresponse. This could help taking deci s i ons related to the 
collection methods to increase the response rate. It also allowed 
the identification of factors that may be considered in any 
nonresponse reweighting models. since, the no-contacts and the 
refusals were possibly caused by different factors, they were kept 
separate in all of the hypotheses we made. The potential causes 
that were studied on the 1992 FFS data are: 

l - Tbe frame origin: This corresponded to whether or not 
the tarm was select ed from tht< list frame. Since the 
area frame farms were conceptually missed by the Census, 
they probably showed characteristics that trend to 
generate nonresponse. Also, since the area sample is 
being used by many agricultural surveys, the area frame 
farms might refuse b ecause of their response burden. 

2 - The farm size: The capability or the will to respond 
could depend on the farm organisation and on i ts size. 
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The size was evaluated using the farm assets and sales 
obtained from the 1986 Census of Agriculture. This size 
was available only for the list units. 
Geography: The geographic location aimed to identify the 
interviewer effect and the impact of farmer associations 
which could boycott government surveys because they were 
not banefitQd by their programs. Ccnsuc diviciono were 
used to verify this hypothesis . 
Farm type: The farmer's availability depends on the type 
of his farm. Seven categories of farm type were used to 
differentiate the farms. 
Response burden: Because the large number of 
agricultural surveys held in a short period of time, the 
response burden became important for some farmers. The 
overlaps with the December Stock Survey and the January 
Livestock survey (JLS) were both studied to verify its 
imp~ct on the response rates. These surveys were both 
conducted less than two months before the FFS. The 
effect of the overlap with the previous FFS, held in 
1990, was also investigated. 
Age of operator: The age of an operator could affect its 
will to cooperate, but the data available to verify this 
hypotheses were not reliable enough to do any studies. 

Tests ·of independence were conducted to verify if any of the 
above factors could affect the response status: •completed ', •no
contact' and 'refusal' . The partial refusals were included with 
the completed questionnaires. The statistic used to conduct the 
independence tests was the weighted Pearson statistic x2 with the 
Fel legi (1980) correction to take into account thQ dg~ign Qffgct. 
This test is known to be conservative. 

The farm assets and sales, which were both indicators of the 
farm size, were replaced by categorical variables defined using the 
estimated quartiles. The census divisions representing the 
geographic location were grouped into a maximum of 9 classes within 
each province. This ensured a minimum number of observations 
within each cell of the cross classification with the response 
status. 

In some cases, where dependence was detected between the 
factors and the response status, additional tests were conducted to 
identify the nature of the dependence. This was done through 
statistical tests on proportions . The most important conclusions 
are described here but more details can be found in Poirier (1994) . 

The independe.nce tests, conducted with a confidence level of 
5%, identified certain causes o f nonresponse. First, within each 
province except Ontario, the farm type had a high impact on 
nonresponse. Also, the farm size measured in term of assets 
affected the response rates in most of the provinces, but no 
significant impact was due to the sales variable. The geographic 
location and the response burden generated by the p revious FFS 
survey significatively affected the probability to respond in three 
provinces. Finally, the frame origin and the overlap with the 
January Livestock Survey or the December crops survey seemed to not 
affect the response status at all. 
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As in section 3, we modelled the nonrespondent behaviour with 
logistic regression modelling using the SAS procedure LOGISTIC. We 
performed the analysis separately by province. Using frame origin 
as an independent variable, the resul ts confianed the previous 
conclusions of no frame effect. Since soi:te variables were not 

• available for the area sample and since the frame origin did not 
see~ to ~ffcct the rQ~pon~e. the remaininq analyses were performed 
only on the list units, which represented more than 90\ of the 
whole sample. In the rest on this paper, the results applied for 

~ the list units only. 

• 

For the purposes of this study, the following variables wer~ 
included in the model: 

i) Assets (1 if assets are smaller than the 
median, o otherwise), 

ii) Sales (1 if sales are smaller than the median, o 
otherwise), 

iii) Typo 1 (l if in the i~ farm type, O otherwise), 
iv) Area 1 (1 if in the p• geographic area, O 

otherwise), 
v) FFS (1 if in the 1990 FFS sample, o otherwise), 
vi) JLS (1 if in the 1992 JLS sample, O otnerwise), 

The farm types are (1) crop farms, (2) dairy faans, (3) cattle 
farms, (4) hog farms, (5) poultry farms, (6) sheep farms, and (9) 
unknown type or rarm. 

The variables that were found more significant by the BACKWARD 
option within the provinces were kept in the model. The most 
commonly selected variables were the farm types and the FFS 
variables. Table 5 shows the re.sulting estimated parameters 
corresponding to the variables kept in the model. It also provides 
the attached x• values . 
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Table 5 

Nonresponse Logi stic Parameters wi th their x2 Values 

p...,_ tnte~e-pt ffS AtHtt TY?<• TypoS 1)'!>06 T)'l>OI Areal AruZ Ar••3 Areas Art•6 A.real 

NF'LO 8 1.37 L OS -1. 78 
>t 37.Z3 S.75 6.76 

PEI 8 1.15 
>t Z04 .ll 

NS 8 1.93 
)( Z7S.OS 

NB 8 1.65 0.71 
>t 91.87 6.19 

QU{ 8 z.os -0.58 - 0. 45 
)( 39Z.98 5. 11 4 . 03 

ONT B 0 . 03 O.S3 1 .07 
)( 11 .00 14.18 4.09 

MAH 8 0.9• o.u -0.45 - 1.16 0.59 . . 
it 113.U 13.34 "" 38.10 14.0S 

SASK 8 0.94 0. 51 0.31 ·Z. 40 •0.81 ·0.32 
>t 78.44 18.67 6.85 134 .31 12.20 4.22 

ALB 8 1.04 0.69 0 .26 -0.33 •LIZ 
>t 19 .25 30.12 4.SO 5.51 40.41 

BC 8 D.88 0 g,3 0 86 0 . .47 0 .-41 
)( 14.82 15 .29 21. 01 S.85 5.13 

Variablos that were not siqnifi eAnt for C>ny o f the provinces 
have been removed f rom this tabl e. From the x• r esults, i t appears 
that the FFS overl ap and the fann Type? (representing the sheep 
tarns) have the most important impacts on nonresponse. The 
positive FFS parameters mean that tarns overlapping the previous 
FFS tended to have higher response rates, whereas the negative 
sheep farm parameters (Type?) imply they tended to respond less 
often. · 

Weighted regressions were also f i tted to the data using the 
WEIGHT statement of the LOGISTIC procedure. The weighting variable 
woo defined et the s tratum level as the design weight adjusted to 
the overall sample size. Stratum level adjustments were not 
performed. The resulting esti JDated parameters were very c l ose to 
the first set of ""ti mates: which, as wc explained in Section 3, is 
highly desirable. 

4.3 Evalua tion of the Weight s 

To evaluate the nonresponse astjustment, the 1992 frame values 
representing farm assets were estimated from the sample. Assets 
levels were estimated for each province with the corresponding 
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coefficient of va r iation (CV), including the nonresponding units . 
Then, estimates based onl y on respondents were produced, using the 
original weight, adjusted for nonresponse at the stratum level 
onl y. By comparing both set of estimates we could deri ve the 
nonresponse bias introduced by the current method . Final ly, 

• regression adjusted estimates were produced from the above logi stic 
model . 

If we denote by Y0 and CV0 estimated level and coefficient of 
variation, respectivel y, from the full sample, and Y•dJ the 

1 correspondi ng adjusted estimates based only on respondents, we can 
estimate the bias associated with the adjustment model. In Table 
6 we show t he results. 

' 

Table 6 

Compari son of the Adjustment Model s for 1992 Frame Value of Farm 
A.ss:.ets 

Stratum Adjusted l ogi $tic Adjusted Veight 
Pi·uv. r. cv. (>) Veighi 

BIAS (X) BIAS {X) 

NFLO 7.7 £07 2.91 2.34 l.80 
PE I 6. 7 £08 0.76 -0.35 0. 19 
NS 7.9 £08 0.68 · l.15 -0.27 
NB 6.1 £08 O.B2 -0. 16 o.~ 
QUE 8.5 E09 0.53 -0.28 •0.04 
ONT 2.1 ElO 0.56 -1. 16 ·0.85 
KAN 9.0 E09 0.57 0.21 0 .45 
SASk' 2 . 7 ElO 0.52 -0. 40 -0 .89 
ALB 2.7 ElO 0.57 0.53 -0.12 
BC 5.6 E09 0.62 -2.32 ·2.2• 

JOT AL 1.0 Ell 0.25 - 0.JS - 0.)4 

we see that the logi stic adjusted weight generally performs 
better, but not cons i stently so. In fact the bias increases for 
NB, MAN, SASK, and the Total . To improve the model, inclusion of 
some interaction factors like s i ze and farm type, or size and 
geography was t r i ed but they were rarely kept in t he model and when 
they were, the resulting effects were small and their impact was 
negligible. 

4 . 4 Conc lusi on 

The selected model did not consistently p r ovi de the expected 
bias adjustment. This may be caused by a l ow number of factors 
incl uded in t he model or by the fact that significant factors were 
used i n the frame stratification. Future wor k might include 
looking for more intera ctions using the Automated Interaction 
Detection method use d in section 3. Also, now that the 1993 data 
are available, the study could be extended. 
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5. StTMMl\RY 

Nonresponse adjustment through reweighting is now in common 
use. we have shown that the success of this technique generally 
depends on having available variables that can be used as good 
predictors of the nonresponse behaviour. Having such variables, • 
various models can be used to adjust the estimates based on the 
predicted response propensities. This seems to be the best general 
approach. Other approaches include using estimation methods such 
as regression estimators to compensate for the deficiencies of the ? 
sample . We have seen that if the regression models are valid, the 
nonresponse bias vanishes. 

We have concentrated here on asymptotic biases. However, 
there are still many unresolved issues for estimation of variances 
and construction of confidence intervals. As well, we have not 
properly addressed the issue of whether or not to use the sampling 
weight~ when fitting the nonresponse models. In our examples, the 
weighted and unweighted versions of the estimated response models 
gave similar results . This is highly desirable since it confirms 
the validity of the model. 

Nonresponse problems will not go away. A better understanding 
of the response mechanisms will lead to better survey practices in 
the long run. 
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NONRESPONSE DISCUSSION 

J. Michael Brick 
Westat, Inc. 

I would like to thank the authors of both papers for presenting insights on very different 
aspects of the nonresponse problem. The first paper, "Exploring Nonresponse in U.S. Federal 
Surveys" by Gonzalez, Kasprzyk, and Scheuren, repons on the activities of a Subcommiaee on 
Nonresponse for the Federal Committee on Statistical ~ethodology (FCSM). The main focus of 
this paper is on trend~ in response rates for fedcrol surveys over the last I 0 yours. The seconel 
paper. "Model-based Reweigllting for Nonresponse Adjustment" by Binder, Michaud and Poirier, 
n:pons on research in a particular approach to reduce the bias due to nonresponse. 

In "Exploring Nonresponse in U.S. Federal Surveys," the authors describe recenl 
investigations of the levels of response rates and trends in nonresponse and refusal rates in federal 
surveys conducted from 1982-1991. The other pans of the mission of the subcommittee include 
reporting on correlates or n::>ponse rates and other n:lated matters. We look forward ro repons on 
those activities later this summer. 

The finding.son trends in nonresponse rates are especially welcome. ln general, these Clata 
show that then: has been no increase in nonresponse or refusal rates over the last decade. This 
finding contradicts the conventional wisdom that nonresponse rates, and refusal rates in panicular, 
have been rising due to the increases in the hnrden on respondents. It clearly shows that it is risky 
to make general conclusions about this type of phenomenon based on limited data. 

Given that response rates seem to be fairly stable over the last decade, the question still 
remains about the value of judging the quality of survey data over time from this type of data. 
After all, we are really interested in the quality of the data, not the response rates themselves. 
However, response rates are the only measure of quality typically produced from surveys. While 
having something thJit is measurable is useful, 1-e:sponse raies are frequently not very infonnative of 
the quality of the data. 

Usine what Deming cAlls the "modern" appronch to quality control, il is iu1purtam to 
recognize that the response rates are really a product characteristic of a survey. Survey 
methodologists. on the other band. must concentrate on the process of collecting data. The danger 
is that examining product variables alone can mask the process related co the quality of the data. 
For example, if the population surveyed changes so that a group that has generally high response 
rates is now sampled, then we might expect the response rates to increase. Thus, response rates 
might change even if respondents willingness to participate remained the same. Similarly, 
unweighted response rates may be affected by changes in the sample design, such as changes in 
the sampling rates for different segments of the population. 

For survey methodologists, the process muSt be the nX>SL imponam pan o! their job. They 
are responsible for producing survey data of the highest possible quality wtthin the constraints of 
the survey. In many ways, this paper only peripherally addresses this set of core users, because it 
does not discuss the process itself. To do thi~ ff.l}Uires more process data, much of which is not 
comparable across surveys. 

The focus on n:sponse rates is also limited for other reasons. The important relationship 
between response rates and costs is not explored in this paper. Cost data arc crucial, since the cost 
of obtaining the same level of response rates may have increased or decreased. Unfonunarely, cost 
data are extremely difficult to obtain and formulate in a manner that is useful for comparison 
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purposes. Developing a general method for analyzing cost data remains, in my opinion, one of the 
roost important unresolved problems in survey research. 

As the authors of this paper indicate, improving response rates does not always improve 
the qualiry of the survey estimates. This has been misinterpreted by some researchers to mean that 
response rates are not imporram. They are imporram and reasonable efforts should be made to 
eliminate nonresponse. The real question is related to how much effort should be placed on 
improving response rares versus reducing other sources of error in a survey. The answer to this 
question is not always clear, but there are guidelines for reasonable practice. In general, the 
resources devoted to a source of error (be it sampling or nonsampling) should be proportionate to 
the size of that error relative to the sum of sampling o.nd nonso.mpling errors. 

In one of their recommendations, Gonzalez, Kasprzyk, and Scheuren state that research 
should be encouraged by survey adminiscrators as a way to improve the effectiveness of data 
collection operations. They include a specific recommendation that studies of collecting items to 
improve post-survey adjustments should be encouraged. I think this is a very interesting choice 
for the recommendation. It supports collecting items rather than exploring new methodologies. I 
applaud this direction. Research on collecting additional items is a sound direction to improve our 
ability to decrease nonresponse bias. 

The paper by Binder, Michaud aod Poirier, "Model -based Reweightiog fo1 Noiuespunse 
Adjustment" is very consistent with the recommendations of the FCSM Subcommittee. Since the 
type of nonresponse discussed in this paper is not planned, randomization does not apply and a 
mo<lP.ling approach must be used to reduce. the bias. The authors discuss the re.sults from applying 
a specific form of modeling nonresponse for two different surveys. 

Their effons to reduce the bias in the estimates for the Survey of Labour and Income 
Dynamics (SLID). closely parallel work done on the U.S. Survey of Income and Program 
Participation (SIPP). The Census Bureau sponsored several efforts to examine methods to reduce 
attrition bias in the SIPP and many of the papers from these efforts will be presented this summer. 
In the SIPP research conducted ac Westac, we useel many of che same techniques to mCXleJ the 
nonresponse as Binder, Michaud and Poirier, with much the same result. 

I would like to make two specific comments on the paper prior to returning to n discussion 
of the importance of collecting items for reducing nonresponse bias. The first deals with the use of 
the logistic regression model used to predict response propensity. This work, and our own efforts 
in the SIPP research, suggest that these types of models are not the most conducive to uncovering 
relationships between variables when faced with a large number of potential predictor variables. 
Categorical search algorithms seem better equipped at identifying nested relationships that might be 
important for reducing nonresponse bias. In this paper, these relationship were uncovered with the 
search algorithms and added to the logistic regression model. We have used the output from the 
search algorithms to form cells for nonresponse adjusunent directly. Both methods seem to work 
reasonably well. 

The second comment is really a question. The item most related to nonresponse was mover 
status. People who moved were far more likely to be nonrespondents. This characteristic has 
ohviou< app!'eal and ~J.mld be of great importance in nonresponse bias reduction. The question is 
how nonrespondents were defined as movers or nonmovers based on the data available. In most 
surveys, we do not have these data for nonrespondentS. I think it would be useful for other survey 
methodologists to see how the authors made this classification for SLID. 

If an item such as whether or not the person has moved is available, then it can be used to 
estimate response propensity. Having items that are good estimators of response propensity is 
critical for reducing bias. I have found that different nonresponse adjustment methods, when 
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properly applied, often have approximately the same perfonnance. This may happen because 
almost all the methods estimate individual response propensities conditional on auxiliary data. 
Estimating a response propensity for each uni! is very difficuil since only one observation is 
available (the unit eilher responded or did not respond). Items related to the likelihood of 
responding at the individual level are, therefore, extremely vnluable to improve this estimation. 

The authors talce an approach that seems most sensible. They include as large a number of 
items as possible In the model without allowing the adjusunentS to become so vanable as to unduly 
increase the variance of the estimates. Since nonresponse bias is a function of the covariance 
between the estimate and !he response propensity, items related to both should be emenained. As 
sugge$ted in this research, the first irems included should be those relnted to response propensity. 
If it were possible to model these response propensities precisely, then the nonresponse bias for all 
the estimates would be eliminated- Since the modeling is imperfect. additional items highly related 
to key statistics from the survey should also be included, where possible. 

While longitudinal surveys and studies in which there are frames with substantial data on 
the sampled units may be able to use this method to reduce the bias due to nonresponse, the more 
typical situanon may l>C that faced in the Fann Financial Survey. In this case, the data on the frame 
are limited and do not appear to be predictive of either response propensity or the lcey estimates. 
The methods used are not very effective on reducing the nonresponse bias, as might be expected. 
If the nonresponse is lari;e enough in a survey of this natwe, the nxouuuemllilivn vf the FCS~ tu 

develop a mechanism for collecting items useful for nonresponse adjustment should be seriously 
considered. This common situation reinforces the imponance of keeping nonresponse to a 
minimum. 
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1. 

DISCUSSION 

Joseph L. Schafer 
Pennsylvania State University 

Coiments on "Exploring nonresponse in U.S. Federal Surveys" 

This paper by Gonzalez, Kasprzyk , and Scheuren (GKS) is worthwhile 
reading. Section 2 gives a nice historical overview of the development of 
statistical methods for survey nonresponse. As t his section clearly 
demonstrates, many of the great strides in the practice of nonresponse 
adjustment, and survey sampling in general, have come about as a direct 
result Of personal intera.c't ion between s1.t1.l..idt.ician5 in federa.l Ggencice and 
in those in academic circles. It is our hope that this type of fruitful 
interaction will continue in the years ahead. 

In the vorld of surveys, there are •any different types of nonresponse. 
Unit nonresponse arises vhen the entire vector of survey variables for a 
sample unit is missing. Item nonresponse arises when individual elements or 
the vector are missing. As pointed out in the other paper in this session, 
panel surveys often suffer from wave nonresponse, which occurs when the 
entire vector of survey variables is missing for a unit at a particular 
occasion or wave. The GKS paper has introduced a new type of aissingness: 
uonresponoe non.response, vhieh oeeurc vhen aGlllbers of thA federal 
statistical community fail to report their nonresponse rates to members of 
the FCSH subcommittee. An even worse type of nonresponse nonresponse occurs 
llhen producers of federal surveys do not repon basic information on 
nonresponse--such as nonresponse rates and methods of adjustment- -to the 
users of their data. 

It is vortbvhile to ask vhether nonresponse nonresponse is ignorable, ln 
the sense defined by Rubin (1987). In the FCSH subcomaittee's study, th• 
nonresponse nonresponse would be ignorable if the nonrespond1ng 
statisticians' surveys were representative of all federal surveys in terms 
of miaaingnQss rat@s, mAthods of adjustment, etc. Chances are, the 
nonresponding statisticians had desks that look like mine--paperwork stacked 
up a foot high all around--and they didn't find the time to return the 
questionnaire. Or, p•lhaps tbey didn't r•spond bceaueo they hadn't been 
tracking basic inforaation such as nonresponse rates, and coapiling the 
information would have required an unusual amount of effort. Whether those 
characteristics of the nonrespondents are systematically related to the 
basic study variables is anyone• s guess. In the common, non-technical sense 
of the word, however, this nonresponse to the FCSH subcommittee's study is 
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probably not ignorable; we shouldn • t ignore i t. If members of the 
subcommittee found it so difficult to obtain even basic information on 
nonresponse from the very people vho produce the survey, imagine how hard it 
must be for the average data user to do the same thing. 

It vas astonishing to see that almost half of the establishment surveys in 
the study had no tracking at all of the various components of nonresponse. We 
hope that in the future, prodUt..t!rzs of federa.l surveys vill take 'to heart ~he 
recommendations of this report and devote a little more time and effort to 
studying and documenting t he levels and causes of nonresponse. At any rate, 
i t i s comforting to learn that the basic perception t hat many of us had--that 
nonresponse rates have been rising over the past f ev years--may be only a 
perception, and the sum total of the various nonresponse components may not 
have changed very much. 

Reading this paper made 11e think a lot about the future. and vhat 
directions ve should take in our research on nonresponse and nonresponse 
adjustment. The suggestion near the end of the paper- -that data collectors 
and statistician• vork toget her a.o ::1.. "too.m, oho.ring information in a v a.y t hat 
is mutually beneficial-- i s especially thought-provoking. If this were done, 
it voul d open up entirel y new avenues for developi ng improved methods of 
nonresponse adjustment. As shrinking budgets for ce us to re-allocate our 
resources, it may not be possible to continue to spend so much money chasing 
after nonrespondents, trying to get them to hand their data vectors over to 
us. It's becoaing increasingly likely, for exaaple, that the Census Bureau 
vill not have the resources in the year 2000 to f ollov up on every housing 
unit that doesn't mail back its census form with a person&! interview. 
Statisticians and data collectors should start to think long and hard about 
vhich nonrespondents they should attempt to follov up, and how persistently 
they should attempt to do so . They need to weigh t he costs and benef i ts 
involved in converting refusals and not-at-homes to r esponses, so that they 
may decide whether the money might be better spent elsewhere. 

In regard to this point, I vould like to make t wo basic observations. The 
first observation is that not all nonrupondents are equally iaportant . In 
industrial settings, statisticians have to carefully design their 
experi11ents. Trial runs are typically expensive, and they have t o decide 
under vhat values of X they should collect their next value of Y. They knov 
that certain, carefully chos en combinations of Xs will help them to "nail 
dovn" t he quantities of interest much batter than ot her combinations of X s , 
so t hey choose their values of X carefully befor e spending additional money 
to co l lect another Y. 
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Figura 1: Data atter the initial phase of collection 

In a survey ~"tting, there io typically an initial phase of data 
collection in vhich every unit in the sample has been contacted once, or at 
least an attempt has been made to contact them once. After this initial phase 
there vill be a pool of nonrespondents, and ther" will be (o. limi tad a.mount 
of) money to spend on attempts to convert some of them to respondents. llhich 
nonrespondents should ve go after first? To ansver this question, we shoul d 
look at their Xs. At this point, the data wi ll resemble the diagram in 
Figure 1. Variables available from the sample frame, denoted by)(, will 
known for .. 11 auiple unit ... Survey variables, denoted by Y, vill be 
available for the respondents only. Let us partition Y as Y = (Y.,.,Y.,.;, ) 
where Y,1, denotes the v&lues of the survey variables for the respondents, and 
Y,,.w tbe va.lues ot th• is1Uv&y vu-ia.ble3 for tbe nonrespondents. It should be 
possible to build a regression model for the distribution of Y.i. given X, 
and then use this 11odel to guess or predict llhat the v&lues of Y,..;, will be . 
These predict i ons may then form the basis for ranking the nonrespondents 
according to the priority with which they should be followed up. 

Lat P(Y.i. IX,8) denote the fol'll of the model fit to Y, 1, given X, vhere 9 
represents some unknovn parameters . Let Yi denote an element of Y. ;,. To the 
c l &11sical survey statistician, y; is a fixed, unknown constant. To the 
Bayesian, hovever, it is unknovn and therefore a randoa variable. Tbe 
uncertainty about y; can be expressed Bayesianly as 

V(yilX,Y. i.) = EV(y;IX , Y,1.,9) + Vt:(11ilX,Y,1.,l1), 

where the outer moments are taken with respect to P(81X,Y,i.) , the posterior 
distribution of the unlcnovn model parameters. The first component on the 
right-hand side, EV(y;IX, Y,1.,9) , represents the residual variation of Yi 
about its predicted value from the regression model. The second component, 
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V E(v~ IX, Y.1,, 11), represents the uncertainty in the regression prediction 
i taelf. This decomposition suggests that if ve vant to mini111ze our 
uncertainty after a liaited amount of follovup, ve should target as high 
priority those units that (i) have a high amount of residual variance, and 
(11) have high leverage for estimation of 0. In other words, we should ~ry ~u 
follow up the uni ts (i) whose values of Y cannot be predicted well by our 
model, and (ii) whose values of X are unusual and thus, if they were 
converted to respondents, could greatly improve our ability to predict the 
missing Y values for the other nonrespondents. 

In addition to the predictive variance of y;, we also need to consider the 
probability that a nonresponding unit can successfully be converted to a 
r•spondAnt . Even if tha predictive variance for a particular unit 18 high. 
it aay not make sense to attempt follovup if the follovup operation is likely 
to be unsuccessful. This suggests construction of another regression model 
to predlc.L th~ probability of sueeese"ful follovup--or, perhaps, tho coot of 
successful followup in terms of number of attempts, field worker time, etc. 
Data for fitting this model might come from similar survey operations of the 
past, perhaps updated by data from the current survey as they become 
available. 

As data coll ectors begin to share information with statisticians on an 
ongoing basis, one can imagine the development of a continuous-loop feedback 
system in which the field-operat ions unit provides data on respondents as 
they become available, and the statistical unit processes the information, 
updates the parameters of its regression models, and decides which of the 
reaaining nonrespondents •hould be designated for fnllnvup. 

The second general observation that I would like to make is that Jl2! 
all nonresponse mechanisms are the nae. From a theoretical standpoint, it is 
useful to classify nonresponse mechanisms into two categories : mechanisms 
that are ignorable and mechanisms that are nonignorable. Using the notation 
developed above, an ignorable mechanism is one in which the probabilities of 
response do not depend on Y.,;, after accounting for dependence on X and Y,1,. 
Ignorable nonresponse mechanisms tend to be easier to deal with than 
nonignorable ones, and virtually all methods of nonresponse adjustment in use 
today make some implicit assumptions of ignorability. 

From a practical standpoint, hovever, nonresponse mechanisms should 
probably be classified into a slightly different dichotomy: mechanisaa that 
are knovn to be ignorable, versus mechanisms that are not know. to be 
ignorable. Mechanisms that a.re know. to be ignorable include those in which 
the missing data are missing by design. Surveys that e•ploy double sa.11pling, 
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matrix sampling, etc. result in rectangular datasets with patches of missing 
data that are missing by design; the data are unrecorded because the data 
collector never intended to collect them. I/hen data are missing by design, 
ignorable missing-data techniques may be applied without fear of introducing 
bias . The more insidious type of missingness mechanism is the unknovn type. 
When the nonrespondents are a self-selecting subsample, ve do not really know 
how strongly the selection process may be related to the missing data Y,.;,. 
When faced with missingness of this type, the only thing that a practitioner 
can usually do is to apply some ignorable missing-data technique and hope for 
t he best--i .e. pray that any biases incurred by nonignorability will not be 
severe. 

As long as rosoureos for data colloction aro Tini tG, a. cgrtain amount of 

missing data will be inevitable. But the point that I want to make is this: 
By intelligent allocation of resources in the followup operation, we may be 
able to convert a substantial amount of the missing da'ta that would 
ordinarily be of the type "unknown" to the type "ignorable." In a typical 
followup operation of today, attempts are made to follov up nonrespondents in 
a rather haphazard (i.e. unplanned) fashion until the resources run out, at 
which time the data collectors close out their operation and get on with 
their lives. Decisions about which nonrespondents are to be followed up are 
not made by a central decision-making unit, but are made in the field by 
supervisors or by the interviewers themselves. It may be that the field 
~t;:i.ff io pla.eing high priority on the nonre3pondant uni t:J thn.t :..ppen.r to be 

easy to get, thereby attempting to minimize the number of nonrespondents that 
remain after closeout. Although minimizing the nonresponse rate is a 
laudable goal, the end result is that all or the nonresponse that remains 
after closeout is of the type "unknown." From a statistician's point of view, 
a better strategy may be to concentrate one's resources on obtaining data for 
a probability sample of nonrespondents, a sample that is guaranteed to be 
representative of the nonrespondent pool. Even if data for these units are 
expensive to obt ain--e.g. requiring a large number of call-backs--and the 
overall rate of missingness in the end is higher than it would have been if 
the followup decisions were made by field staff, the end result will be that 
the missing data for nonre3pondent3 that a.re not included in the £ollowup 

sample will be of the type "ignorable." 

As a scientist, I would be wi lling to trade a few percentage point~ of 

missingness for a guarantee that (at least most of) the missing data are 
ignorable . I suspect others vould as well. The tradeoff between the cost of 
missing data versus the benefit of knowing the missingness mechanism is a 
subtle but important issue to which sta_tisticians ought to pay more attention 
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in the future. 

2. Comments on "Model-based reweighting for nonresponse adjustment" 

This paper by Binder, Michaud, and Poirier (BHP) discusses in detail the 
methods used by StatCanada to model response propensities in t wo of its 
ongoing surv'!ys . By reading this paper, i'l.I'ld examining the tabl es of 
regression coefficients, one develops an excellent sense of what factors may 
be related to nonresponse in demographic and establishment surveys. It is 
interesting to note that i n regard to these two surveys, BMP and StatCanada 
seem to be following the recommendations of the authors of t he previous 
paper: clearly documenting the rates of nonresponse, the factors related to 
nonresponse, and the methods used for nonresponse adjustment. 

Throughout this paper, the value of adopting a model-based approach to 
nonresponse adjustment clearly shines through. By constructing an 
intelligent model for the nonresponse mechanism, one is able to carry out a 
nonresponse adjustment using many more explanatory variables than would 
otherwise be possible using a more traditional approach. In a more 
traditional approach, one would form adjustment cells by crossing the 
classes of every explanatory variable. This would be equivalent to building 
a response-propensity model that includes all possible interactions among 
t he explanatory variables, whether or not those interactions have much 
predictive power (and they otten don't). The modeling approach adopted by BMP 
allows them to exclude unimportant high-order interactions, and instead 
include main effects for a larger number of explanatory variables. 

One issue that may deserve a little more attention is what should be done 
with the estimated response propensities once they are calculated. On this 
point, statisticians north of the U.S. -Canada border tend to use the 
reciprocals of these probabilities as factors in the nonresponse weighting 
adjustment. Statisticians south of the border tend to form classes--e.g. by 
dividing the estimated propensities into quintiles--and reweight the 
observations within these classes. Little and Rubin (1987) comment that the 
l atter may sacrifice a little bias for the 3ake of reduced variance and 
robustness against model failure. I wonder if anyone has done a comparison 
of the t wo methods in a realistic setting to see which one tends to perform 
better. 

Another important issue, which is perhaps beyond the scope of the BMP 
paper, relates to the underlying philosophy of response-propensi ty 
weighting . Response-propensity weighting attempts to control and reduce 
nonresponse bias. The theory of propensity scores (Rosenbaum and Rubin, 
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1983) says that if reweighting could be performed on the basis of the actual 
(as opposed to estimated) propensity scores, then the reweighted 
distribution of the respondents would not be systematically any different 
from that of the respondents--in other words, nonresponse bias would be 
eliminated. But of course, bias is only one component of error, the the other 
being variance. As pointed out by Little ( 1986), response-propensity 
weighting may do very little to control variance. One might also want to 
consider forming weighting classes on the basis of variables that are highly 
correlated wi th the survey variable of interest (if any are available), so 
that variance might also be reduced. Perhaps forming weighting classes on 
the basis of two variables--a linear predictor of the response propensity, 
and a linear predictor of the survey variable of interest--may be a 
reasonable approach. 

The methods described in the BMP paper also raise a number of theoretical 
issues that deserve a closer look by statisticians in the future. une 
question involves the use of complex, automated variable-selection 
procedures to choose a model for nonresponse adjustment. Whenever the form 
of the model is chosen through examination of the sample data, the procedure 
used to select the model should be considered a part of the overall method of 
nonresponse adjustment. Any calculations of bias and variance--whether 
carried out analytically, or by simulation, jackknifing, etc. - - should 
recognize that the model itself is sample-dependent and therefore random, 
a..nd 1.he &11od~l :s~lection procedure must therefore 'be included in the 

calculation. 

Another, perhaps more ba:slc, i:ssu~ p~ctain:s to the criteria used for 

selecting the model. BMP emphasized the principle of parsimony, eliminating 
variables whose effects were not significantly different from zero. They 
also included variables tended to reduce the number of extreme residuals. In 
the end, they were left with models that had very few parameters relative to 
the size of the dataset. I was left with the feeling that they could have 
included more variables, provided that the model-fitting could be 
accomplished in a reasonable amount of time. The usual criteria given by 
tGxtbooks on rGgrgsgion modGling--high R2 • l ov prediction error, all 
coefficients statistically significant, and so on--are usually appropriate 
11hen the goal is to acquire some scientific understanding of how the response 
variable is related t o the pool ot potential predictors. When the goal is no• 
necessarily scientific underst anding, but adjusting for nonresponse, 
however, it is not yet c l ear what model-selection criteria statisticians 
ought to be using. 

Finally, another i ssue that deserves further investigation is the proper 
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role of sample-design infor111ation i n the construction of response-propensity 
models. I suspect that many statisticians vould attempt to include design 
infor111ation by fitting logistic regressions vith standard software, 
including the case weights (inverses of the sample- sel ection probabilities) 
in the f1 tting procedure. The correctness of such a pr ocedure is not at all 
clear. If the goal were to estimate regression coefficients for predicting 
nonresponse for the entire population, then including the case weights vould 
be appropriate. The goal in response-propensity modeling, however, is to 
estiaate the probability of response for the units in the current sample. To 
the extent that this response pr opensity is related to covariates describing 
the sample design (e.g. stratum or cluster indi cators), those covariates 
ought to be included in the model somehov . But merely veighting the cases by 
their inverse probabili-ey of sel.ec-eion is probably not surticient to 
guarantee that the special features of a dataset t hat arise from complex 
sampling, such as clustering effects, a.re appropriately described. 

Additional references 

Little, R.J .A. ( 1986), "Survey nonresponse adjustments for est i mates of 
means," I nternat i onal Statistical Reviev, 54, 139-157 . 

Rosenbaum, P.R. and Rubin, D.B. ( 1983), "The cent ral role of t he 
propensity score in observational studies for causal effect s , " Biometrika, 
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TOWARD AN AGENDA FOR THE FIJI'URE 



• 

OLD DIRECTIONS, NEW DIRECTIONS: 
CONCLUDING REMARKS 

Norman H. Bradburn 
NORC 

I have been asked to take on the unenviable task of giving 
an overview of the last two days and, on the basis of that 
overview, to give some thoughts on future directions. In order 
to have some empirical idea of what the directions--new or old-
have been, r looked at the topics covered in this symposium and 
compared them with the topics covered in the first symposium four 
years ago. 

If we view the programs of the conferences as unobtrusive 
measures of what are the central research directions in 
statistical methodology, at least in the minds of the organizers 
of these conferences, we can get an idea of how things have 
changed in the last four years. For comparison, I coded the 
session topics into four themes: 1) conceptualization of 
statistical measures--that is, what we are measuring; 2) design 
and analysis of statistical surveys; 3) operational issues in 
data collection; and 4) dissemi nation of data to users. The 
result of the comparison is seen in Table 1. 

Table 1 

Themes of Papers Given at 1990 and 1994 Seminars 

1990 1994 

Conceptualization 0 l 

Design/Analysis 5 4 

Operations 6 5 

Dissemination/Use 1 2 

Total 12 12 

Six (or seven) of the 12 sessions in each year are on the 
same topics. They are: l) Administrative Records, 2) 
Longitudinal Surveys, 3) Data Editing, 4) Disclosure Limitation, 
5) Computer Assisted Data Collection, 6) Cognitive Testing of 
Questions. The seventh, Incomplete Surveys, could be consi dered 
at least partially the same topic, i.e., Coverage Problems in 
1990 and Non-Response in 1994. 

Wi thout looking at the new topics, one might view this as 
little change; but when we look at the particulars of those new 
topics, it seems clear that there are major shifts in directi on. 
New session topics were: 1) Customer Surveys, 2) Respondent 
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Incentives, 3) Small Area Estimation, 4) Time Series revisions, 
and 5) Economic Classificati on Revision. 

What is it about the new topics that leads me to think we 
are moving along some significant new directions? I see the 
primary theme of these new topics as the need to rethink some old 
problems in order to cope with three types of change: 1) changes 
in social conditions, 2) growth in demand ror data and 
3) technological change. Let me collll1lent on these i n turn. 

1. Cbangco in aooi~l cond itions. Society ic becoming more 
diverse along many lines. It is not just the increasing cultural 
diversity that is so much remarked upon but also the increasing 
diversity in household structures, in a changing occupational 
structure, and in the globalization of the economy. Our 
tradi tional ways of collecting data and the statistical 
categories we have used are creaking and in need of revision. 
Surveys are harder to carry out, so we become concerned about 
questionnaire development and incentives for respondents. It is 
even necessary to rethink how we conduct the decennial census. 
Our cla~~ificotion schemes for economic and social categories are 
no longer adequate, so we rethink the SIC and soc and the 
problems of revising time series when you change the measuring 
in~truments. 

2. Growth in demand . It is a truism these days that we 
live in an information society . The demand for data grows apace 
with the proposals for health care reform and the health data 
network and the increasing demand for evaluation of social 
services and social programs. Concern for international economic 
competitiveness leads us to rethink the categories we use to 
collect economic statistics, such as how we measure the trade 
balance and what industrial and occupati onal classification 
schQma wQ use. It is important to have an economic statistical 
system that is consonant with that of other countries. 

There are two implications for statistical methodology of 
this increase in demand for data. The first is that it requires 
a strong customer orientation to be responsive to the changes i n 
demand. We need to know what the consumers of statistical 
information require in order to carry out their work efficiently . 
Second, because of the high cost of data collection in a world of 
tight budgets, we need to develop alternative ways of doing 
thin9s--not just tinkering around the ed9ee, but eome fundamanta1 

( 

changes ("reengineering," to use the current buzz word). • 

3. Technologica l change . CATI, CAPI, CASI, Audio- CASI. 
computer-assisted everything. The ability to handle large data 
files cheaply has changed the economics of data analysis, if not 
of data collection. Data are accessible on Internet; you can 
call in for SIPP data. All of these advances whet the appetite 
for more data--more quantitatively, in more detail, and more 
easily accessible. 
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At the same time, increased availability of large data sets 
increases the risk of disclosure of data that compromises the 
privacy and confidentiality promised to respondents and upon 
which our ability to get accurate data depends. Confidence in 
the statistical system must be maintained, and that means 
preventing disclosure on individually identifiable data for non
statistical purposes. Hence our renewed concern for data 
disclosure 11m1tat1on principles and methods . 

Where does all this change lead us? First, I think it leads 
us to a fundamental rethinking of come of our major data systems. 
We have already seen the revision of the CPS. We have heard here 
about proposed revisions in the Standard Industrial 
Classification syst em and the Standard Occupational 
Classification. These are truly major changes in our statistical 
thinking. 

work has begun on a revision of the CPI. We are rethinking the 
way we conduct the census. Dare we think of an administrative 
records enumeration in 2010 with the long form data supplied by 
continuous measurement? can the national accou11ts be :x.·ecast to 
include supplemental accounts for the environment (so-called 
Green Accounting) and recast for other non-market sectors as 
well? Will data bases become pubUc utilities that can be used 
for many purposes? For example, the basic health care file, if 
it were to come to pass, could be a prime source of data for an 
administrative records census or a data base for assessing the 
outcomes of health care services . A Master Address Fi le that was 
available to everyone, the Census Bureau, the Post Office, state 
and local governments, the private sector, would be a true common 
good. 

A final theme that cuts across all of our sessions here is 
that we must take a more international perspective . We can learn 
from other countries that have been confronting some of the same 
problems. There is also increased pressure to have consistent 
statistical measures across the developed countries at least, so 
that international comparisons can be made. 

The spur of competition can be good. The State governors 
adopted a set of Educational Goals for the year 2000. one of 
these is for the United states to be first in science and math 
education by the year 2000. In the Economist magazine's annual 
rankings of governmental statistical cyctcms, the United States 
has ranked about 5th for the last few years . Perhaps we should 
take as our goal to replace statistics Canada as first in the 
world amonq statistical systems by the year 2000. 

Future directions? From what we've heard here, we may not 
be able to know precisely how to proceed, but we will have to 
move forward with an international perspective, a willingness to 
rethink our methods, our tools, and our purposes. 
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Toward ao Agenda for the Future 
Robert M. Groves 

University of Michigan and Joint Program in Survey Methodology 

It is obvious that the rate of change of the society and economy being measured by 
statistical agencies is increasing. We have only to observe the ubiquity of merger, 
acquisitions , and turnover of firms, partly a reflection of the ongoing creation of novel 
combinations of services and goods. In the demographic domain, we are faced new living 
arrangements, nontraditional household definicions, and homelessness at levels of 
occurrence that challenge rradicional methods of measurement. le now seems clear that the 
rate of change of social and economic measurement systems needs to approximate that in 
the society. We have heard over the last two days much evidence of this. 

Figuie 1 is a version of chan.s that are popular among those in the qualicy movement. It is 
used to describe the process of continuous improvemenL key to that philosophy. As 
"reinvention," "restructuring," 're-engineering, ' "customer orientation," 'total quality 
management," and related concepts make their way into statistical agencies, it might be 
useful to reflect bow the technical research and development presented over the last two 
days relate to the process described in such a chart. 
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The process begins, even prior to the contents of this chart, with the identification of 
customer needs and desires. Given that as a basis, firsc the organization needs to document 
what it does and how the prooesses of the organization arc now conducted. This 
documentation leads to identification of potential areas of improvement, "identification of 
improvement opportunity. " Whether the process can or cannot be improved is a maner to 
be re•nlved in a "rese.arch" step. Then the results of the research are <1pplied in "adaptation 
of research lo specific application." At th is point, the process begins again, this time with 
the production process operating at a higher level of overall efficiency, but still subject t0 
improvement. 

One aspect that differentiates research in government statistical agencies from research in 
academia is the last step, application of research findings in practical settings. This fact is 
accompanied by organizational roles !hat perform these activities in conjunccion with the 
researcher. The researcher is joined by a manager, who is charited with the respon•ibilicy 
ot directing the processes undergoing change. 

It's useful to review each of the four sreps from the vantllge point of a program m:uw.ger of 
a data series and a researcher or scientist, both located in a government statistical agency. 

Documentation 
Documentation is often viewed as the bane of those who develop and conduct data 
collection, processing, and estimation programs. It is most often not done (or not done 
completely) for many statistical series. When done. it is often done long after the 
introduction of a new process, and then completed by someone who was not part of the 
creation of the process. The lack of good documentation on design. processing, and 
estimation features of staListical series can be a nontrivial impediment co their improvement. 
For example, when there is clear evidence that a process is not performing as desired (e.g. , 
nonresponse rates too high, edit processes yielding contradictory data), improvement is often 
delayed by lack of clear documentation of exaclly what is being done. When lack of 
documentation is joined by high turnover among staff and computer based systems, it is 
often the case that workers implementing a computer-based process truly don't know what 
they are doing. 

From the management perspective. documentation allows knowledge of what processes are 
the staff are performing. It permits the manager to look for opportunities to streamline 
processes, combining steps and improving flow. For the researcher or scientist, 
documentation is the equivalent of gathering observations about pos,,ible causes of outcume 
variables. It is the inductive part of the scientific method - assembling information that 
suggest hypotheses for sources of weaknesses (and thereby opportunities for improvement). 

Why is documentation an important step in the process of continuous improvement? 
Improvements on undocumented systems are limited tO those performing the stmus quc 
activities because only they know what is being done. This limits the set of persons who 
can be called upon for suggestions for improvement. This limitation is exacerbated in 
organizations where staff implementing programs do not have rudimentary testing and 
experimentation skills. It seems clear that without documentation of best practice, 

661 



agencies can't get to "the cutting edge• that the benchmarking aspect of the quality 
movement espouses. 

Opportunities for Improvement 
The use of Pareto curves prompts managers to focus on the problems that are causing the 
grearest loss of quality or efficiency in production. This is a vehicle to reallocate budget.s 
to save money on expensive processes by investing money in design and retooling 
phases. Given most government budget systems, an investment in a research and 
developmem project to improve one component of a statistical series generally means 
that some other components will incurred reduced funding. The manager needs the 
courage of his/her convictions that such an investment can lead to cost efficiencies at a 
later point. 

For the scientist the "identification of improvement opportunities' step often also means 
a search for experiments on design features common to many surveys. Often important 
weaknesses of one statistical series are shared by other statistical series. If the researcher 
can identify such cross-series problems. then single research projects can offer 
improvements to several data series at once. 

In one sense, this seminar can fulfill a similar function. If one agency discovers 
improvements that are applicable to the work of another, significant research savings are 
possible. 

Research 
The research step from the management perspective is a search for independent evidence 
that change involving risk was well-founded. The research step tests some model of the 
real change in the production system. To the extent that the research step perfectly 
mimics the real production secting, the inference from the experiment will apply to the 
production process. In this sense, research is a risk reduction tool for the manager. 
Change without research runs higher risks of no improvement or even loss of quality in 
statistical series. 

For the scientist, only experimentation offers the proper grounding for application of 
some discovery. The scientific method underscores the need for explicit contrast under 
similar conditions of the new process with the old, before recommendations about 
change can be well-founded. Much research in social and economic statistics is 
"applied,• with its findings relevant to ongoing statistical series. Applied research is the 
type most often practice in Statistical agencies (and reported in conferences like this one}. -< 
T he cheapest research (in lhe long run) is theory-driven, often motivated by basic 
research. This is the research that offers solutions for large set.s of surveys and census 
operations. Choosing the right blend of support for basic and applied research in r 
government agencies takes great wisdom. One without the other is vacuous. 

Adaptation of Research to Specific Application 
This step is typically the focal point for program managers. From lhe standard 
managerial perspective, the real work (and associated risks) of change begin here. 
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The issues of concern to the manager always concern whether the costs of the change 
are smaller than the benefits. Sometimes real courage on managers' parts is required m 
organizational cultures where failed change is punished by withdrawal of the support of 
superiors. 

From the scientific perspective, this step typically requires speculation about the 
inferential limitations of the research into alternative solutions. Scientists are generally 
well-trained in hypothesis generation, but not particularly well-schooled in decision
making with imperfect information. 1 n the world of statistical agency programs, there is 
rarely or never perfect informa!ion. Indeed, in any application of a scientific discovery 
lhere is some inferential leap that goes beyond the research. Many scientists are 
uncomfortable with such leap, but scientists in statistical agencies, to be responsive and 
useful to their agencies, must develop these skills. Clearly, this is most easily 
accomplished when they work in partnership with their colleagues on the program side. 

All of the steps in Figure l are difficult, but this step seems most fraught with difficulties 
and failure to communicate between the managerial and lhe scientific cultures within 
statistical agencies. 

Implications for Future Symposia, the Working Paper Series, the System 
What do these observations have co do with a symposium like the one we have all just 
experienced? Let's examine the content of this symposium. There was clearly more 
attention on documentation and adaptation of research to applications, than on methods 
used to identify opportunities for improvement in data series, or in the findings of more 
basic research. This is an appropriate mix, I believe, for the purposes of the conference • 
- an attempt to disseminate new developments of applied utility. 

Given that focus. future symposium might reconsider the format of a scientific 
conference. where a researcher presents his/her work and a discussant criciques che 
scientific merits of the work. Perhaps for the purposes of application of new discoveries, 
workshops and didactic seminars might be more useful. 

One method of doing that is to use the Federal Committee on Statistical Methodology to 
identify agencies using "best' practices in various componenL~ of statistical work, and to 
encourage them to mount such workshops, perhaps with some collaboration with 
scientists and practitioners outside lhe Federal statistical system. 

It is clear thac che Federal statiscical syscem can profic from che successes of Integrating 
science and management, of adapting research discoveries to practice that exist in some 
agencies, but need to be spread more widely across all agencies. What the system does 
not need is more papers assessing ideas alone. It does need more papers describing how 
new ideas were assessed, molded to a specific problem, and systems changed to 
incorporate them. Problems of statistical system are not solved by ideas alone, but by 
ideas implemented to produce innovation in data series. Presentations in future 
symposia might be collaborations of program managers and scientific staff, addressing 
the four steps of Figure l for a specific survey or set of statistical activities, from their two 

663 



different perspectives. 

I feel more strongly that the symposium should continue annually, than that it should 
cake on a particular format or offer particular content. Regardless of its format, it is a 
gathering of the clan within the statistical system, allowing them to meet and converse 
with one another, to compare techniques, to try out new ideas removed from their 
orgaruzauonal cultures. to renew their commiunems to improved quality in statistical 
activities. This will always have value. 
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TOWARD AN AGENDA FOR THE FUTURE 

Katherine K. Wallman 
Off ice of Management and Budget 

Over the past two days, we have heard many ideas and 
suggestions for how we can build upon and improve the efforts we 
are undertaking through the Federal Committee on statistical 
Methodology (FCSM). The "new directions in statistical 
methodology" we might pursue range from updating and expanding 
our technical contributions to broadening and deepening the 
understanding and application of our work. Underlying all of the 
proposals are two fundamental and, I believe, shared perceptions: 
first, that the FCSM's activities to date have been of 
consid.,.rabl<.1 valu<.1, and second, that there are opportunities: WQ 

should pursue to further the FCSM's goal of improving the quality 
of data produced by the Federal statistical system for our 
community of users within and outside the government. 

In his keynote address for this seminar, Graham Kalton 
reminded us of the four functions for the FCSM that Margaret 
Martin outlined at our l.990 Seminar on the Qualicy ot Federal 
Data . These functions do indeed serve as a useful framework for 
considering the col1ll!littee's future agenda, and I would like to 
return to them in highlighting in particular a few of the 
suggestions that have been made for ways we might broaden and 
deepen the understanding and application of the FCSM's work. 

The first of these functions is the exchange of knowledge, 
techniques, and experience among committee members. As has been 
noted, the members of the Federal statistical community who serve 
on the FCSM and its subcommittees often carve out time for these 
activities from their already overly full calendars. The result 
may well be that they must focus rather narrowly on the task at 
hand and may forego the opportunity for more infonnal dialogue. 
We need to think of ways to give these professionals "permission" 
to engage in less structured conversation. As a first step, the 
leaders of the statistical agencies should be encouraged to view 
the work of the FCSM as a priority for their staff members. In 
part, we may be able to address this matter by familiarizing the 
agency leaders more fully with the committee's products. 

The second function outlined for the FCSM is the provision 
of "state of the art" reports to encourage best practice among a 
broader group. With re!!Spect to the ttstate of the art" aspect ot 
the col1ll!littee's work, I think there is some considerable 
agreement that while an FCSM report may meet this challenge when 
it is issued, in some cases the art is changing so quickly that a 
working paper may become if not obsolete at least outdated more 
rapidly than we would hope. Perhaps we should consider new forms 
of publication -- "loose leaf" printed versions and/or electronic 
versions that could have sections updated, rather than waiting 
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several years to revise the entire paper. The challenge of 
sharing our work with a broader group is key. on the one hand, 
as Graham Kalton elaborated, we need to reach out beyond our 
Federal walls in developing our working papers to capitalize on 
the expertise resident in the private sector, foreign 
governments, and other arenas. His remarks provi de a number of 
useful suggestions the FCSM should pursue. on the other hand, it 
is absolutely essential that we continue to strengthen efforts 
that have been undertaken to disseminate the FCSM's products far 
more widely , both within and outside the Federal Government. 
This means not only distributing our product to addi t ional 
audiences, but also extending the seminars, workshops, and other 
forums where the subject matter of the papers can be explored in 
greater detail and become more useful to those less familiar with 
the content. 

In terms of the third function suggested by Margaret Mart i n, 
recommending areas for improvement and needed directions for 
research, once again the need for greater outreach has been 
highlighted, and some useful paths to pursue have been suggested. 
At the same time, we need to take some care in reaching out that 
we do not ask the FCSM to be "all things to all people." As has 
been noted, the members' p l ates are quite full already, and we 
should not overload them. Yet there should be new ways to meet 
reasonable demands, and we as a community should put some of our 
energy into brainstorming about alternative ways of operating to 
address these needs. 

The consensus building role suggested as a fourth function 
for the FCSM is surely an area where the committee can make a 
contribution. In my view, however, to suggest that the FCSM 
should be responsible for obtaini ng consensus on issues such as 
defini tions, concepts, and classifications moves us to an arena 
that is beyond its mandate. Many of these activities involve 
domains of expertise beyond the specialties of the FCSM 
membership, as well as exceptionally labor intensive tasks. 
Through the cooperation of the statistical agencies and other 
relevant components of the Federal Government, we are pursuing a 
number of these challenges. We would welcome the suggestions for 
further work in this area that might arise as a result of the 
FCSM's deliberations. 

In closing, let me note our appreci ation to the council of 
Protessional Associations on Federal statistics tor bringing us 
together once again, to the session organizers and presenters for 
their substantial contributi°ons to the success of this seminar, 
and last but not least to the members of the FCSM and ita devoted 
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leader Maria Gonzalez. We look forward to planning an encore to t 
be held in 1996. 
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Report on Statistics for Allocation of Funds (Available 
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Report on Statistical Disclosure and Disclosure-Avoidance 
Techniques (NTIS Document sales, PB86-211539/AS) 
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Glossary of Nonsampling Error Terms : An Illustration of a 
Semantic Problem in Statistics (NTIS Document Sales, PB86-
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PB84 - 135276) . 
The Role of Telephone Data Col lecti on i n 'Federal Statistics 
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Agencies (NTIS Document Sales, PBB7- l66393l 
Quality on Establishment Surveys (NTIS Doc ument Sales, PB88-
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Employer Data Systems (NTIS Document Sales, PB90- 205238) 
Survey Coverage (NTIS Document Sales, PB90-205246 ) 
Data Editing in Federal Statistical Agencies (NTIS 
Document Sales, PB90-205253) 
Computer Assisted Survey Information Collection (NTIS 
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Report on statistical Disclosure Limita tion Methodology 
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Copies of these working papers may be ordered from NTIS Document 
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